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ABSTRACT Natural language processing (NLP) is a research field that provides huge potential to automate
accounting tasks dealing with text data. This research studies the application of NLP in automatically
categorizing invoices based on the invoice text description. The study employs semantic enrichment, data
augmentation, and deep learning to address the NLP unique issues posed by the inherent short text and
multi-class imbalance nature of invoice descriptions. Semantic enrichment was done using labels as an
information source. Training data was artificially increased with either WordNet synonym replacement,
Global Vectors for Word Representation (GloVe) word replacement, or the Bidirectional Encoder Repre-
sentations from Transformers (BERT) word replacement method. Each training dataset was then supplied
for trainingwith one nondeep learning classifier and two deep learning classifiers respectively, namely Linear
Support Vector Machine (LSVM), Bidirectional Long Short-TermMemory (Bi-LSTM), and BERT. Overall,
the semantically enriched, WordNet augmented training set paired with the BERT classifier yielded the best
results, successfully preserving semantics, reducing noise and overfittingwhile improving accuracy per class,
achieving an increase of performance up to 20 percentage points (ppts) for macro F1 score and 6.7 ppts for
accuracy.

INDEX TERMS Long short-term memory, data augmentation, deep learning, machine learning, global
vectors for word representation, management accounting, natural language processing, semantics.

I. INTRODUCTION
The Industrial Revolution 4.0 (IR 4.0) brought about the
growth of unstructured data in the past decade with a rate
of up to 65% each year [2]. Unstructured data contains
valuable information useful for elevating enterprises above
their competition [2] and staying ahead in the areas of
customer engagement, operational excellence, and product
leadership [3]. Text data, a type of unstructured data, was
introduced during the early days of digital computing [4].
With text data storage technology, Information Retrieval (IR)
tasks became of great interest [5], and set the foundation
for more automated and intelligent methods for textual-based
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processing like automated text classification tasks [6], [7].
Early on, researchers realized the need for machines to under-
stand the natural language formore accurate indexing, instead
of purely mathematical-based indexing [8], [9], fueling inter-
est in natural language processing (NLP).

A. NATURAL LANGUAGE PROCESSING
Natural language processing (NLP) is the process of con-
verting textual input into usable information by computers,
making human-machine natural language interaction possi-
ble [1], [10], [11]. Technically, NLP converts semantic and
syntactic relationships between textual data into a computa-
tionally represented knowledge model used for downstream
tasks like statistics, clustering, and classification [12]. Today,
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we observe many NLP applications in business, including
the usage of sentiment analysis, spam detection, grammar
checks, content summarization, and chatbots like Siri, Alexa,
and more recently ChatGPT [13], [14].

B. NLP IN THE FINANCE AND ACCOUNTING DOMAIN
In finance and accounting, businesses have already used NLP
with some success, particularly in the audit practice. Zhou
reported on the successful use of NLP in Deloitte to automate
the high volume checking of contracts to detect modification
in ‘‘control provisions’’, speeding up the checking process
from half a year to a month [15], [17]. Ernst & Young (EY)
utilized NLP to assess available leases to find the impact
in ‘‘lease accounting rules’’ owing to the Inland Revenue
Service amendments (IRS) [15]. Zhang et al. proposed that
NLP could extract risk results automatically, decreasing audi-
tors’ ‘‘heavy reading’’ to finish their audit assessment [16].
Li et al. noted that deep learning and NLP are increasing
research momentum but still not yet to be mainstreamed in
finance [18]. Current research opportunities are here.

C. RESEARCH MOTIVATION
The first reason for conducting this research is to apply NLP
in automating business tasks and lowering operational costs.
Volumes of unstructured data can be read by machines if
NLP techniques and tools are configured correctly to read
the text [19], potentially scaling up big data processing tasks
and releasing human capacity for more intelligent tasks. The
lack of automation in the accounting domain is the second
motivation [20]. Accounting tasks have traditionally been
performed manually, with a significant amount of repeti-
tive work involved in reading and classifying unstructured
text, such as invoice processing and invoice classification.
These tasks are laborious and error-prone. Another key moti-
vation is that prior research in the accounting domain has
focused on sentiment analysis derived from texts in exter-
nal financial reports and other publicly available financial
sources [21], [22], [23], with little emphasis on NLP appli-
cations to accounting processes such as invoice classification
or bank reconciliations [24]. As such, there is an incentive
to investigate NLP applications in this area and address this
research gap.

D. RESEARCH SCOPE
The business process in scope for this research is invoice clas-
sification based on the invoice text description. The nature of
the invoice textual data introduces the expected problems to
be faced when classifying invoices based on their respective
text descriptions, namely ‘‘Short Text Problems’’ and ‘‘Class
Imbalance Problems’’.

Invoice descriptions are expected to be brief, therefore also
known as short text. This means that the text doesn’t have as
much context and meaning as a long text, is more ambiguous,
and sparse, lacks grammatical structure, and has the syn-
onym or homonym challenge [25], [26]. When using the term

frequency-inverse document frequency (TF-IDF) method on
short texts, each term tends to appear only once in each text,
which makes it hard to assign weights [25], [27], [28]. In the
past few years, deep learning models have become the most
advanced way to sort text [29]. However, for the model to
work well, deep learning requires a large training set vol-
ume [30]. Text augmentation may be needed if there is a need
for more training data [31]. But for short text, the lack of data
may make it hard to add contextual word embeddings such
as Bidirectional Encoder Representations from Transformers
(BERT) to improve the textual data. This is because there
isn’t enough contextual data in the original text to accurately
add to the text while keeping the original semantic meaning.
Most short-text vocabularies are informal or specific to a
certain field, and terms are not standardized [32]. This could
lead to a lot of abbreviations, misspelt words, typos, named
entities, and reference numbers. If language models are used
that can’t figure out what abbreviations, named entities, and
reference numbers are, this could cause problems with text
classification. Instead of being useful semantic data, these
data end up being noise.

Most investigations have used binary categorization.
Multi-class classification of unbalanced data is a newer issue
than binary classification imbalance problems due to its more
complex nature compared to two-class datasets [33]. Invoice
classification is multi-class. The majority classes will have
far more instances than the minority classes. Most classifier
learning methods assume a balanced distribution when mod-
elling, so an imbalanced class distribution will make learning
harder. Classification systems assume minority classes are
rare, unknown, or unobserved, therefore they are misclassi-
fied more often than majority class cases [34] Due to their
design, most machine learning algorithms optimize classifi-
cation accuracy by sacrificing minority class accuracy [35].
In other cases, like invoice categorization, minority classes
may have fewer incidences but high severity if ERP systems
misclassify them. Improving accuracy in one class may hurt
another [36]. Optimizing experiments is necessary to find
the best configurations for classifier performance because
descriptions, class labels, and learners are interdependent.
Class overlaps with several groups, class label noise, and
unclear class borders are issues which further complicate the
classification problem.

This research aims to study the different NLP approaches
to invoice text classification, in particular data augmentation,
semantic enrichment, and learning models. Firstly, seman-
tic enrichment is introduced to the short invoice text, using
labels as the information source. This is meant to improve
the semantic information of the short text. Next, the data
is augmented using three different methods, namely the
WordNet lexical synonym replacement, Global Vectors for
Word Representation (GloVe) word embedding similar word
replacement, or BERT contextual word embedding similar
word replacement, resulting in different training sets to be
used for classification performance comparison. This step is
for increasing the training data for increased generalization
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of the learning model and overcoming overfitting. Lastly,
each training dataset is sent for modelling with one tradi-
tional classifier and two deep learning classifiers respectively,
namely Linear Support Vector Machine (LSVM), Bidirec-
tional Long Short-Term Memory (Bi-LSTM), and BERT.
A point to remember is that the study employs the BERT
model in two distinct areas of the methodology, which is in
the augmentation process, where BERT is used to generate
replacement words, and the text classification process, where
BERT is used for label prediction.

The findings of this research can be broadly applied and
used in a few key areas. First, a breakthrough approach in
invoice text classification may be replicable in the accounting
departments. This will help organizations reduce overhead
costs for repetitive and mundane accounting tasks. The
method could potentially be replicated for usage in other text
classification use cases within the finance and accounting
domain. The unique short text semantic enrichment technique
shared in this study is a novel approach in the invoice descrip-
tion classification context, to the best of our knowledge.
This can be added as a contribution to a growing number
of studies on approaches to enrich short text description data
semantically without altering the original meaning of the text.
The class balancing technique in this study is not new, but
the applicability of invoice text data will be useful for further
research studies, particularly in the area of model general-
ization ability. Data augmentation for generating additional
data sets may not be as simple as intended, as any augmenta-
tion technique not done well, will cause the synthetic data
to lose its original meaning and increase noise within the
model. In existing literature, we note that approaches to text
classification tend to employ either semantic enrichment or
data augmentation to improve classification tasks, but not
together, to the best of our knowledge. The unique approach
of combining semantic enrichment and text data augmenta-
tion to improve invoice state-of-the-art text classification is
therefore a novel one and could be a noteworthy contribution
to the research community.

The next section discusses the related research work for
key components of this research. Section III discusses the
methodology utilized for the experiment. Section IV shows
the results of the experiment. Section V discusses the conclu-
sion of the research. Finally, Section VI shows the research
limitations and future works.

II. RELATED WORK
The discussion of the literature focuses on the related NLP
and text classification methods employed in this study,
namely short text semantic enrichment, text data augmenta-
tion, and text classification.

A. SHORT TEXT SEMANTIC ENRICHMENT
Semantic enrichment is the process of adding new informa-
tion like named entities, topic tags, or emotion ratings to text
data to enhance its context or meaning. It has been realized
since the early 1960s that more semantic information would

improve the accuracy and relevance of text being processed,
even though the prevailing method for indexing at the time
was purely mathematical [8], [37], [38], [39], [40], [41], [42].
Since 1965, a growing number of studies used dictionaries,
pre-assigned term relationships, and knowledge bases as aux-
iliary data supplying semantic and syntactic information to
the text [43], [44], [45], [46], [47], [48], [49], [50], [51],
[52], [53], [54]. The relevance feedback method also gained
popularity by using prior search result data for more accurate
subsequent search results [55], [56], [57], [58], [59].

Short text issues are common in social media, and efforts
have been made to incorporate more supplementary semantic
information to improve text classification tasks. Utiliz-
ing supplementary sources such as well-known information
sources like Wikipedia or relevant websites is a popular
strategy [25], [26]. Phan et al. found that adding latent top-
ics derived from large universal datasets to sparse datasets
improved internet search and online contextual advertising
matching accuracy [25]. Jin et al. highlighted that semantic
enrichment using data outside of the existing datasets may
introduce noise instead of improving semantics, resulting in a
negative experimental outcome [26]. Mehanna andMahmud-
din proposed representing the tweet alongside supplementary
prior conversation texts to improve sentiment detection [60].
For example, if the most recent tweet is too ambiguous, the
model can infer the sentiment from previous conversations.
Label embedding is another well-liked method of acquir-
ing more information. Typically, this is achieved through an
attention process. Dong et al. used ‘‘self-interaction attention
mechanisms’’ and label embedding to improve the model’s
understanding of semantics [61].

Researchers agree that auxiliary sources should be used to
improve semantic information. The same concept is used in
this study, but the auxiliary source for semantic information
is the class label itself. So far, there are no other methods
that use the random augmented label data to add to the
original text to improve semantic information and reduce data
sparsity.

B. TEXT DATA AUGMENTATION
The data augmentation technique is a method that artificially
increases the size and variety of training data by gener-
ating synthetic datasets based on real datasets to improve
classification accuracy [62]. Through augmentation, the per-
formance of machine learning models can be improved,
introducing a healthy level of noise, reducing overfitting,
and improving model generalization [63], [64]. The early
motivation of augmentation was to overcome inherent clas-
sification problems by imbalanced dataset classes and was
increasingly researched since the early 2000s primarily using
over-sampling techniques [65], [66].

In recent times, technological advancement has brought
deep learning architecture based on neural networks to the
forefront of NLP tasks and requires large amounts of data
to learn effectively [30]. It is not uncommon for deep
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learning text classification research to utilize data sample
sizes spanning from tens of thousands up to a few million
samples [67], [68], [69], [70], However, due to the difficulties
in obtaining large enough training datasets, researchers have
studied the usage of data augmentation to overcome this
problem [31], [64], [71]. Shorten et al. studied some notable
emerging techniques, including ‘rule-based augmentation’,
‘back-translation’, and ‘generative data augmentation’ [64].
The rule-based text data augmentation, popularly repre-

sented by Easy Data Augmentation (EDA), was introduced
by Wei and Zhou and is the inspiration for this study. This
method is straightforward, quick, and simple to perform,
focusing on swapping words, random word insertion or dele-
tion, or synonym word replacements to generate new text
data [63]. Duong and Nguyen-Thi proposed that EDA for
Vietnamese could ‘‘improve sentiment polarity’’ because of
its simplicity in comparison to other augmentation strate-
gies [72]. Due to its simplicity, most studies use EDA as
a baseline enhancement function to compare with a more
complex approach [73], [74]. Ma introduced a variation of
the EDA which has more complex augmentation Python
functions like back translation, contextual word embedding
augmentation, and word embedding augmentation in addition
to the already available synonym augmentation [75].
Data augmentation was not always successful in improv-

ing NLP tasks. Zhou and Liu found that augmentation
does not guarantee more accurate classification results for
multi-class datasets and may even introduce negative perfor-
mance [33]. There is also a possibility of introducing too
much noise through text augmentation which creates addi-
tional challenges for the learning model [31]. Wei and Zou
did not expect EDA to improve pre-trained models such as
BERT [63]. This study challenges this assumption by sup-
plementing invoice text training data with simple synonym
replacements for sets of 100,000, 200,000, and 300,000,
feeding them to the BERT text classifier for evaluation of
performance.

So far, no known studies have been done on performing
EDA or its more complex variants on short text. This research
focuses on three types of augment methods, namely synonym
replacement, word embedding, and contextual word embed-
ding technique. Generally, the common characteristic of all
three methods is that each employs random word replace-
ments. The difference lies in the basis on which the substitute
word is derived. In the synonym replacement technique,
a lexical database is used to source the synonym replace-
ment. For the word embedding technique, a pre-trained word
embedding model is used to find replacement words of sim-
ilar meaning. Thirdly, for the contextual word embedding
technique, a language model is used to generate replacement
words based on the context of the sentence. In this study, the
lexical database used isWordNet, the word embedding model
method used is GloVe, and the language model used is BERT
respectively for the augment techniques.

Miller et al. introduced the WordNet database reference
designed as an online reference by computer systems mainly

for quick indexing purposes, but with potential for other
useful purposes, which in recent times has been proven useful
for natural language tasks [52], [76], [77]. In the WordNet
database, ‘‘synsets’’ are collections of words that are synony-
mous (or nearly synonymous). Each ‘‘synset’’ is represented
by a unique concept and contains a list of words or phrases
that can be used interchangeably within that concept. A tax-
onomy of concepts is formed by the hierarchical organization
of ‘‘synsets’’ in WordNet. Understanding the relationships
between various concepts, such as hypernyms (more gen-
eral phrases) and hyponyms (more precise terms), is made
possible by this hierarchy. The WordNet database contains
more than 118,000 registered unique words with over 90,000
‘‘synsets’’ [78].
The GLoVe method is an unsupervised learning technique

that relies on word co-occurrence data from a sizable corpus
of text. By factorizing a word co-occurrence data matrix,
it creates word embeddings that capture both the semantic
links and syntactic between words [79]. There are vari-
ous pre-trained word vector sets for GloVe sourced from
databases such as Wikipedia, Common Crawl, Twitter, and
Gigaword. The vector set used in this study is based on
6 billion tokens trained from the English Gigaword Fifth
Edition and 2014 Wikipedia dump [79]. The GloVe embed-
ding substitution involves replacing a word in a sentence
with another term that is closely associated with the original
term. GloVe embeddings are based on co-occurrence statis-
tics, which capture global word relationships, as opposed to
BERT embeddings, which are learned using a neural network.
Tan et al. improved sentiment analysis with GloVe-based
minority oversampling [80].
BERT is a transformer-based neural-network model that

has been pre-trained utilizing a masked language modelling
objective on a huge amount of text data, in particular the 2,500
million words from English Wikipedia [81] and 800 million
words from BooksCorpus. The BERT model learns through
masking random tokens from input instances and trained to
forecast the value of the masked tokens. Words or sentences
that the BERT model has learned during pre-training are
represented by BERT embeddings. A technique known as
BERT embedding substitution entails replacing a word in a
sentence with another term that has a similar meaning but
differs slightly contextually. For NLP jobs, this method is
used to increase the number of training data and enhance
model performance. In the statement ‘‘The dog chased the
cat,’’ for instance, the word ‘‘dog’’ might be changed to
‘‘puppy,’’ which has a similar meaning but a somewhat dif-
ferent context.

C. TEXT CLASSIFICATION
Before deep learning, traditional learning models used to
be popular for text categorization. Support Vector Machine
(SVM) was one the most effective traditional machine learn-
ing methods for textual analysis and classification with
state-of-the-art results [5], [10], [82], [89], [98], [99] and
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was in direct competition with neural networks in the 1990s.
The foundation of SVMs is the idea of margin maximization,
which entails locating the hyperplane that maximizes the
distance between the two nearest data points from various
classes. The theory behind this is that the classifier will be
more noise-resistant and more general to new data if the
margin is wide enough. SVMs are frequently employed for
text categorization jobs like spam detection [92]. In text
categorization, each document is often represented as a vector
of word occurrences or word frequencies. These vectors may
have tens of thousands, hundreds of thousands, or even mil-
lions of features, which may not be linearly separable. These
high-dimensional feature spaces are easily handled by SVMs
using kernels, which project data into a high-dimensional
space where it may be linearly separated [93]. Although the
usage of kernels or nonlinear SVMs are desirable, linear
kernels or the linear SVM (LSVM) is also popular for text
classification because they can be trained more quickly and
easily, and the choice of kernel functions has little bearing on
the classification performance [93], [94], [95]. SVM model
performance is a good baseline for measuring the effective-
ness of deep learning models like Bi-LSTM and BERT in
recent works [96], [97]. As of this report, no research has used
SVM for invoice text classification.

The early beginnings of deep learning was based on the
basic artificial neural network ‘‘Perceptron’’ described in the
late 1950s by Rosenblatt [83], and got significant interest
in the mid-1980s [84], when Rumelhart et al. popularized
back-propagation used for training multi-layer perceptron
(MLP) with hidden layers where most architectures were
feedforward networks and RNNs [85], [86], [87], [88]. In the
late 1990s, deep learning architectures dramatically increased
the performance of neural networks. The explosion of ‘‘Big
Data’’, large unstructured and measured up to exabytes, gen-
erated through internet companies like Google and Facebook
was a key driver of deep learning architecture adoption [30],
[90]. Najafabadi et al. proposed that the ability of deep learn-
ing to learn deep patterns from large unstructured texts is
beneficial to tackling the big data challenges, yet this remains
an under-researched field [30]. In recent times, deep learning
models like Bidirectional LSTM (Bi-LSTM) and BERT are
replacing traditional NLP models with positive results [91].

LSTM is a sort of RNN architecture created to resolve
the issue of vanishing gradients in conventional RNNs [100].
Memory cells in an LSTM network can retain data over
time and selectively forget or remember it as required. Gate
units that control the information flow into and out of the
cell oversee these memory cells. The input gate, output gate,
and forget gate are among the gate units. The input gate
regulates the information that is input into the memory cell,
while the forget gate regulates the data that should be erased
from the cell. Based on the current input and the prior state of
the memory cell, the output gate regulates the output from
the memory cell [101]. LSTM was found to be superior
to feedforward and RNNs [102]. The Bi-LSTM model was
subsequently introduced by Graves & Schmidhuber, where

the architecture analyses input sequences both forwards and
backwards [103]. A Bi-LSTM has the benefit of being able
to record both the past and the future context of a sequence.
This can be especially helpful in jobs like voice recognition,
where understanding the context both before and after a word
might be crucial to correctly identifying it. Xu et al. found
that Bi-LSTM outperforms CNN, RNN, LSTM, and NB.
Bi-LSTM is frequently included for comparison with CNN,
RNN, BERT, and SVM [96], [97], [74], [104]. The ‘‘Keras’’
library allows Bi-LSTM to be imported into Python. No study
using Bi-LSTM for invoice text classification was found.

Devlin et al. created BERT, which can machine learn
from unlabeled text bidirectionally and capture context [81].
This results in BERT learning models, containing valuable
understanding of its underlying knowledge base. The BERT
learning model’s knowledge is represented in BERT embed-
dings which is useful for data augmentation. This knowledge
is also able to be fine-tuned and leveraged for down-
stream tasks like text classification. BERT and its derivatives
(RoBERTa, ALBERT, BART, etc.) are state-of-the-art models
that often outperform deep learning and classical models due
to their simple yet advanced technique [96], [105], [106]. The
BERT model includes many parameters, operates on a large
scale, and has high latency [107]. BERT is one of the largest
natural language processing models in recent times. Due
to these limitations, the model cannot operate without high
computing requirements and incurs a long training period.
In some real-time scenarios, the costs outweigh the benefits
of improved accuracy. Gao et al. discovered that BERT per-
formed worse than CNN and self-attention network models
on papers over 400 words [70]. The Python ‘‘transformers’’
package loads BERT. No research has used BERT to classify
invoice text.

III. METHODOLOGY
In this section, the popular Cross-Industry Standard Process
for Data Mining (CRISP-DM) framework was utilized and
will have the following sequence: the business understanding
phase, the data understanding phase, the data preparation
phase, the modelling phase, and the evaluation phase. Amani
and Fadlalla referred to the use of this method in implementa-
tions including data mining [24]. According to Sharda et al.,
text mining approaches require more complex preprocessing
steps than a data mining project [1].

A. BUSINESS UNDERSTANDING
The business process in the scope of this study is the pro-
cess of filling up the electronic registration form and saving
the invoice and associated Chart of Account (COA) data
in the enterprise resource planning (ERP) system. The cur-
rent process first starts at the point of the accounts staff
receiving a supplier invoice from the supplier for some work
done. To process the payment to the supplier, the staff must
first register the invoice with the ERP system. The staff is
expected to read the invoice and then summarize the business
invoice details in the invoice transaction description within
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FIGURE 1. Current invoice classification manual process.

the electronic form. Then, the staff will identify the account
code which is associated with the invoice description and
input the code into the form. The system then auto-displays
the description of the code. The staff finally saves the input
data into the system. Fig. 1 displays the summary of the
invoice classification process flow.

Potentially, steps 2-5 could be automated and yield a poten-
tial cost reduction of 90%. This is derived from a reduction
of cycle time from 6 minutes per transaction to 0.6 minutes
per transaction. Steps 2-3 and 5-6 can be automated using
RPA technology. Step 4 is where the text classifier will
automatically classify the account code on the invoice text
description obtained, which is within the scope of this study.
The next sections will be the research methodology for the
text classifier scope.

B. DATA UNDERSTANDING
The data for this study originated from the invoice process,
and the data was stored in the ERP system. The raw dataset
was generated from this source from 2019 to 2021. In its raw
format, the data has 13,933 rows and 2 columns. The total
class is 77. The data definitions are in Table 1.
There were notable initial data observations. Firstly, the

presence of uppercase (e.g., ‘‘Claim 24.12.19-Lunch with

TABLE 1. Invoice data description.

Client’’), special characters (e.g., ‘‘12â=C’’), digits (e.g.,
‘‘18.11.20’’), named entities, abbreviations (e.g., ‘‘KUL’’),
and misspellings (‘‘singking’’ instead of ‘‘sinking.’’) were
detected and will need to be removed as they do not con-
tribute much to the context of the text description and are
more likely to be noise and negatively impact the modelling
process. Reference numbers (e.g., ‘‘003-00000-HVLV’’) and
stop words (e.g., ‘‘on’’) were detected and should be removed
to aid in model performance. There were class labels
that were homogenous with slight differences, for exam-
ple, ‘‘Accommodation—Local’’ and ‘‘Accommodation—
Travel.’’. Some invoice descriptions appeared for multiple
classes. These will be removed from the dataset as they will
impact the modelling performance. Due to the multiple-class
nature of the dataset, it is observed that the data is imbalanced.
Fig. 2 displays the invoices class categories which were clas-
sified from the operation activities.

From the data preparation step up to the evaluation step, the
scope is based on the framework displayed in Fig. 3. In short,
the major steps taken in the data preparation phase include
semantic enrichment, text cleaning, and text data augmen-
tation. In each of these steps, datasets are produced for the
modelling phase. In the modelling phase, text classification is
performed before the evaluation phase. The operational steps
were performed using Python language. The Python codes are
published to GitHub for reference [108]. To make use of their
available graphics processing unit (GPU), the Python codes
were run on Google Colab and Kaggle.

C. DATA PREPARATION
Data preparation encompasses four key activities, namely
text cleaning, train-test split, semantic enrichment, and text
data augmentation. Refer to Fig. 4 for the data preparation
process flow and sequence of activities. The original raw
dataset is named ‘D01’ and is the basis for text cleaning.
The dataset post text cleaning is named ‘D02’. Both datasets
‘D01’ and ‘D02’ are divided into train and test datasets.
‘D2_train’ is then utilized for semantic enrichment where the
‘D3_train’ dataset is produced. The ‘D3_train’ dataset is then
further used for text augmentation, specifically using Word-
Net (lexical synonym substitution), GloVe (word embedding
substitution), and BERT (contextual word embedding substi-
tution) methods. The output of the augmentation is 3 training
datasets of 100,000, 200,000, and 300,000 instances for each
augment technique respectively. At the end of the data prepa-
ration process, there will be 12 distinctive sets of training data
and 3 unique sets of test data. All augmented training sets will
be paired with the ‘D2_test’ test dataset, as the semantic and
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FIGURE 2. Invoice categories class imbalance.

FIGURE 3. Overall methodology from data preparation to evaluation
phase.

augmented sets were based on the ‘D2_train’ training dataset.
The summary of train-test pairing sets is tabulated in Table 2.

In the text cleaning sub-process, the invoice descriptions
are cleaned. This step aims to ensure only words with useful
semantics are kept and to ensure the learning efficiency of

TABLE 2. Train-test pairing dataset description.

the model. The process starts with the loading of the ‘D01’
dataset and ends with the output of the ‘D02’ dataset. This
process sequence is visualized in Fig. 5. First, a text-cleaning
function is used to clean the text. The function includes
removal of digits, lowercasing, removing symbols, remov-
ing single characters, removing multiple spaces, removing
stop words, and removing month names. Then, the cleaned
text will be subjected to checking against the WordNet lex-
icon database to retain only English words. As short texts
potentially contain words which may be acronyms, jargon
or incomprehensible to the language model, a conservative
approach is to only retain English words. Due to the cleaning
steps, there will be entirely blank rows. Those rows will be
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FIGURE 4. Data preparation process.

removed from the dataset. Next, instances tagged to more
than one class were also removed from the dataset to reduce
overlapping of classes. There is an exception to this, where
within a multi-label scenario there are two labels for a single
description, but one label was the minority with only one
sample. In this case, the instances were not discarded. Instead,
the minority sample will be reclassed to the majority label to
resolve the issue. Lastly, instances where the class is tagged
to only one instance were removed from the dataset to ensure
at least one instance will be in the train and test set.

The datasets ‘D01’ and ‘D02’ are subjected to the train-test
split procedure to prepare for the modelling phase. The gen-
eral steps undertaken for the train test split are listed in
Table 3. Before splitting the train and test set, any class labels
with only 1 instance are removed from the dataset because it
cannot split. This is to ensure both the training and testing
datasets have representatives of all classes. The dataset is
then split into the training and testing sets to the ratio of
85:15. This is to ensure there is sufficient training for effective
learning and enough testing data for accurate evaluation. The
outputs of this process are ‘D1_train’, ‘D1_test’, ‘D2_train’,
and ‘D2_test’.

TABLE 3. Train-test split steps.

The semantic enrichment process is where the cleaned
invoice descriptions are enhanced with more semantic infor-
mation from an auxiliary source, which is the class label
in this research. The process starts with the loading of the
‘D2_train’ dataset and ends with the output of the ‘D3_train’
dataset. The process is visualized in Fig. 6. First, the label

VOLUME 12, 2024 57333



W. W. Chi et al.: Data Augmentation With Semantic Enrichment

FIGURE 5. Text cleaning sub-process.

data is subjected to the same text-cleaning procedure in
Fig. 5 to ensure standardization and consistency of label
text. Subsequently, a new label column is generated to store
the augmented text from the original labels. The method of
augmentation is random swap, random deletion, or random
insertion. The new label column with augmented texts is then
converted to string format. The new label column is then
tokenized. Only one word from the tokens will be selected
randomly for all instances. Then, a new column is generated
containing the original description text concatenated with
the newly selected word for each row. This method creates
semantically enriched synthetic instances using random aux-
iliary information from the class label. A new dataset is then
generated where the semantically enhanced description text
with associated labels is appended to the ‘D2_train’ set to
generate a new ‘D3_train’ set with double the training data
of the ‘D2_train’ train set.

The text data augmentation process is where the invoice
text instances are artificially increased to improve model per-
formance, particularly through resolving multi-class imbal-
ance issues and increasing the learning effectiveness of deep
learning models. The process starts with the loading of
the ‘D3_train’ dataset and ends with the output of nine

FIGURE 6. Semantic enrichment sub-process.

training datasets, with each augment approach producing
three datasets containing approximately 100,000, 200,000,
and 300,000 instances each. The purpose of having aug-
mented datasets of different volumes of instances of 100,000
increments is to examine the impact of a larger training set on
the classification model performance of the learning model.
The reason for limiting the data augmentation to 300,000
instances is due to computing resource limitations where a
significantly longer training time is needed to achieve the
experiment objectives. The steps undertaken for data aug-
mentation are visualized in Fig. 7.

Firstly, the ‘D3_train’ set instances are grouped by class.
This is to determine how many synthetic instances are
required to be generated to reach a near total of 300,000
instances combined across all classes while also achiev-
ing the same number of records for each class. After the
required instances are determined per class, synthetic invoice
texts are generated based on the ‘D3_train’ invoice texts
in the same class group until the desired instances per
class are achieved. This is done for the WordNet, GloVe,
and BERT substitution augment techniques respectively.
At this stage, the ‘D3_WNtrain300k’, ‘D3_GLtrain300k’,
and ‘D3_BTtrain300k’ will have been produced. To produce
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FIGURE 7. Text augmentation sub-process.

the sets of 100,000 and 200,000 respectively, the set of
300,000 is split into a ratio of 1:2 for WordNet, GloVe and
BERT training datasets. At this stage, ‘D3_WNtrain100k’,
‘D3_GLtrain100k’, ‘D3_BTtrain100k’, ‘D3_WNtrain200k’,
‘D3_GLtrain200k’, and ‘D3_BTtrain200k’ training sets will
have already been produced.

D. MODELLING
The modelling phase covers the text classification activities
for the three text classifiers in scope, namely LSVM, Bi-
LSTM, and BERT. Here, each of the 12 train-test pairing
datasets ‘D01’ to ‘D12’ listed in Table 2 is subjected to the
three classifiers respectively. The output of the modelling is
12 output results for each classifier, with a total of 36 output
results.

In the LSVM sub-process, the 12 train-test pairings are
applied to the LSVM classifier to obtain 12 classification
reports. This process sequence is visualized in Fig. 8. First,
the training and testing set is loaded. The ‘X_train’, ‘X_test’,
‘y_train’, and ‘y_test’ variables are assigned accordingly. The
‘X_train’ and ‘y_train’ text are subjected to term frequency
vectorization and subsequently applied with the TF-IDF

FIGURE 8. LSVM modelling sub-process.

transformer to apply larger weightage to more important
words. The TF-IDF method is chosen as it factors in the
importance of words rather than just word occurrences seen in
the bag-of-words method. Next, the LSVM model is fitted to
the vector text representation of the ‘X_train’ and ‘y_train’
variables for model training. After training, the ‘X_test’ is
applied to the model for label prediction. Lastly, the predicted
outputs are compared against the expected outputs ‘y_test’
and a classification report is generated for evaluation.

In the Bi-LSTM sub-process, the 12 train-test pairings are
applied to the Bi-LSTM classifier to obtain 12 classification
reports. This process sequence is visualized in Fig. 9. First,
the training and testing set is loaded. Then, the label variables
are codified in both train and test sets, as the model works
with codes rather than label text descriptions. The ‘X_train’,
‘X_test’, ‘y_train’, and ‘y_test’ variables are assigned accord-
ingly. Then, the train set is tokenized using the NLTK library,
and a word index is created containing all the words in the
train set descriptions. TheNLTK library is used due to its pop-
ularity in working with NLP in Python. Next, the ‘X_train’
and ‘X_test’ word tokens are converted into integer sequences
and padded to ensure the same vector sequence length for
each instance. The padding step is needed as the model
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FIGURE 9. Bi-LSTM modelling sub-process.

requires input of the same sequence size for each instance.
Subsequently, the Bi-LSTMmodel is built and compiled. The
dropout rate is configured to a standard 0.5 across all the
Bi-LSTM experiments in this study. This rate is selected to
reduce overfitting, especially for the smaller train datasets.
A learning rate of 0.001, although relatively small, is chosen

to ensure stable learning and improve the chances of arriving
at the optimal model, as opposed to a higher learning rate.
A slow learning decay of 1e-6 is also chosen to ensure stable
training. After compilation, the Bi-LSTM model is fitted to
the vector text representation of the ‘X_train’ and ‘y_train’
variables for model training. A batch size of 128 was chosen.
Larger batch size settings were attempted but not pursued due
to larger GPU memory requirements for larger batch sizes.
A train-validation split of 85-15 was set considering the large
dataset volume used in this study where a 15% volume is
sufficient for model performance reliability. Early stopping
was set at 3 epochs past the epoch with the best validation
loss. After training, the ‘X_test’ is applied to the model for
label prediction. Lastly, the predicted outputs are compared
against the expected outputs ‘y_test’ and a classification
report is generated for evaluation.

In the BERT sub-process, the 12 train-test pairings are
applied to the BERT classifier to obtain 12 classification
reports. This process sequence is visualized in Fig. 10.
First, the training, validation and testing set is loaded. The
train-validation split is 85-15. Then, the label variables are
codified in both train and test sets, as the model works
with codes rather than label text descriptions. The ‘X_train’,
‘X_val’, ‘X_test’, ‘y_train’, ‘y_val’, and ‘y_test’ variables
are assigned accordingly. Then, the train set is tokenized
using the BERT tokenizer, the ‘‘BERT-Base-Uncased’’ pre-
trained model variant. The uncased variant is chosen because
the dataset does not seem to have reliable and proper casing
information. The larger BERT pre-trained variants were not
chosen due to limited computational resource availability
for this study. Next, the input features, attention masks and
labels are initialized and set from the encoded dataset. The
input, attention masks and labels are then converted to tensor
structures for the train, validation and test sets respectively.
This step is necessary as the BERT model works with tensor
structures. Then, the datasets are split into batches for model
training. Due to limited GPU memory, the batch of 16 is
used. Subsequently, the BERT model is trained. The BERT
architecture for classification is used along with the ‘‘BERT-
Base-Uncased’’ pre-trained model for the modelling process.
The Adam optimizer, a well-known optimizer, is used with a
common setup of a learning rate of 1e-6 and epsilon of 1e-8.
This setup is to ensure stable and moderate training for the
model. Early stopping was set at 3 epochs past the epoch
with the best validation loss. After training, the test tensor
dataset is applied to the model for label prediction. Lastly, the
predicted outputs are compared against the expected outputs
and a classification report is generated for evaluation.

E. EVALUATION
The evaluation step is the last step for the CRISP-DM frame-
work, where there are 36 classification report results are
examined using the accuracy andmacro F1-scorewith 80% as
the benchmark for good performance. The standard accuracy
metric is the primary metric used for evaluation. This metric
gives a general indicator of howwell themodel performs. The
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FIGURE 10. BERT modelling sub-process.

measurement is derived by calculating the percentage of the
total instances correctly classified, as in (1). TP and TN refer
to true positives and true negatives respectively, while FP and
FN refer to false positives and false negatives respectively.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

The accuracy metric is used due to its ease of interpreta-
tion, extensive usage across text classification studies and
reliability when the classes are balanced. However, some of
the datasets are imbalanced, particularly the pre-augmented
datasets, which may provide biased accuracy results. This is
caused by high prediction accuracy for the majority classes
and low prediction accuracy for the minority classes. As such,
the macro F1-score is utilized as the next classification eval-
uation metric. Each class, regardless of size or prevalence
in the dataset, is considered equally in the macro F1-score
computation. A high F1-score will show that the model is not
biased towards any class. The macro F1 score is measured by
calculating the F1 score for each class independently, and the
unweighted average of all classes is then computed, as in (2).
N refers to the total class count and F1i is the F1 score for the
classi.

MacroF1Score =

∑N
i=1 F1i
N

(2)

The F1-score is known as the harmonic mean of the precision
and recall evaluation scores, as in (3). The macro F1-score
accounts for both precision and recall for each class sepa-
rately.

F1i =
2 × Precision × Recall
Precision + Recall

(3)

Recall counts how many of the true positive instances were
accurately predicted, as in (4). Precision counts how many
of the predicted positive examples were correctly identified,
as in (5).

Recall =
TP

TP + FP
(4)

Precision =
TP

TP + FN
(5)

IV. RESULTS AND DISCUSSION
In this section, the research results are presented and dis-
cussed from the data preparation and modelling perspective.

A. DATA PREPARATION OUTPUTS
The text cleaning, semantic enrichment, train-test split, and
text data augmentation were performed successfully. Table 4
describes the volume of instances for the train and test dataset
outputs for the 12 train-test paired datasets. It is observed that
the text cleaning reduced the train instance count to 10,013
as shown in the ‘D02’ dataset. This was due to blank rows
appearing post-text cleaning which had to be removed. The
semantic enrichment doubled the volume of the ‘D2_train’
dataset to 20,026 instances in the ‘D3_train’ set. From ‘D04’
to ‘D12’, the train sets are augmented to instances approx-
imately at 100,000, 200,000, and 300,000 respectively for
each augment method. Due to the focus on having the same
number of training instances for every class, the augmented
training instances for each dataset do not total up to exactly
100,000, 200,000, and 300,000 figures. However, they are
slightly higher or lower than the said amounts. The train
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TABLE 4. Dataset volumes post data preparation.

TABLE 5. Text classification performance.

datasets post-augmentation are class-balanced. See Fig. 11
for a visualization of the balanced classes post-augmentation.

B. MODELLING OUTPUTS
The LSVM, Bi-LSTM, and BERT text classification were
successfully performed. The results from the modelling stage
are summarized in Table 5 and visualized in Fig. 12.

The baseline results for pre-cleaning were around a
77%-81% accuracy score range with the BERT classifier as
the top performer. The Macro F1 score was a minimum of
10 ppts and a maximum of 20 ppts behind the accuracy scores
at the 61%-67% score range, which indicates the models were
heavily biased toward the majority classes. This supports
the phenomenon where the minority classes are misclassified
more than the majority classes, and that the model sacrifices
the minority class accuracy for overall accuracy [34], [35].
LSVM obtained the highest Macro F1-score at 67%, 6 ppts
higher than Bi-LSTM and BERT classifiers, supporting the
finding that SVM works well with small and sparse datasets.

Post cleaning, the accuracy of all three classifiers improved
to the range of 83%-84% accuracy, with LSVM achieving the
best performance at 84.4%. This confirms that the raw text
has a lot of noise, containing many specific industry terms

and named entities [32]. After retaining only English words,
the performance improved by up to around 7 ppts from the
baseline accuracy scores. The Macro F1-scores improved up
to a maximum of 8 ppts with measures up to 75% achieved
by LSVM while deep learning classifiers lag at below the
70% mark, indicating that deep learning classifiers still do
not have enough information to detect good patterns for better
classification performance.

The accuracy results for post-semantic enrichment
improved to up to 2 ppts to 84%-86% range. However, a note-
worthy observation is that the macro F1-scores improved
up to around 10 ppts average for the Bi-LSTM and BERT
deep learning classifiers, achieving 78% and 73% respec-
tively, while LSVM registered only a 1 ppt increase to 76%.
This indicates that before the semantic enrichment, some
of the minority classes had higher errors, but post-semantic
enrichment, these classes performed better in accuracy. This
supports the concept that getting auxiliary semantic informa-
tion from labels is beneficial for reducing the data sparsity
issue and improving the text classification performance. The
hypothesis is supported [61]. However, this only applies to
the deep learning classifiers where a larger training dataset
is beneficial but adversely impacts the LSVM performance,
which does not perform well with larger datasets.

Post text augmentation, the overall top classifier is BERT,
where its accuracy and macro F1-score performance were
superior for all the datasets post augmentation except the
‘D04’ dataset Macro F1-score where Bi-LSTM performed
better. The BERT classifier has an accuracy rate of more
than 80% across all post-augment datasets. This supports the
findings of recent studies where the BERT classifier out-
performs other deep learning and traditional classifiers [96],
[105], [106]. The datasets driving the high classification
accuracy with the BERT classifier were from ‘D04’, ‘D07’,
and ‘D10’, logging 86.7%, 86.9%, and 87.7% respectively.
LSVM underperformed post-text augmentation due to the
inherent limitation of the model dealing with larger datasets.
Bi-LSTM, although performing better than LSVM, did not
perform better than BERT due to the lack of an underlying
knowledge base.

A common trait among these 3 datasets is that they were
augmented using the WordNet lexical substitution method.
This supports the relevance of the WordNet database as
an auxiliary source for short text augmentation despite its
simpler approach compared to other augmentation strate-
gies [72]. The finding also supports the notion that EDA can
improve pre-trained models such as BERT, exceeding Wei
and Zhou’s expectations [63]. The highest macro F1-scores
with BERT classifier were caused by datasets ‘D10’, ‘D11’,
and ‘D12’, all that were augmented to 300,000 instances
using the WordNet, GloVe, and BERT augmenters, with
scores of 81%, 79%, and 79% respectively The results sup-
port the findings of Chawla et al. and Estabrooks et al. where
oversampling augmentation addresses the class imbalance
issues inherent in the dataset like bias towards the major-
ity class [65], [66]. The Bi-LSTM model showed the most

57338 VOLUME 12, 2024



W. W. Chi et al.: Data Augmentation With Semantic Enrichment

FIGURE 11. Balanced classes after augmentation.

FIGURE 12. Accuracy and macro F1-score by dataset and classifier.

gain in accuracy scores, increasing by 6.7 ppts, whereas the
BERT classifier showed the largest improvement in Macro
F1 scores, increasing by up to 20 ppts. GloVe and BERT

FIGURE 13. Accuracy and macro F1-scores by the classifier for various
augmentation volume levels.

augmented datasets underperformed against WordNet due to
the augmented words generated resulted in more noise rather
than useful words for the classification models.
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FIGURE 14. The macro F1-scores and accuracy for several classifier-augmenter combinations in average scores.

Fig. 13 demonstrates that the BERT classifier frequently
attained accuracy ratings of more than 80% at vari-
ous augmentation volumes and showed better performance
with increasing augmented volume. At 300,000 augmented
instances, the BERT classifier’s macro F1 scores were trend-
ing upward and just shy of 80%. With the 100,000-instance
dataset, BERT classifier Macro-F1 results significantly out-
performed the non-augmented results. This result is consis-
tent with Najafabadi et al.’s study that deep learning models
learn more effectively with larger datasets [30]. However,
this applies to only the BERT classifier. With the growth of
synthetic data, Bi-LSTM and LSVM trended inconsistently,
eventually trending down or flat at the 300,000-instance
dataset. The performance of the Bi-LSTM and LSVM sup-
ports the study finding of Zhou and Liu and Sahin where
augmentation may not guarantee better classification per-
formance due to too much noise generated in augmented
datasets [31], [33].

The visualization chart to compare the average accuracy
andMacro-F1 scores of the classifier-augmenter combination
in decreasing order is shown in Fig. 14. The BERT-WordNet
classifier-augmenter is the best performer. In terms of per-
formance, the WordNet augmenter and BERT classifier were
usually found in the top five classifier-augmenter list, demon-
strating the importance of these two methods for the success
of the classification assignment.

V. CONCLUSION
The results of the experiment revealed a few key findings. The
phenomenon of minority classes being misclassified more

than majority classes was discovered during pre-cleaning,
and the model sacrifices minority class accuracy for overall
accuracy, as supported by prior studies [34], [35]. The clas-
sification results improved to more than 80% after cleaning.
This confirms that the raw text carries a lot of noise and a lot
of industry terms [32], which caused the model to perform
poorly before cleaning. After semantic enrichment, macro F1
scores improved by up to 10 ppts on average. This supports
the hypothesis that obtaining auxiliary semantic information
from labels [61] is beneficial for reducing data sparsity and
improving text classification performance in general. The
findings also support BERT as the best performer, which is
consistent with previous research [96], [105], [106].

BERT classifier results also demonstrated a gradual
improvement in scores from 100,000 to 300,000 training
datasets for both accuracy and macro-F1 scores, demonstrat-
ing the importance of large datasets for deep learning [73].
An intriguing discovery was thatWordNet synonym augmen-
tation was the best augmenter for short text, outperforming
GloVe and BERT augmentations, which were rumored to
perform better in NLP tasks. The unexpected BERT-WordNet
combination also contradicted Wei and Zou’s prediction that
EDA would not improve the performance of pre-trained
models like BERT [63]. The objectives of the study were
met. To begin, the findings indicate that semantic enrich-
ment improves invoice classification performance. Second,
the results indicate that expanding it to a larger training set
improves invoice classification performance. Third, the find-
ings indicate that WordNet synonym augmentation is the best
data augmentation approach for reducing class imbalance
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in short text scenarios. Fourth, BERT is the most effective
classifier in terms of invoice classification performance.

One notable finding was that short text classification
performance is affected by what was done during the pre-
processing stage. If the text was properly preprocessed and
the semantic information was preserved, the classifier can
perform well, as in the case of invoice text preprocessing.
The original invoice text was noisy, with many non-English-
named entities that pre-trained models like BERT struggled
to handle. However, keeping only the English words, which
Bert excels at, significantly improved BERT’s performance.

Another discovery was that the method for dealing with
short text differs from the method for dealing with long
text. Using a contextual word embedding augmentation when
there isn’t much context in the original text, according to the
findings, may backfire, with the augmentation overcompen-
sating and providing augmented texts that are semantically
different from the original text. In this case, a more conser-
vative approach to augmentation, such as simple synonym
substitution, may be sufficient and necessary to preserve the
semantic information within the text, resulting in state-of-
the-art performance. This research aims to produce a novel
approach to invoice text classification with practical applica-
tion for business organizations, and the objective has been
met. The implications of success in invoice classification
may be helpful to replicate in actual business practice, par-
ticularly within the accounting departments. This model can
also be integrated with other solutions such as RPA and
OCR where OCR reads the invoice text from the source
document, and the RPA updates the ERP system while the
model predicts the account category from the invoice text.
The value of this study, if it is easily applied to invoice
classification, will help organizations reduce overhead costs
for repetitive and mundane accounting tasks. The usage of
this method could potentially be extended for usage in other
text classification use cases within the finance and accounting
domain.

VI. LIMITATION AND FUTURE WORK
In this study, only one traditional learner was used to compare
against deep learning models. It is recommended that more
traditional learners be compared against the deep learning
models for more concrete findings on the question of the
effectiveness of traditional versus deep learning models. Fur-
thermore, due to the huge 2,346 total combination evaluations
of 69 multi-class conversions into binary class for the Area
Under Curve (AUC) evaluation, we will explore this complex
AUC evaluation in future work. In terms of the language
supported, the novel approach only covers the scope of the
English language given the retention of English words during
the data cleaning stage, English-based augmentation, and
English-based pre-training language model for the BERT
classification model. As such, it is recommended for future
works to cover a wider linguistic scope using the same pro-
cess with a different language variation.
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