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ABSTRACT In existing methods, the data distribution between different domains may have large differences,
which can lead to performance degradation in the target domain, and the modelling of feature variability
between different domains is not sufficient. Aiming at the problem of severe performance degradation
during cross-domain migration, this paper proposes a cross-domain person re-identification method based
on normalized IBN-Net. The normalized IBN-Net network introduces instance normalization and batch
normalization to handle the feature maps at different scales. First, this study employed the normalized
IBN-Net network as the backbone of the ResNet50 network. Second, the SImAM attention mechanism is
integrated into the backbone network, which is an attention mechanism for inter-modal fusion,that is mainly
used in multimodal data processing tasks,and it learns the spatial attention weights in the person images to
obtain person information with more discriminative features. Finally, supervised learning was performed
using the cross-entropy loss function during source domain training. Meanwhile, it can obtain the details of
the source domain samples using the triplet loss function, thereby improving the classification performance.
During target domain training, adaptation to the challenges of viewpoint, illumination, background, and
feature distribution differences between samples is achieved by learning variations between the source and
target domains. In the test stage, comparative experiments were conducted on two large-scale public data
sets, Market-1501 and DukeMTMC-relD, achieving Rank-1 accuracies of 86.6% and 79.3%, respectively,
with mean average precision mAPs of 68.7% and 62.6%, respectively. The experimental results show that
the proposed method performs better in terms of improving the generalization ability of the model.

INDEX TERMS Cross-domain, person re-identification, IBN-Net, attention mechanism, normalization.

I. INTRODUCTION

Pedestrian re-identification [1], [2], [3] utilizes computer
vision techniques aimed at extracting and matching pedes-
trian features in images and videos. This technique achieves
accurate identification and tracking of pedestrian identity in
different scenarios. It is widely used in the fields of intelligent
security, intelligent transportation, and video surveillance.
With the promotion and application of deep learning tech-
niques, the accuracy of supervised learning [4] in the field of
person re-identification has significantly improved. However,
supervised learning has several limitations. In other words,
it relies on datasets with real labels and requires a datasets
to provide supervised training samples. Therefore the model
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can learn the data;however,it is difficult to meet the demands
of practical applications.

Owing to the differences in camera parameters, back-
ground, and illumination in different scenes [5], [6], models
trained on the source domain are directly applied to the
target domain datasets, which can lead to the degradation
of person re-identification performance. In addition, tra-
ditional cross-domain problems typically assume that the
source and target domains have exactly the same categories.
In the pedestrian re-identification problem, This assumption
does not apply. Cross-domain pedestrian re-identification
datasets are typically collected at different times and space.
Images from source and target domains often contain differ-
ent types of identity information. which makes cross-domain
person re-identification should be regarded as an open-
set problem, which is more challenging compared to the
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closed-set problem. Therefore, when solving this prob-
lem, we must consider these factors and adopt corre-
sponding strategies to improve the performance of person
re-identification.

In this paper, we study cross-domain methods, focus-
ing on solving the problem of large feature differences
between different datasets in existing cross-domain person re-
identification methods, and propose a network model based
on normalized IBN-Net with the following main innovations
and contributions.

1) In this study, we propose a network model based on
a normalized IBN-Net, which combines instance normal-
ization and batch normalization network structures to solve
feature disparity problems in cross-domain image classifica-
tion tasks. By entirely using the appearance and structural
features, the normalized IBN-Net network can improve the
model’s generalization performance and has a better fitness
to image data from different domains.

2) In this study, we proposed a SIimAM attention mech-
anism fusion strategy. The SimAM attention mechanism
performs weighted fusion of input features through similar-
ity metrics and attention weight calculations to obtain more
informative and discriminative feature representations.which
can automatically learn the critical features and suppress
irrelevant or redundant features in the task. This ability to
selectively enhance the feature representation helps improve
the network’s discriminative and generalization capabilities,
resulting in better performance of the normalized IBN-Net
network in tasks such as image classification.

3) Compared with the algorithms proposed in recent
years, the cross-domain recognition accuracy of the pro-
posed algorithm was improved on two public datasets,
DukeMTMC-RelID and Market1501.

Il. RELATED WORK
The research on unsupervised cross-domain person re-
identification was developed based on unsupervised person
re-identification. Compared with the unsupervised approach,
the unsupervised cross-domain system utilizes a labeled
source domain datasets, which provides the researcher with
a priori knowledge to better guide the re-recognition task,
leading to better results.

The current cross-domain person re-identification methods
can be mainly divided into five main categories.

A. CROSS-DOMAIN FEATURE ALIGNMENT [7], [8]

The domain gap was reduced by aligning the data distribu-
tions in the source and target domains. Aligning the data
distribution in the target domain makes the data distribution
in the target domain as consistent as possible with the data
distribution in the source domain, which can reduce the
domain gap and thus improve the accuracy of the experi-
ment. Wang et al. [7] used the additional labelled pedestrian
attribute information to train the network by combining the
identity label branch and the attribute branch to achieve
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information intermingling between the networks, and finally
learn the more essential features of the pedestrians.

B. CROSS-DOMAIN IMAGE GENERATION

This method uses generative adversarial networks (GAN) to
process data images to obtain similar image styles between
the datasets. Liu et al. [9] decomposed the cross-domain
transformation into three factor transformations, namely, illu-
mination, camera angle and resolution, where each factor was
treated as a sub-style, trained a generator for each sub-style,
and proposed an adaptive-transfer network (ATNet) that can
weigh the influence of various factors and thus carry out the
fusion process. They achieved fine-grained style migration
by minimising the sub-tasks at the intermediate layer. The
network achieves fine-grained style migration by minimizing
sub-tasks in the middle layer.

C. CLUSTERING-BASED APPROACHES

To make full use of unlabelled target domain data, pseudo-
labels generated by clustering algorithms are used as labels
of the target domain, and this type of method has been
proven to have the best effect at present in a large num-
ber of experiments. Fu et al. [10] proposed a self-similarity
grouping (SSG) model by vertically averaging the feature
map into six local features, and using local features to assign
multi-scale clustering pseudo-labels. Zhai et al. [11] pro-
posed a new discriminative clustering method, augmented
discriminative clustering (AD-Cluster), to solve the problem
of unsupervised cross-domain pedestrian re-identification
through a density-based clustering algorithm with adaptive
sample expansion and discriminative feature learning.

D. CALCULATING THE SOFT LABELS GENERATED BY
FEATURE SIMILARITY TO OPTIMISE THE NETWORK
Usually soft labels are represented using either the average
features saved across all images or a feature space constructed
using an auxiliary datasets. Feature similarity is calculated
by constructing a feature space to represent the images to
be trained using either already trained images or auxiliary
datasets images.The exemplar camera neighborhood invari-
ance (ECN) proposed by Zhong et al. [12] uses the memory
structure to save the average features to assign soft labels to
the training images, and supervises the optimization of the
network using three invariants: sample invariance, camera
invariance, and neighborhood invariance.

In practical applications, cross-domain feature alignment
and cross-domain image generation methods usually requires
complex calculation and data generation processes, leading
to the loss of some feature information. Therefore, this study
designed a cross-domain pedestrian reconstruction method
based on the normalized IBN-Net [13]. The recognition
model can effectively solve the problem of significant feature
differences between different datasets in cross-domain person
re-identification methods. This representational and gen-
eralization capabilities.normalization approach differs from
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traditional normalization methods in that it is specifically
designed for pedestrian re-identification task.

This model combines the network structure of instance nor-
malization and batch normalization three times, integrates the
SimAM attention mechanism [14], and uses a fused network
structure for training to improve the model’s adaptability
to changes in image appearance. The attention mechanism
can dynamically allocate attention weights to different areas
based on the input image content,thereby allowing the net-
work to pay more attention to important information in
the image. By integrating the SimAM attention mechanism
into IBN-Net, the network can better capture useful features
in images and improve the expression ability of features.
In future research directions,the relationship between differ-
ent types of normalization methods and pedestrian feature
representations can be further explored, and more effective
normalization mechanisms can be designed to enhance model
performance.

lll. CROSS-DOMAIN PERSON RE-IDENTIFICATION
MODEL BASED ON NORMALIZED IBN-NET AND

FUSED WITH ATTENTION MECHANISM

A. PROBLEM DEFINITION

For cross-domain person re-identification tasks, there are
usually two data domains:the source domain S={Xg, Ys},
which represents the image in the source domain, and x
represents the corresponding real label. In addition, there is
no label information in the target domain T={X;},and only
the target domain is imaginary. This study aims to extract
more discriminative pedestrian features to learn changes in
the target domain, thereby improving the re-identification
performance of the model when transferring from the source
to the target domain.

B. NORMALIZED IBN-NET NETWORK

The feature difference between different data sets is an
important factor that affect the performance degradation of
cross-domain person re-identification. When there is a signif-
icant difference in appearance between the training and test
data, the performance of the model decreases significantly,
which is the difference between different domains. For exam-
ple, the target light in the training data is intense, and the
target light in the test data is dim;therefore, the general effect
is not very good. This study used the normalized IBN-Net
network to reduce domain difference.

The normalized IBN-Net uses a three-time combination of
Instance Normalization and Batch Normalization.

The first step is to combine the instance normalization
layer and batch normalization layer in series in the backbone
network of the ResNet50 network. Using instance normal-
ization in the backbone network helps normalize the entire
feature map, thereby alleviating vanishing gradient or explod-
ing gradient problems. The training stability of the network
can be improved, making it easier to train, and instance nor-
malization helps maintain the relative relationship between
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features, thus improving the expressive ability of the features,
which is very beneficial for feature learning in backbone
networks, as these features often need to capture more global
information.

The input feature map is denoted as X,which is a
four-dimensional tensor with a shape of (n, c, h, w). N rep-
resents the batch size, ¢ represents the number of channels,
H represents the height, and W represents the width. For each
sample (n) and channel (c), the mean and variance of the
channel in the sample are calculated.

l H w
Fe=xw Zi:] ijl Xn,c.iij (1)

1 H w
2 __ _
%= i it 2y Kncig ) @)

Normalize each channel using the calculated mean and
variance.

5{ o Xn,c,i,j — M
c

where, p is a small positive number, usually used to prevent
variance from 0. This study used learnable parameters y., B¢
to scale and translate the normalized features.

Yn,c,i,j = Vcin,c,i,j + Be “)

Finally, the output Y processed by the instance normaliza-
tion layer is obtained, and the shape of Y is the same as that
of the input X, that is, (N, C, H, W).

The second step was to combine instance normalization
and batch normalization in parallel after the conv1 layer under
the bottleneck layer in each layer of the ResNet50 network.
Given the input X, the output of the bottleneck layer is F(x),
the result of instance normalization is IN(F(X)), and the
result of batch normalization is BN(F(X)), then the process
of combining the two can be expressed as:

y = aIN(F(x)) + BBN (F(x)) )

3

where, o and S are learnable weight parameters used to
adjust the relative weight of instance normalization and batch
normalization,respectively.This combination can enhance the
expressive ability of the network and enable it to normalize
data at different levels, thereby achieving a more flexible
architecture design.

The third combination combined instance normalization
and batch normalization in series after the conv3 layer under
the bottleneck layer in each layer of the ResNet50 network.
For instance normalization, the formula is expressed as:

i i

x'—
Vol+e
where, x' represents the mean value of the i-th layer feature
map, o' represents the variance of the i-th layer feature map,
and ¢ is a small constant used for stable calculations. The
formula for batch normalization is expressed as:

IN(x) = (6)

xt—

= 49 7
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where, @' and @' are learnable parameters that scale and
translate the normalized feature map. By combining instance
normalization and batch normalization in series, a new fea-
ture map can be obtained, denoted as Y!, where i represents
the number of layers of the network, which is expressed as:

Y! = BN(IN(x})) 8)

where, 0 and ¢ are learnable weight parameters used to
adjust the relative weights of the instance normalization and
batch normalization. This series combination method can
simultaneously reduce the deviation between small batches
and the statistical difference in features, thereby improv-
ing the network’s convergence speed, training stability, and
generalization ability. The normalized IBN-Net is illustrated
in Fig.1.

CONV
CONV
BN CONV
BN CONV
IN IN | BN ReLU
IN BN
ReLU RelLU
ReLU
Maxpool

FIGURE 1. Structure of normalized IBN-Net network.

C. SimAM ATTENTION MECHANISM

SimAM (three-dimensional attention mechanism) is a
parameter-free self-attention module similar to the human
brain. There are abundant neurons in the brain. To mine
more important neurons, an energy function is constructed
to determine each importance of neurons.In neuroscience,
information-rich neurons often exhibit different firing pat-
terns from surrounding neurons,leading to the phenomenon
of spatial inhibition, in which activated neurons inhibit other
surrounding inactive neurons. Therefore, neurons with spatial
inhibitory effects should be given greater importance. Thus,
through the SimAM self-attention mechanism, important fea-
tures on the image can be provided with higher weights,
thereby making the network pay more attention to this aspect.
A schematic diagram of the SimAM attention mechanism is
shown in Fig.2.

3-D weights

P P
Generatiy’ 85 ‘1 \E:pansion
X HW e ﬂ’ /‘) ‘ )

C

FIGURE 2. Structure of SimAM attention mechanism.
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Important neurons are identified by measuring the linear
separability between neurons,;therefore, the following energy
function is defined.

where, 7 = wit+by, £; = wiX; + by, are the linear trans-
formations of t and x; respectively, t and x; are the target
neuron and other neurons in a single channel of the input
feature, i is the spatial index, and M = H x W is the number
of neurons in the channel, w; is the weight and by is the
bias. All values in Equation (9) are scalars, and Equation (9)
reaches its minimum when t =y, and x; are yo both. y; and
yo are two different values. By minimizing this equation,
Equation (9) is equivalent to finding the linear separability
between the target neuron t and all other neurons in the same
channel. For simplicity, we adopt binary labels (1 and -1) for
yt and yo and add a regularizer in equation (10); A is the
regularization parameter, and lwtz is the regularization term.
The final energy function is defined as follows:

N2 1 M-1 .
(Wi, b y.x) = (ye — 1) + M_1 21:1 (Yo — %)

©)
1 M-1
et (Wi, by, y,Xj) = M_—1 Zi:l (—1— (wWixi + b)?
+ (1 — (Wexi + b)) +Aw; (10)
The analytical solution of the above formula is.
2 (t—py)
W= (11)
(t—p)” + 20424
1
by = —E(H‘M)Wt (12)

Because all the neurons in each channel follow the same
distribution, we can first calculate the mean and variance
of the input features in the H and W dimensions to avoid
repeated calculations.

B 4(62+21)
@—m2+2&HQA

13)

where, i and o2 are the mean and variance of the pixe}s in
a single channel of the feature map, i = ﬁ Z?i | Xi, 02 =
ﬁ Z?il (Xi—p)?. t is the target neuron in the input channel,
and A is the regularization constant. It can be seen from
formula (13) that the lower the energy, the greater the dif-
ference between neuron t and the surrounding neurons, and
the higher the importance. Therefore, the importance of a
neuron can be obtained using % After deriving the energy,
the characteristics are enhanced through a sigmoid function,
and the output of SImAM is obtained as formula (14).

~ 1
X = Sigmoid(E) oX (14)

where, E = e*, X is the input SimAM and X is the output of
SimAM.

SimAM (Similarity-based attention mechanism) focuses
on the similarities between different parts of the data,
which makes it perform well when processing data where
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FIGURE 3. The overall structure of the method.

similarities exist, such as face recognition or person re-
identification.SimAM helps the model capture important
information in the input better by comparing the similari-
ties between features and assigning corresponding weights,
thereby improving the representation quality of the features.
In addition, SimAM can also help the model ignore irrele-
vant areas or features in complex scenes or the presence of
background interference, thereby improving the robustness
of the model. This gives SimAM significant advantages over
channel and spatial attention mechanisms in specific tasks
and data situations.

D. SimAM ATTENTION MECHANISM

For the cross-domain person re-identification task, the model
used ResNet50 as the basic architecture,and the residual
block of ResNet50 added a normalized IBN-Net network.
This study integrated the SImAM attention mechanism after
the conv2 layer under the bottleneck layer in each layer of
the ResNet50 network. The overall structure of the proposed
method is shown in Fig.3.

The input image was passed to the normalized IBN-Net
network. The image first passes through a series of convo-
lutional and pooling layers. These layers extract low-level
features, including basic image information such as edges
and textures. The normalized IBN-Net network adjusts the
mean and variance of the feature map by alternately using the
IN layer (Instance Normalization) and the BN layer (Batch
Normalization). The IN layer is used to normalize the feature
map to reduce redundancy and correlation between features.
The BN layer was used to normalize the feature map to
ensure that it had an appropriate mean and variance. After
normalization, the features were divided into two branches:
channel attention branch and spatial attention branch. The
channel attention branch mainly focuses on the correlation
between the feature channels. In this branch, the SIimAM
attention mechanism was used to calculated the importance
weight of each feature channel, and the spatial attention
module calculates the importance weight of each position
by performing convolution and pooling operations on the
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spatial location of the feature. After the feature extraction is
completed, a global average pooling operation is performed
on the output of the last convolutional layer.

A network model based on the normalized IBN-Net
and fused with an attention mechanism combines the nor-
malization mechanism with residual connectivity and the
fusion of two branch networks in pedestrian re-identification.
Optimization and fusion of features are achieved through
interaction, thus improving the network’s representational
and generalization capabilities. This combination and design
can capture the subtle features of pedestrian images better and
improve the performance of the model while reducing the risk
of over fitting, which is significantly innovative and superior
in the pedestrian re-identification task.

E. SOURCE DOMAIN PRE-TRAINING

To transfer the knowledge obtained from the source domain
to the target domain more effectively, the model is pre-trained
on the source domain data set, and the pre-trained model
parameters are used as initialization parameters to train the
target domain datasets. Using this strategy, common feature
representations are extracted from the source domain data,
and the convergence of the model is accelerated in the target
domain tasks to achieve better cross-domain performance
transfer.

In the context of a deep neural network model Mg with
parameter 6, we first perform supervised pre-training on the
model and use the source domain data set for training. In the
source domain data set, each pedestrian image Xs; € X
will be processed by the model to obtain the corresponding
feature representation f(xs;6), which will be used for the
final identity prediction p(Xs i|6). During the model train-
ing,the cross-entropy loss and triplet loss were combined.
The cross-entropy loss function minimizes the difference
between the model’s identity prediction output and actual
labels, allowing the model to classify pedestrian images more
accurately. The cross-entropy loss is defined as formula (15).

1 NS @
Luia = =1 2z Psilx) (15)

VOLUME 12, 2024



X. Bai et al.: Cross-Domain Person Re-ldentification Based on Normalized IBN-Net

IEEE Access

The triplet loss function helps closely cluster image sam-
ples with the same identity in the feature space. By contrast,
image samples with different identities were pushed apart,
enhancing the distinction between features. The triplet loss
is defined as formula (16).

1 NS . — (~) .
Lo = % 2y Im + 167 (<72 9) =165 (<7+9) 1)
(16)

By adjusting the parameters of Model A, it can better
learn the feature representations of pedestrian identities from
the source domain data. Thus, after the source domain
pre-training is completed, our model will have better fea-
ture extraction capabilities and identity prediction accuracy,
laying a good foundation for transfer learning in subsequent
tasks.

IV. ANALYSIS OF EXPERIMENTAL RESULTS

To verify the effectiveness of the method, two pub-
lic pedestrian re-identification data sets,Market1501 and
DukeMTMC-ReID. The method proposed in this study was
evaluated on these two data sets and compared with the
mainstream methods.In addition, ablation experiments and
parameter analyses were performed.

A. DATA SETS AND EVALUATION INDICATORS

Pedestrian images in the Market1501 datasets were collected
from six cameras on the Tsinghua University campus, and
1,501 pedestrians were annotated. It contained 12,936 pic-
tures of 751 pedestrians for the training set and 19,732 images
of 750 pedestrians for the test set. There were no duplicate
pedestrian IDs in the training and the test sets, which means
that 751 of them appeared in the training set. No pedestrians
appeared in the test set.

The DukeMTMC datasets was collected from eight cam-
eras at Duke University. The datasets was stored in videos
containing manually annotated pedestrian bounding boxes.
The DukeMTMC-relD data set collected an image every
120 frames from the video of the DukeMTMC data set to
form the DukeMTMC-relD data set. The DukeMTMC-relD
datasets contains 36,411 images of 1,812 pedestrians.A total
of 1,404 pedestrians were captured by more than two cam-
eras, whereas 408 pedestrians were captured by only one
camera. Among these, 16,522 images containing 702 pedes-
trians were used as the training set, and 17,661 images
containing 702 pedestrians and 408 interference pedestrians
were used as the testing set.

In this study, we used the mean average precision (mAP)
and ranking accuracy (Rank-n Accuracy) to quantitatively
evaluate the performance of the pedestrian re-identification
model. mAP is obtained by taking a comprehensive weighted
average of the average accuracy of all categories, while
Rank-n accuracy evaluates the accuracy among the top n
candidates in the retrieval results. This study mainly evaluates
Rank-1, Rank-5, and Rank-10.
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FIGURE 4. Duke-Market normalized IBN-Net network module evaluation
experiment.

B. DATA SETS AND EVALUATION INDICATORS

The model’s training in this article includes pre-training in
the source domain and cross-domain adaptation in the target
domain. Before the image is input to the network, the size of
the image is adjusted to 256 x 128.

The experiment in this article is based on the Pytorch
framework and uses the Pytorchl.13.1 version. Use one
TITANXpGPU for training and one TITANXpGPU for
testing.

C. DATA SETS AND EVALUATION INDICATORS

To verify the effect of each module on model performance,
this paper conducted corresponding ablation experiments.
The experimental results of each module are shown in
Table.1. Among them, B represents the baseline, Table.l.
represents the normalized IBN-Net network module, and
S represents the SimAM attention mechanism. After adding
the normalized IBN-Net network module, the rank-1, rank-5,
rank-10, and mAP of migrating from DukeMTMC-reID to
Market-1501 increased by 4.1%, 2.7%, 2%, and 6.2% respec-
tively. As shown in Fig.4, the rank-1, rank-5, rank-10, and
mAP of migrating from Market-1501 to DukeMTMC-relD
increased by 0.1%, 1.2%, 0.3%, and 0.8%, as shown in Fig.5.
IBN-Net module By introducing Instance Normalization and
Batch Normalisation in the network. This normalization
operation helps the model to better capture the detailed infor-
mation in the image and reduces the correlation between the
features, which improves the performance of the model in
cross-domain pedestrian re-identification tasks.

After integrating the SimAM attention mechanism module
into the residual block of the normalized IBN-Net network,
the model effect has also been greatly improved, migrat-
ing from DukeMTMC-reID to rank-1, rank-5, and rank-10
of Market-1501 and mAP increased by 7%, 5.4%, 3.9%,
and 2.6% respectively, as shown in Fig.6; rank-1, rank-5,
rank-10, and mAP that migrated from Market-1501 to
DukeMTMC-reID increased by 0.2 %, 0.3%, 0.1%, 0.7%,
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TABLE 1. Effect % of different modul

es.

DukeMTMC-Market1501

Market1501-DukeMTMC

Module Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10 mAP
B 80.7 89.4 92.6 59.8 77.6 85.5 87.8 60.3
B+ 84.8 92.1 94.6 66.0 77.7 86.7 88.1 61.1
B+S 86.1 93.3 95.2 66.8 77.8 85.8 87.9 61.0
B+S+I 86.6 93.8 95.6 68.7 79.3 86.4 88.8 62.6
(Ours)
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FIGURE 5. Market-Duke normalized |
experiment.
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FIGURE 6. Duke-Market SimAM attention mechanism module evaluation

experiment.

as shown in Fig.7. SimAm attention mechanism introduces
spatial and intensity information in the attention mechanism
that can help the model to reduce redundant information in

the image. This improves the model’s performance.

Finally, after adding the SimAM attention mechanism
and normalized IBN-Net network module at the same
time, the rank-1, rank-5, rank-10, and mAP of migrat-
ing from DukeMTMC-reID to Market-1501 increased by
5.9%, 4.4%, 3%, 8.9%, as shown in Fig.8; the rank-1,
rank-5, rank-10 and mAP of migrating from Market-1501
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FIGURE 7. Market-Duke SimAM attention mechanism module evaluation

experiment.
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FIGURE 8. Duke-Market SimAM module and normalized IBN-Net module

evaluation experiment.

to DukeMTMC-relD increased by 1.7%, 0.9%, 1% and
2.3% respectively. As shown in Fig.9. The SimAm attention
mechanism can help the model to automatically learn the
relationship between global and local features in an image,
while IBN-Net can fully consider the importance of global
and local features in the process of feature fusion, enabling
the model to more comprehensively characterize pedes-
trian images in cross-domain pedestrian re-identification

tasks.
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TABLE 2. Comparison with current advanced methods on Market1501 and DukeMTMC-relD data sets.

DukeMTMC-Market1501

Market1501-DukeMTMC

Method

mAP Rank-1 ~ Rank-5  Rank-10 mAP Rank-1  Rank-5 Rank-10

BUC 383 66.2 79.6 84.5 27.5 47.4 62.6 68.4

SSL 37.8 71.7 87.4 37.8 28.6 52.5 63.5 68.0

MMFA 27.4 56.7 75.0 81.8 24.7 453 59.8 66.3

TJ-AIDL 26.5 58.2 74.8 81.1 23.0 443 59.6 65.0

TAL-MIRN 40.0 73.1 86.3 -- 413 63.5 76.7 --

ATNet 25.6 55.7 73.2 79.4 24.9 45.1 59.5 64.2

SPGAN+L 26.7 57.7 75.8 82.4 26.2 46.4 62.3 68.0

MP

HHL 31.4 62.2 78.8 84.0 27.2 46.0 61.0 66.7

ECN 43.0 75.1 87.6 91.6 40.4 63.3 75.8 80.4

UDAP 53.7 75.8 80.5 93.2 49.0 68.4 80.1 83.5

PCB-PAST 54.6 78.4 - -- 543 72.4 -- -

SSG 58.3 80.0 90.0 92.4 53.4 73.0 80.6 83.2

PREST 62.4 82.5 92.1 94.9 56.1 74.4 83.7 85.9

SILC 61.8 80.7 90.1 93.0 50.3 68.5 80.2 85.4

Proposed 68.7 86.6 93.7 95.6 62.6 79.4 86.4 88.8

method

(GAN-based method); (Exemplar-invariance, camera-
\ ;JLW invariance and neighborhood-invariance,ECN) [12]example
& camera nearest neighbor, unsupervised domain adaptive
T 1] o] pudng) person re-identification (Unsupervised domain adaptive per-
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Epoch

FIGURE 9. Evaluation experiment of Market-Duke SimAM module and
normalized IBN-Net module.

D. DATA SETS AND EVALUATION INDICATORS

A comparative experimental verification of cross-domain
person re-identification performance was carried out on the
Market-1501 and DukeMTMC-relD data sets with the current
advanced models to verify the effectiveness of the model
proposed in this article. The comparison methods include
1) Unsupervised method, bottom-up Clustering (Bottom-
up clustering,BUC) [15], and softened similarity learning
(SSL) [16]; 2) Unsupervised cross-domain methods. Multi-
task mid-level feature alignment (MMFA) [17], Transferable
joint attribute-identity deep learning (TJ-AIDL) [7], Triple
adversarial learning and multi-view imaginative reasoning
network (TAL-MIRN) [18] (Methods based on domain dis-
tribution alignment); Adaptive transfer network (ATNet) [9],
similarity preserving generative adversarial network + local
max pooling (Similarity preserving generative adversarial
network + local max pooling, SPGAN+LMP) [19], het-
erogeneous — Hetero-homogeneous learning (HHL) [20]

VOLUME 12, 2024

son re-identification) -identification(UDAP) [21], Partbased
convolutional baseline-progressive augmentation framework
(PCB-PAST) with progressive enhancement framework,
Self-similarity grouping (SSG) [10], based on progressive
representation Enhanced self-training (Self-training with
progressive representation enhancement, PREST) [22], soft
iterative label clustering (SILC) [23]. All compared method-
ological results were obtained from the source papers. It can
be seen from Tab.2 that the method in this paper is better than
other methods.

V. LIMITATIONS AND CHALLENGES

Since network training in the target domain is statically
affected by source gaps, it may affect the algorithm’s abil-
ity to converge on the clustering of samples in the target
domain. The unsupervised learning ability of the network can
be further improved by fully considering the inter-domain
distribution characteristics in the model and intervening
dynamically in the training process in the target domain,
which will serve as our subsequent research direction.

VI. CONCLUSION

Aiming at problems such as difficulty in obtaining data,
expensive data labels, and weak model generalization abil-
ity in cross-domain person re-identification, a cross-domain
person re-identification model based on normalized IBN-Net
is proposed. By introducing the normalisation method to
enhance the network’s representational ability, important
features in pedestrian images are effectively extracted. This
improves the recognition accuracy and robustness, makes
the training process more efficient, and brings significant
performance improvement in the field of pedestrian re-
identification. Triple optimization combines the IN layer
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and BN layer and incorporates the SimAM attention mech-
anism to improve the model itself and better extract image
features. Experimental results show that the pedestrian fea-
tures extracted by this model are more discriminative and
robust.The normalisation-based IBN-Net network model has
achieved significant performance improvement in pedes-
trian re-identification. However, it still has some potential
limitations, such as the generalisation ability to large-scale
datasets which has not been fully validated, and high com-
putational complexity. Future work can address these issues
by further expanding the datasets to include more scenes,
poses and occlusions to enhance the generalisation ability
of the model, and by optimising the network structure and
parameter settings to reduce the computational complexity,
e.g., by introducing a lightweight network structure or adopt-
ing methods such as model pruning, in order to run more
efficiently in practical applications.
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