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ABSTRACT Effectively combining various evolutionary computing algorithms and leveraging the advan-
tages of each can significantly enhance the convergence speed and solution quality of the algorithm.
However, a mere combination of evolutionary computing algorithms may not comprehensively improve
optimization performance and may even lead to poorer performance in certain optimization problems. The
aim of the paper is to provide a fundamental integrating platform and method based on species explode
and deracinate algorithm. Utilizing the species explode and deracinate algorithm as a foundation, this
study presents a hybrid algorithm named SED-PSO algorithm by utilizing the particle swarm optimiza-
tion algorithm as an exemplar. The outcomes of the simulations conducted on 27 benchmark functions
published by the Competition on Evolutionary Constrained demonstrate that the SED-PSO algorithm
exhibits exceptional convergence accuracy, robust stability, and rapid convergence speed. The simulation
results comprehensively illustrate that the species explode and deracinate algorithm serves as a fundamental
integrating platform for diverse evolutionary computing algorithms, while also incorporating the strengths
of each algorithm. Additionally, the outcomes of the optimization of sensor network coverage reveal that the
SED-PSO algorithm exhibits superior solution quality, minimal occurrence of local extremum, and enhanced
stability and efficacy.

INDEX TERMS Evolutionary computing algorithm, species explode and deracinate algorithm, particle
swarm optimization algorithm, competition on evolutionary constrained, optimization of sensor network

coverage.

I. INTRODUCTION

Evolutionary computation (EC) [1], [2] is well suited to
solving complex optimization problems. Such evolutionary
computing technologies are widely used to solve complex
optimization problems as genetic algorithm (GA) [3], par-
ticle swarm optimization (PSO) algorithm [4], differential
evolution (DE) [5], ant colony optimization (ACO) [6],
[7]. The randomness is the root of the simple theory and
flexible design of EC algorithms, but it also makes EC
algorithms non-analytic and the optimization results are
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uncertain. To date, there is no one EC algorithm has been able
to comprehensively outperform the other EC algorithms in all
CEC benchmark functions [8], [9]. However, it is still the goal
of researchers to improve the performance of EC algorithms,
and many improved and new EC algorithms have been pro-
posed successively, such as improved GA algorithms [10],
[11], improved PSO algorithms [12], [13], species explode
and deracinate (SED) algorithm [14] and so on.

Compared with other EC algorithms, PSO algorithm has
been proved to be easy to implement, and has the charac-
teristics of fast convergence and high convergence accuracy.
There are a number of improved PSO algorithms have
been proposed [15], [16], [17], [18], [19], [20], [21]. These
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improvement methods mainly include four categories: (1) the
methods to set the parameters of PSO algorithm [22], [23], (2)
the methods to integrating of PSO algorithm with other EC
algorithms [24], [25], (3) the methods to improving the topol-
ogy structure of PSO algorithm [12], [19] and (4) the methods
to combining of control theory and PSO algorithm [26].
These improved methods can effectively improve the opti-
mization performance of the basic PSO algorithm. However,
the optimization performance of a single improved method is
not overall superior in all CEC benchmark functions. Even
if the different improved methods are combined, the perfor-
mance of PSO algorithm may not be further improved, even
worsen.

Not only the improved PSO algorithms have above prob-
lems, but also the improved methods of other EC algorithms
show such same problems as: (1) each EC algorithm has
its own advantages, but no algorithm can comprehensively
outperform other EC algorithms; (2) each improved EC algo-
rithms can effectively improve the performance of the basic
algorithm, but none of them can comprehensively outperform
other improved methods; (3) the simple combination of vari-
ous EC algorithms or the combination of improved methods
of each EC algorithm cannot comprehensively improve the
optimization performance of the algorithm, and the perfor-
mance even worse in some optimization problems.

If there is a method that can effectively integrate various
EC algorithms and give full play to their advantages, the prob-
lem that different EC algorithms have different performance
in various optimization problems can be solved. Based on the
explode and deracinate of species in the evolutionary history,
we have proposed a new EC algorithm, named SED algorithm
which is likely to integrate various EC algorithms and take
advantage of the advantages of each EC algorithm.

The SED algorithm mainly consists of two operation
stages. The first stage is species exploding. On the basis of
existing species, the number of species reaches M times by
derivation. The second stage is species deracinating. After the
species exploding, the number of species are decreased, and
the optimal species are retained and the rest are eliminated.
SED algorithm has the following characteristics: (1) Sim-
plicity. SED algorithm requires less configuration parameters
which can be found in TABLE 2, and is easy to implement. (2)
Global optimal. SED algorithm can effectively avoid falling
into local extremum. (3) High efficiency. SED algorithm can
quickly find the global optimal solution, and the solution
accuracy is high. The above characteristics of SED algorithm
can also be clearly found in the subsequent simulation results
of this paper.

To reduce the computational burden, we only integrate
SED algorithm with the basic PSO algorithm which named
SED-PSO algorithm in this paper. And the feasibility and
superior performance of SED algorithm integrated with other
EC algorithms will be illustrated by SED-PSO algorithm.

The organization of this paper is as follows. In section II,
the basic principle of SED algorithm, PSO algorithm and
ECE-PSO (explorative capability enhancement in PSO)
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algorithm [12] are introduced. In section III, the method of
integrating SED algorithm with PSO algorithm are specifi-
cally discussed. In section IV, the performance of SED-PSO
algorithm is validated on CEC benchmark functions and sen-
sors deployment applications.

Il. RELATED WORK

A. SED ALGORITHM

SED algorithm [14] which is based on the species explod-
ing and deracinating phenomena found in the evolutionary
history of organisms and the idea of species catastrophe
evolution theory, is anew EC algorithm. By species exploding
and deracinating, SED algorithm can find the optimal result.
A balance will be achieved between the global optimum and
the local extremum by introducing the strategies of main
branch transfer and species derivative ability shrink.

In SED algorithm, each iteration includes the exploding
and deracinating operations of all species, and the maximal
iteration is denoted as FEp,x in this paper. Assuming the
dimension of the search area is D, and the number of surviv-
ing species is S. Xy =(xs,1, X5,2, - . ., X5,p), denotes the s-th
species, and 1< s< §. The fitness value of the s-th species is
denoted as Yy = f(Xj). Function f is the fitness function.

A€ [Amin, Amax] represents the derivative ability of species,
Amax represents the maximum derivative ability of species,
and Apin represents the minimum derivative ability of
species. Generally, Amax < Lmax> Amin > Lmin and Apin >
0. [Lmin, Lmax] represents the search interval.

1) SPECIES EXPLODING

Species exploding means the birth of a large number of new
species. In SED algorithm, species exploding is a derivation
function, and each surviving species produces M (M> 0) new
species, that is, exploding of M times. A new species derived
from the s-th species is denoted XPj, and its derivation func-
tion is as follows.

XPY = X* 4 rand x A (1)
APk’j — Amax — Amin (2)
s Gs+1

where X P]S(’] denotes the new species derived from the s-th
species in the j-th exploding at the k-th iteration, and 1 < s<
S, 1 <j< M, 1< k< FEpax. Xf denotes the s-th surviving
species in the k-th iteration. rand is a random vector between
(0, 1) with the same dimension as XX. A represents the
derivative ability of the s-th species in the k-th iteration. AP? J
represents the derivative ability of the new species derived
from the s-th species in the j-th exploding at the k-th iteration.
Gy is the number of generations of the s-th surviving species.

The species that meet the requirements of new species
derivation called the main branch species. Only the main
branch species can derive new species. After each exploding,
the fitness value of the new species will be compared with the
main branch species. If the fitness value of the new species
is better, the new species will be labeled as the main branch
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TABLE 1. 27 benchmark functions published by CEC.

Search range

Global

Name Benchmark functions [Luins L] Optimal minimum Error goal
D
Sphere fi(x)= Zx§ [-100, 1007 [0 0 le-5
a1
Elliptic fo(x)= Z[(IO) Dy [-100, 1007 [0 0 le-8
d=1
D
Sum squares /3 (x) =Y dx; [-10, 10T*° [0 0 le-8
d=1
D (d+1)
Sum Powers  f,(x)= |x, [-1, 17 [0]*° 0 le-8
d=1
Schwefel’s 2 2
P22 fs(x):;\xd\+g\xd\ [-100, 1007 [07*° 0 le-8
D
Step £ = (L%, +05)) [-100, 100]°  0.5<x,<0.5 0 le-8
d=1
D d 2
Quadric H®=Y]>x, [-100, 100]>° [0]° 0 le-6
d=1\_j=1
D 5
Noise fi(x)=Yd(x,) +rand[0,1) [-1.28, 1.28] [0 0 le-2
d=1
Hyper SR
30 30
Ellipsoid fo(x)= ;/2}) [-100, 100] [0] 0 le-8
D-1
Rosenbrock  fo(x) = 100 )cd+l y +(xd 1)2] [-10, 10 [1]° 0 le2
d=1
D D
Griewank  f}, = 200 OZ;x gcos( J’)+1 [-600, 600 [0]° 0 le-1
S = O.I{Sin2(37rx, ) +§(xd =1 [1+sin*3zx,.,) |+ (x, =1 [1+sin’ (2/[x,,)]}+ iu(xd,s,loo, 4
Geneif’hffd K-,  x>a [-32.768, 32.768]° [17%° 0 lel
penalizede where, u(x,,a,k,m)=1 0, -as<x,<a
k(—x,—a)", x,<-a
Levy o =sin’ Gax) + Y (x, =)’ [1+sin’ Bzx,.,) | +|x, — [ 1+sin* B7x,) | [-10, 10] [17° 0 lel
1 D i
Himmelblau  f;, = BZ(x;,‘ ~16x; +5x,) [-5, 5] NA -78.3324 -70
d=1
D
Alpine fis = z‘xd sin(x, ) +0.1x, | [-10, 10]*° [0T*° 0 le-8
d=1
D | kipax Kipay.
= a* cos| 2zb" (x, +0.5) [} = DY a* cos(27b" 0.5
Weierstrass S ;{; [ e )]} kzz:‘ ( ) [-0.5,0.51 [0 0 le-8
where,a=0.5, b=3, k=
D X ‘x ‘< 0.5
. _ > 10 ’ +10], _ d> d . 1270 30 -
NCRastrigin =~ f;, ;[yd cos(27y,)+10], ¥, {mun 4252|205 [-5.12,5.12] [0] 0 le-8
. . Do dx? -99.2784
—_ 20 4Aq 100 ) _
Michalewics  fi; = dzz;smxd sin [0, 7] NA D=100 60
D
Schwefel  fi, =—418.9829D~ 3 x, sin\fx, [} [-500, 500 [420.9687] 0 led
d=1
D
Rastrigin S = Z[xj —lOcos(Zﬂ'x‘,)+10] [-5.12, 5.12]° [0]% 0 le2
d=1
1 D
Ackley Sfu=-20 exp[ -0.2 /—z X ]— exp[ > > cos(27[xd)J +20+e [-32, 32]° [0T*° 0 le-8
zl 1 d=1
Shifted o (x):zD:zz ~450, z=x-0,x=[x,x,.L ,x,1,0=[0,0,.L ,0,] [-100, 1007 0 -450 350
Sphere 22 ~ d > 1272 2D 1272 2Yd £)
Shifted ) D d
Schwefel  fu(x)=2.> z; =450, z=x-0,x=[x,x,,L ,x,,0=[0,0,.L ,0,] [-100, 100 0 -450 -350
Problem 1.2 =t =t
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TABLE 1. (Continued.) 27 benchmark functions published by CEC.

Name Benchmark functions Search range Optimal (_}l_obal Error goal
[Lmin, Lmax] minimum
D-1 R
; 0=[100(z,, -2 +(z —12]+390
Rosszilftt)igck S "Z‘:[ (a2 +la [-100, 1007 o 390 490
z=x-0+Lx=[x,x,L ,x,1,0=[0,,0,L ,0,]
D
Shifted fos(x)=Y[ 2} —10cos(27z,) +10] - 330 .
Rastrigin 4= [-5,5] o -330 2230
z=x-0,x=[x,x,,L ,x,]1,0=[0,,0,,L ,0,]
1<, 1&
i 6(x)=—20exp| —0.2,|— > z, |—exp| — ) cos(27zz,) |+20+e—140
i}éﬁii St P D; ’ p[D; : ”)] [-32,32]° 0 -140 4135
z=x-0,x=[x,,x,,L ,x,],0=[o,,0,,L ,0,]
1 & 5 D z
i x)=——> z; —| [cos(=%)+1-180
ot i [-600, 6007 0 180 170

z=x-0,x=[x,x,,L ,x,1,0=[0,,0,,L ,0,]

TABLE 2. Parameters setting of four algorithms.

Algorithm Parameters
PSO N=30, ©=0.724, ¢;=c,=2.
SED M=20, §=30, 0=0.05.
N=30, ©=0.724, ¢;=c,=1.468, P=5, Grid=100, the number
ECE-PSO of ECE particles is 0.1xN.
SED-PSO M=20, §=30, a=0.05, N=2, ®=0.724, c,=c,=2, iter=5.

species, otherwise the main branch species will not change.
If the main branch species changed, G; increases by 1, and
the derivative ability of the main branch species is replaced
by the derivative ability of the new species.

Xk =xpki 3)
Ak = AP )

2) SPECIES DERACINATING

Species deracinating means the disappearance or destruction
of the non-renewability of a species. In SED algorithm, some
species with poor fitness values will not be able to produce
new species. The species produced by exploding will be
ranked, and the S species with the best fitness value will be
retained, while the remaining species will be eliminated. And
the derivative ability of all surviving species will shrink, and
the derivative ability of surviving species will be adjusted as
follows.

AR = oAk while AF > A )
AY = Apin while  AF < A

where « is the shrinkage coefficient and o« < 1. The smaller
« is, the faster the algorithm converges, but the algorithm is
more likely to fall into local extremum. On the contrary, the
larger « is, the slower the convergence speed of the algorithm
is, but the exploration of the search area by the algorithm
is more comprehensive and detailed, which is conducive to
finding the true global optimal. Experiments show that when
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a is 0.1 ~ 0.5, SED algorithm can achieve a better balance
between convergence speed and falling into local extremum.
According to Eq. (5), with the increase of the iteration,
the derivative ability of species will decline rapidly, that is,
the older the species, the weaker the derivative ability. Amin
can prevent the derivative ability of species shrinking to zero,
so that SED algorithm can continue to explore the optimal
solution and maintain the diversity of the population.

Species Deracinating is a redistribution of computing
resources, which allows high-quality species and their
descendants to have more derivative opportunities, and makes
the area with search value full of species, so as to realize fine
exploration. Therefore, SED algorithm can take into account
the convergence ability and solution quality.

In SED algorithm, the derivative ability of the main branch
species does not always decrease. As shown in Figure 1,
assuming that a smaller fitness value represents better perfor-
mance of the species. Species a as the main branch derived
b. Since Y, > Y, species ¢ was derived from a. However,
species d was derived from ¢ which is the main branch
because Y.< Y,. And species d becomes the main branch
because Y ;< Y.. According to this law, the species next
continues to be derived, so as to approach the optimal point
T. Since the derived species ¢ has a better fitness value, the
main branch transfer occurs, and the species ¢ has a greater
derivative ability than species a, because the restrictions of
shrinkage coefficient and the number of generations.

3) THE IMPLEMENTATION OF SED ALGORITHM
The specific steps of SED algorithm are as follows:

Step 1: Initialize surviving species which are main branch
species, and the number of main branches is S. And initialize
derivative capacity A and shrinkage coefficient o of each main
branch species.

Step 2: Perform species exploding. Each main branch
species will randomly derive a new species within its range
of derivative ability. Detect whether the new species crosses
the boundary. If the new species crosses the boundary, the
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FIGURE 1. Diagrammatic sketch of species derivatives.

Initialize surviving species

Compute the fitness values of
surviving species

Take a surviving species as the main_ |
branch_species |

Derive a new specics within 16 range of|
derivative ability

Compute the fitness values of the new
species

he new species has a better fitness value
than the main branch species?

Replace the main branch specics by the
new species

| Retain the optimal species and |
eliminate other species

Output the optimal species

FIGURE 2. The flow chart of SED algorithm.

new species will be processed according to Part D “Trans-
boundary Processing” in Section II, the generation number
G, of new species is added by 1, and the new derivative ability
of new species is obtained according to Eq. (2). If the new
species has a better fitness value than the main branch species,
the main branch species will be replaced by the new species.

Step 3: Perform species deracinating. According to the
fitness values of all species, retain the optimal species and
eliminate other species. The retained species are surviving
species, and the number of surviving species is S.

Step 4: Shrink the derivative ability of surviving species.
The derivative ability of all surviving species is shrunk
according to Eq (3).

Step 5: Complete this iteration and check the termination
conditions. If the conditions are satisfactory, the optimal
species will be output and the algorithm will terminate. Oth-
erwise, switch to step?2.

The flow chart of SED algorithm is shown in Figure 2.

B. PSO ALGORITHM
PSO algorithm originated from the group behavior of birds
and fish. In PSO algorithm, the population is composed of
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a large number of particles. Each particle which represents
a potential solution is a point in the search space, and has a
fitness value and a velocity. PSO does not require any derivate
information of the optimized function, uses only rudimentary
mathematical operators, and is conceptually very simple.

Assuming the dimension of the search area is D, and the
number of particles in the PSO algorithm is N (i.e., the
population size is N'). The position and velocity of the particle
are x; = (X;,1, X,2, . - - Xi»D ), Vi = (Vi, 1, Vin25 - . Visp )y 1 <
i< N. The fitness value of the particle is ¥ = f(x;).

The relationship of position and the velocity after the k-th
iteration are obtained in the following updating formula.

k-+1 k k k
Via =@ Vigter-r-lpig—xi4l
terory-lgh—xf1<d <D (6)
k+1 _ ko kel
Yid =%idtVig N

where w is inertia weight, and p; is the best previous position
of x; while g is the best overall position achieved by a particle
within the entire population. pﬁ 4 18 the d-th dimension of
the p; in the k-th iteration, and g’lj is the d-th dimension of
the g in the k-th iteration. The acceleration factors c¢; and ¢
are positive constants that control the relative impact of the
personal knowledge and common knowledge on the move-
ment of each particle. r; and r, are independent, uniformly
distributed random variables in the range of (0, 1). To avoid
the particle beyond the optimized range, the particle posi-
tion and speed must be limited, i.e., vi.f 4 €[ = Vmax> Vmaxl,
x{f 4 €[Lmin, Lmax], where [Lmin, Lmax] represents the search
interval. Usually, Vinax = Lmax — Lmin> Vmin = — Vimax-

C. ECE-PSO ALGORITHM

In ECE-PSO algorithm, each particle produces some virtual
particles which represent candidate positions. The particle
will be replaced by the best one among virtual particles and
itself. The main idea of ECE-PSO algorithm is [12]: after
each iteration, particles with better fitness value under the
current iteration times are selected as ECE particles. Each
ECE particle generates P virtual particles according to Eq.
(8). If the fitness of the virtual particles is better than the
current ECE particles, the current ECE particles are replaced
with the virtual particles with the best fitness among S virtual
particles.

xfd = X; 4 + sin(2xw - randy) - R - rand, 8)

where p = 1, 2,..., P. rand; and rand, are independent
random numbers between (0, 1). The virtual particles are
randomly located in a circle whose center is x; and the radius
is R. R is related to the specific optimization problem. The
method of adaptive adjustment of R is shown in Eq. (9).

R= L 1-0.9 k )
" Grid " FEmax

where L = Lmax-Lmin represents search domain, and FEm,x
is the maximal iteration. Grid represents the number of subin-
tervals which are produced by equally dividing L.
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D. TRANSBOUNDARY PROCESSING

It is inevitable for particles and species to cross the boundary
in PSO algorithm and SED algorithm. Therefore, the particles
and species must be detected for transboundary, and if they
exceed the required range, the transboundary particles and
species must be processed.

Taking PSO algorithm as an example, the methods of
transboundary processing are as follows.

® Absorption boundary. The particle takes its boundary
value in this dimension if the particle crosses the boundary
in this dimension.

@ Reflection Boundary. The particle has the same velocity
in this dimension but the direction is reversed, if the particle
crosses the boundary in this dimension.

® Invisible boundary. If the particle crosses the boundary,
the particle does not participate in the next iteration.

@ Random reflection boundary. Reinitializes the particle
value in this dimension, if the particle crosses the boundary
in this dimension.

Ill. SED-PSO ALGORITHM

In basic SED algorithm, each species represents a single
individual. If each species in SED algorithm is defined as
a population composed of several similar individuals, SED
algorithm can provide a basic algorithm combination plat-
form for integrating various EC algorithms. In this way, each
surviving species in the SED algorithm has only one individ-
ual, while species exploding, each new species generated by
the species exploding can continue to generate a number of
species with the same type. That is, each new species gener-
ated by the species exploding can adopt other EC algorithm
to generate a number of species with the same type.

To reduce the computation burden and illustrate the excel-
lent performance of the integrating SED algorithm with other
EC algorithms, only the basic PSO algorithm and basic SED
algorithm are integrated which named SED-PSO algorithm
in this paper. The specific steps of SED-PSO algorithm are
as follows:

Step 1: Set the parameters of SED algorithm, including:
the number of surviving species S, the derivative ability A of
all surviving species, the generation number G of surviving
species, species exploding times M, the shrinkage coefficient
o, and the iteration number of the algorithm FE .

Step 2: Set the parameters of the PSO algorithm, including:
population size N, acceleration factors ¢; and cj, inertia
weight o, the maximum particle moving speed vpax and
V_max, and the iteration number of the PSO algorithm iter.

Step 3: Establish fitness function (i.e., objective function)
according to optimization problem.

Step 4: Initial the surviving species of SED which are main
branch species, and then calculate the fitness of each surviv-
ing species. The initialization formulas for each dimension of
each species are as follows.

Xs.d = Limax + (Lmin — Lmax) % rand (10)
As = Amax - Amin (1 1)
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where X; 4 represents the d-th dimensional value of the s-th
surviving species. As represents the derivative ability of the
s-th surviving species. rand is a random scalar between (0,
1). [Lmin, Lmax] represents the search interval. Apax and Apin
represent the maximum and the minimum derivative ability
of species individually.

Step 5: Perform species exploding. Each main branch
species will randomly derive a new species within its range
of derivative ability according to Eq. (1) and Eq. (2).

Step 6: Detect whether the new species crosses the bound-
ary. The value of each dimension of the new species should
be within the interval of [Luin, Lmax]. If it is not within this
interval, the dimension crosses the boundary (i.e., the new
species crosses the boundary). For the transboundary species,
the value of transboundary dimension is replaced by random
number in the interval of [Lmin, Lmax]-

Step 7: Use PSO algorithm to deeply exploration for each
new species generated by species exploding.

@ Generate N particles based on the new species generated
by species exploding. Each particle is generated as follows.

Xiq = rand x XP¥, (12)
vid = (Lmax — Lmin) X (rand — 0.5) (13)

where x; 4 represents the d-th dimensional value of the i-th
particle. v; 4 represents the velocity value of the d-th dimen-
sion of the i-th particle. XPLC ’é represents the d-th dimensional

value of the XPi?/. i =12,...,N.

@ Detect whether the position of each particle crosses
the boundary. The value of each dimension of each particle
position should be within the interval of [Lin, Lmnax]- If it is
not within this interval, the dimension crosses the boundary
(i.e., the particle crosses the boundary). For the transboundary
particle position, the value of transboundary dimension is
replaced by random number in the interval of [Lmin, Lmax]-

® Calculate the fitness values of each particle according to
the fitness function. And select the global optimal solution g,
and the best previous solution p; of each particle is the current
position of the particle.

@ Update the velocity and position for each particle
according to Eg. (6) and Eq. (7), and detect whether the
position or velocity crosses the boundary. The velocity value
of each dimension of each particle should be within the
interval of [ — (Lmax— Lmin)> (Lmax — Lmin)]. If it is not within
this interval, the dimension crosses the boundary. For the
transboundary particle velocity, the value of transboundary
dimension is replaced by random number in the interval of [
— (Lmax — Lmin)s (Lmax — Lmin)]. The position value of each
dimension of each particle should be within the interval of
[Lmin, Lmax]. If it is not within this interval, the dimension
crosses the boundary. For the transboundary particle position,
the value of transboundary dimension is replaced by random
number in the interval of [Lmin, Lmax]-

® Calculate the fitness values of each particle according to
the fitness function. And select the global optimal solution g
and the best previous solution p,.
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For each particle, if the fitness value of updated particle is
better than the fitness value of p;, the p; is replaced by the
position of the updated particle. After all particle position are
updated in each iteration, the particle with the best fitness
value is selected. If the fitness value of this particle is better
than the fitness value of the global optimal solution g, the
global optimal solution g is replaced with the position of this
particle.

® Repeat steps ®~® until the iteration number of PSO
algorithm is equal to iter.

@ Replace the value of the new species generated by
species exploding with the global optimal solution g, i.e.,
X P§ ) = glter , if the fitness value of g is better than the fitness
value of X P,

Step 8: Mark the main branch species. If the fitness value
of the new species is better, the new species was labeled as
the main branch species; otherwise, the old species was the
main branch species. Only main branch species can derive a
new species. If the main branch species changed, G increases
by 1. And the derivative ability of the main branch species is
replaced by the derivative ability of the new species as shown
in Eq. (3) and Eq. (4).

Step 9: Repeat Steps 5 to 8, until all surviving species
exploding M times.

Step 10: Order the fitness values of all new species gen-
erated by species exploding. Select S species with the best
fitness value as the surviving species. Shrink the derivative
ability of the surviving species according to Eq. (5). And
eliminate other species.

Step 11: Repeat step 5 to 10, until the termination condition
is met.

The flow chart of SED-PSO algorithm is shown in
Figure 3.

IV. SIMULATION AND PERFORMANCE ANALYSIS ON THE
BEHCHMARK FUNCTION PUBLISHED BY CEC

To analyze the performance of SED-PSO algorithm in detail,
27 benchmark functions published by CEC are selected, All
the benchmark problems considered here are the minimiza-
tion problems. For each problem, the formula, search range,
global minimum, and error goal are recorded in Table 1.
These benchmark functions include unimodal functions, mul-
timodal functions, and the biased function. Except fig which
is 100 dimensions, the other functions are 30 dimensions.
The performance of SED-PSO algorithm in solving the
27 selected CEC benchmark functions are compared with
three optimization algorithms known as: PSO, ECE-PSO and
SED.

A. PARAMETER SETTING

The parameter settings of PSO, SED, ECE-PSO and
SED-PSO algorithm are shown in Table 2. The maxi-
mum of iteration of the above algorithms are 2000 (i.e.,
FEmax =2000). And Monte Carlo experimental analysis
method is adopted, and Monte Carlo experiment times is
30 times.
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B. PERFORMANCE EVALUATION INDEX

To comprehensively evaluate the performance of SED-PSO
algorithm, six indexes including the success rate (SR), the
metrics success performance (SP), the best fitness value of
the optimal solution (BF), the mean fitness value of the
optimal solution (MF), the variance of the fitness value of
the optimal solution (VF) and the worst fitness value of the
optimal solution (WF) are adopted. For the cases where SPs
are not available, we use the fitness value.

A run during which the algorithm achieves a solution at the
fixed accuracy level within the maximum number of function
evaluations (i.e., FEn,x) is considered to be successful.

The success rate is the proportion of the number of suc-
cessful runs in the total number of runs (i.e., Monte Carlo
experiment times is the total number of runs).

SR = #of successful runs/total #of runs (14)

The success performance (SP) is the number of function
evaluations for the algorithm to reach the fixed accuracy level.
The mean SP [27] is

mean(SP) =
[(1 - SR)/SR] FEmax
+mean(#of function evaluations for successful runs)
(15)

The optimal solution is the solution that is closest to the
expected solution in a run.

The BF is the best fitness value in all of Monte Carlo
experiments results.

The MF is the mean fitness value of all Monte Carlo
experiments results.

The VF is the variance of fitness values of all Monte Carlo
experiment results.

The WF is the fitness value of solution with the largest
deviation from the expected solution in all Monte Carlo
experiments.

C. SIMULATION RESULTS ANALYSIS

The changing curves of fitness values of the four optimization
algorithms along with iterations are shown in Figure 4. It is
obvious SED-PSO algorithm has an excellent performance in
most minimization problems listed in Table 1, except fi2, f13,
f14, f18, f25.

The MF, SP and SR of four optimization algorithms are
shown in Table 3. From the table we can find the MF,
SP and SR of SED-PSO algorithm are best in 17, 23 and
23 minimization problems individually, compared with SED,
PSO and ECE-PSO algorithms. The number of best MF,
SP and SR of SED algorithm are 2, 12 and 12, individu-
ally. The number of best MF, SP and SR of PSO algorithm
are 0, 2 and 2, individually. The number of best MF, SP and
SR of ECE-PSO algorithm are 8, 18 and 18, individually.
These indexes indicate SED-PSO algorithm can effectively
improves the performance of SED and PSO algorithms, and
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Calculate the fitness values of
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no

The termination
condition is met?

< Output the optimal species >

FIGURE 3. The flow chart of SED-PSO algorithm.

the SP of SED-PSO is significantly reduced, which means
SED-PSO needs less iteration than SED and PSO algorithms.
The BF, MF, WF, VF of the four optimization algorithms
in 30 Monte-Carlo experiments are shown in Table 4. From
the table we can find the best BF, WF and VF of SED-PSO
algorithm are 19, 20, 19 individually, compared with SED,
PSO and ECE-PSO algorithms. The number of best BF, WF
and VF of SED algorithm are 5, 2 and 1, individually. The
number of best BF, WF and VF of PSO algorithm are 0,
0 and 1, individually. The number of best BF, WF and VF
of ECE-PSO algorithm are 11, 8 and 6, individually. These
indexes indicate SED-PSO algorithm in general outperform
other algorithms on most of the minimization problems. And
SED-PSO algorithm has a better stability than SED and PSO
algorithms, because the VF of SED-PSO algorithm is less
than SED and PSO algorithms. The experimental results also
indicate that the convergence speed and solution quality of
SED-PSO algorithm outperform the ECE-PSO algorithm.
The above results of 27 minimization problems compre-
hensively reflect the performance of the SED-PSO algorithm,
which indicates SED-PSO algorithm has a high solution
quality, strong stability and fast convergence speed, and
can be applied to the large complex optimization problems.
Although SED-PSO algorithm does not achieve the purpose
of overall dominance compared with the SED and PSO algo-
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rithms, SED-PSO algorithm has a better solution quality in
20 minimization problems. Except f»5 (Shifted Rastrigin),
the solutions quality of SED-PSO algorithm are between
SED and PSO algorithms in 6 minimization problems. It is
obviously that SED algorithm can provide a basic platform
to integrate various EC algorithms, and can take into account
the advantages of each EC algorithm.

V. SIMULATION AND PERFORMANCE ANALYSIS ON
COVERAGE OPTIMIZATION OF SENSOR NETWORKS

A. SENSOR COVERAGE MODEL

Assuming the sensing radius of sensor is rg, and the uncer-
tainty range of sensing is &r; (6<1). Then the detection
probability of target T(x;, y;) to sensor S; is as follows.

0 dS;,T)/rs—1296
)»10[/15]
e
A d(S;, T)/rg—1< =6

PR, = A2 exp(— )—48 < d(Sj: T)/rs —1<é

(16)

where d(S;. T) = \/(q — ;) + ( — y,,)? is the distance
between target T and sensor S;. A1, A2, B1 and B, are param-
eters related to the characteristics of the sensor. «; and o) are
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FIGURE 4. The changing curves of fitness values along with iterations in 27 benchmark functions.

input parameters, and their value are related to rs and d(Sj,
T). The relationship is as follows.

ap=r(6—1) +d(Sj, T)

ar =ry(6 —1)—d(S;, T) a7

The coverage model of sensor node shown in Eq. (16)
is usually referred to as the probabilistic coverage model,
which is derived from the binary coverage model. To the
noise interference, the probabilistic coverage model is more
realistic than the binary coverage model. However, to the
sensor networks coverage optimization methods, the proba-
bilistic coverage model is more complicated than the binary
coverage model, and it is often difficult to use geometric
analytic methods to find the optimal location deployment
of sensor nodes. Because SED-PSO and ECE-PSO have an
excellent performance in most minimization problems listed
in Table 1, we use SED-PSO and ECE-PSO algorithm to find
the optimal location deployment of sensor nodes.

Definition 1: Effective coverage point: when pg > py,, the
target is perceived by the sensor node with a high probability,
and the location of the target is called effective coverage
point.
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Definition 2: Coverage rate: The ratio of all effective cov-
erage area to the area needs the node deployment.

In a sensor network, the number of sensor nodes is S,
and all the sensor nodes have the same sensing radius. The
detection probability of a target in the sensor network is as
follows.

S
pr=1-]]0 —pg) (18)

j=1

where pp; is the detection probability of the j-th sensor.

B. SIMULATION SETTING
Assuming the sensor network has such characteristics as:

@ the sensor network consists of static sensor nodes and
movable sensor nodes. The position of all nodes can be
obtained, and the movable node can accurately move to the
optimized position.

@ the coverage model of nodes in sensor network is the
probabilistic coverage model shown in Eq. (16).

Because the clustering can reduce network energy con-
sumption and improve network fault tolerance and scalability.
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TABLE 3. Optimization results with 30 trials.

Algorithm MF SP SR(%) MF SP SR(%) MF SP SR(%)
Sphere (f1) Elliptic (f5) Sum squares/Quartic (f3)
SED 1.78e-14 456.33 100 2.85e+05 - 0 6.70e-07 59619 333
PSO 2.01e+02 - 0 3.12e+04 - 0 2.16e+01 - 0
ECE-PSO 2.67¢-30 417.27 100 7.72e-26 877.37 100 4.07¢-29 536.47 100
SED-PSO 1.89e-117 14.17 100 2.42e-115 40.40 100 1.17¢-118 20.80 100
Sum Powers (f1) Schwefel P2.22 (f5) Step (fs)

SED 1.16e-09 570.70 100 5.54e+02 - 0 3.03e+01 - 0
PSO 4.61e-08 4.57e+03 40 1.28e+02 - 0 1.81e+02 - 0
ECE-PSO 1.44e-82 114.40 100 1.05e+00 - 0 1.20e+00 2.91e+03 46.67
SED-PSO 6.20e-184 3.33 100 1.34e-59 66.50 100 0.00e+00 4 100

Quadric (f7) Noise (f3) Hyper Ellipsoid (f5)
SED 7.51e-08 1.59¢+03 100 2.29¢-03 - 0 1.29¢-04 - 0
PSO 1.19¢+04 - 0 1.39¢+00 - 0 2.35e+03 - 0
ECE-PSO 6.28e-01 - 0 3.19¢-02 - 0 6.19¢-25 630.73 100
SED-PSO 2.83e-114 20.43 100 2.25¢-07 4.50 100 5.01e-117 27.90 100
Rosenbrock (fi0) Griewank (f11) Generalized penalizede (f,)
SED 2.38e+01 107.50 100 1.50e-02 151.43 100 2.5e-03 17.70 100
PSO 2.33e+03 - 0 3.26e+00 - 0 3.79e+02 - 0
ECE-PSO 3.05e+01 269.43 100 1.26e-02 183.30 100 7.32¢-04 204.33 100
SED-PSO 2.52¢+02 2.80 100 0 6 100 6.19¢-02 2 100
Levy (fi3) Himmelblau (fi,) Alpine (fis)
SED 1.25¢+00 16.80 100 -6.90e+01 4.68e+03 30 1.84¢+00 - 0
PSO 3.84e+00 1.25e+03 96.67 -6.91 e+01 4.88¢+03 36.67 6.76e+00 - 0
ECE-PSO 1.47¢-02 100.30 100 -7.43 et01 4.02¢+02 100 1.3e-03 7.07e+03 26.67
SED-PSO 2.20e-02 19.13 100 -7.02 e+01 2.01e+03 50 9.68¢-62 44.67 100
Weierstrass (fie) NCRastrigin (fi;) Michalewics (fis)

SED 1.12¢+01 - 0 1.02¢+02 - 0 -5.45e+01 14527 13.33
PSO 1.27e+01 - 0 8.82e+01 - 0 -3.40e+01 - -
ECE-PSO 1.16e+01 - 0 1.96e+01 - 0 -7.49¢+01 1.03e+03 96.67
SED-PSO 0.00e+00 71.23 100 0.00e+00 23.03 100 -5.25e+01 58534 333

Schwefel (f19) Rastrigin (f3) Ackley (f1)
SED 4.65¢+03 2.03 100 8.21e+01 485.04 83.33 9.57e-01 - -
PSO 7.88e+03 433 100 1.09e+02 5.47¢+03 33.33 5.01e+00 - -
ECE-PSO 7.87¢+03 2.23 100 3.61et+01 132.33 100 6.66¢-01 5.99¢+03 30
SED-PSO 4.70e+03 1.93 100 0.00e+00 2 100 8.88e-16 53.70 100
Shifted Sphere (f22) Shifted Schwefel Problem 1.2 (£3;) Shifted Rosenbrock (f4)

SED -450.0000 17.5667 100 -449.9998 113.2000 100 447.4477 1.05e+03 76.67
PSO -248.6212 1.18e+04 16.67 2463.727 - - 5.011e+06 - -
ECE-PSO -450.0000 129.3667 100 -450.0000 190.9333 100 430.4750 760.2500 93.33
SED-PSO -450.0000 24.1000 100 -449.9993 133.7333 100 442.2840 744.2500 80

Shifted Rastrigin (f55) Shifted Ackley (f) Shifted Griewank (f37)
SED -211.1030 6.6377¢+03 23.33 -139.5700 18.9000 100 -179.9775 10.6000 100
PSO -134.8013 - - -129.9719 - - -177.1678 856.6667 100
ECE-PSO -247.1427 1.1215e+03 73.33 -137.6001 448.1429 93.33 -179.9652 58.7000 100
SED-PSO -61.36196 - - -139.2270 16.9667 100 -179.9803 2 100

Thus, the implementation steps of sensor networks coverage
optimization in this paper are as follows.

Step 1: Establish the sensor coverage model. The coverage
model of sensor nodes is established according to Eq. (16).

Step 2: Clustering. K-means algorithm is used to cluster
static sensors, and all sensor nodes are divided into 4 clusters.
4 movable sensors are arranged at the center of each cluster
as the cluster head, and one movable sensor is arranged at the
center of the monitoring area as the network center.

Step 3: Optimize the location of movable sensors. The PSO
algorithm is used to optimize the location of the remaining
movable sensor nodes.

Assuming 20 static sensors and 18 movable sensors are
randomly distributed within the monitoring area [4km X
4km]. The sensing radius of all sensor is rg =1.2km, the
uncertainty parameter § is 0.6, and A1 =1, Ay =0.6, 81 =3,
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B> =2. The parameter settings of ECE-PSO and SED-PSO
algorithms are shown in Table 2. The fitness function is the
inverse of the sensor network coverage rate.

The sensor network coverage rate is calculated as follows.

Divide the monitoring by the granularity g = 40m, which
leads the monitoring area is divided into [100 x 100] rasters.
Calculate the number of the effective coverage rasters whose
center detection probability is greater than py, = 0.6. Then
the coverage rate is the ratio of the number of the effective
coverage rasters to the number of monitoring area rasters.

C. SIMULATION RESULTS ANALYSIS

Fig. 5 and Fig. 6 show the positions of all sensors and the
coverage area using SED-PSO algorithm, individually. Fig. 7
shows the fitness value along with iteration. It can be seen
SED-PSO algorithm has a better performance than ECE-PSO
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TABLE 4. Optimization results with 30 trials.
Function SED PSO ECE-PSO SED-PSO
BF MF WE VF BF MF WE VE BF MF WE VE BF MF WE VEF
h 8.69c-15  1.78c-14  436e-14  7.50c-15 | 3.69ct01  2.01ct02  6.94c102  146¢+02 | 747¢-38  2.70e30  529¢-29  9.71¢-30 | 1.09¢-119  1.89e-117 9.91e-117  2.70e-117
% 1.53e+05  2.85¢+05  4.45¢+05  7.99e+04 | 8.65¢+03  3.12¢+04  6.87e+04  1.67e+04 | 121e32  7.72e26  125e-24 25525 | 7.55¢-117 2.42e-115 15le-114  3.68e-115
7 555¢-10  6.70e-07  8.72¢:06  1.76¢-06 | 4.70e+00  2.16e+01  6.71e+01  1.50e+01 | 1.09e-38  4.07¢29  7.08¢-28  1.51e-28 | 4.87e-121 1.17e-118  2.06e-117  3.73e-118
% 3.04e-10  1.16e-09  2.06e-09  3.70e-10 | 2.13¢-10  4.61e-08  5.62e-07  1.02e-07 | 2.33e-100  1.44e-82  2.68e-81  5.64e-82 | 2.26e-196  6.20e-184 1.71e-182  0.00e+00
s 3.19¢+02  5.54e+02  8.03¢t02  1.18¢+02 | 6.73¢+00  1.28¢+02  5.19¢+02  1.69¢+02 | 7.33¢-06  1.05¢+00  1.85¢+01  3.95¢+00 | 1.25e-60  134e-59  4.65¢-59  9.92¢-60
T 1.30e+01  3.03¢+01  6.90e+01  120e+01 | 520e+01  1.81et02  4.54e+02  9.79%e+01 | 0.00e+00  1.20e+00  1.10e+00  2.11e+00 | 0.00e+00  0.00e+00  0.00e+00  0.00e+00
% 5.09¢-09  7.51¢-08  4.13¢-07  1.01e-07 | 4.69¢+03  1.19¢+04  2.11c+04  3.96e+03 | 142¢-02  628¢-01  591e+00  1.13¢+00 | 1.50e-116  2.83e-114  5.61e-113  1.02¢-113
% 105e-01 22901  5.18e-01  9.69e-02 | 548e-01 13900 2.79e+00  534e-01 | 1.84e-02  3.19e-02 47502  7.69e-03 | 9.79¢-09  2.25¢-07  5.44e-07  1.37e-07
s 59608  1.29¢-04  1.67¢-03  3.70c-04 | 5.00e+02  235¢+03  8.53¢+03  1.79¢+03 | 1.62¢-36  6.19¢25  1.78¢-23  325¢-24 | 5.23e-119  5.01e-117 5.73e-116  1.08e-116
fio L18e+01  2.38e+01  2.79¢+01  2.92¢+00 | 7.066+02  233¢+03  6.72¢+03  1.60e+03 | 2.70e-01  3.05¢+01  8.10e+01  2.65¢+01 | 2.50e+01  2.52¢+01  2.55¢+01  1.33e-01
it 3.04e-13  1.50e-02  6.15¢-02  1.75¢-02 | 1.43¢+00  3.26¢+00  1.09¢+01  1.80¢+00 | 1.1le-16  126e-02  4.92¢-02  1.50¢-02 | 0.00e+00  0.00e+00  0.00e+00  0.00e+00
Fir 474e-16  250e-03  7.46e-02  144e-02 | 2.12e+01  3.80e+02  3.55¢+03  7.44e+02 | 1.35e32  7.32e-04  1.10e-02  2.80e-03 | 12le-15  6.19e-02  1.54e-01  5.58¢-02
fis 1.31e-06 125600 6.11e+00  2.10¢+00 | 1.07¢+00  3.84¢+00  1.09¢+01  2.17¢+00 | 1.35e-31  1.47e-02  1.10e-01  3.80e-02 | 1.19¢-06  2.20e-02  1.10e-01  4.47¢-01
fia 726776 -69.0021 641956  2.12¢+00 | -73.8171  -69.1821  -65.7555  244e+00 | -77.3899 743107  -71.7352  L64e+00 | -73.6201 702273  -66.0805  1.96e+01
Ais 533¢-01  1.84c+00  6.60c+00  141e+00 | 1.24e+00  6.76e+00  1.25¢+01  3.11e+00 | S54le-11 130603  346e-02  630e-03 | 1.78e-62  9.68e-62  4.45e-61  9.15¢-62
fie 631e+00  1.12e+01  1.64et01  3.32e+00 | 6.94e+00 127e+01  1.79e+01  221e+00 | 4.07¢+00  1.16e+01  2.05¢+01  6.82¢+00 | 0.00e+00  0.00e+00  0.00e+00  0.00e+00
Sz 440c+01  1.02¢+02  1.81e+02  2.55¢+01 | 5.32¢+01  8.82¢+01  1.30e+02  2.00¢+00 | 130e+01  1.96¢+01  2.70e+01  3.88¢+00 | 0.00e+00  0.00e+00  0.00e+00  0.00e+00
Fis 615039 -545110  -473371  373¢+00 | -40.6318  -34.0375 207344  328¢+00 | -82.4044  -74.8908  -56.4421 589c+00 | -61.9315  -52.5297  -443949  4.23¢+00
fo 3.14e+03  4.65¢+03  6.20c+03  7.41c+02 | 6.97c+03  7.88¢+03  8.44c+03  336¢+02 | 7.10e+03  7.87¢+03  8.25¢+03  2.70e+00 | 3.79¢+03  4.70c+03  6.14e+03  5.30e+02
Fo 537et01  821et01  1.08¢+02  1.59e+01 | 6.45¢+01  1.09e+02  147e+02  2.13e+01 | 2.29e+01  3.6let0l  5.37e+01  9.02¢+00 | 0.00e+00  0.00¢+00  0.00¢+00  0.00¢+00
S 3.10e-08  9.57¢-01 232400  8.22¢-01 | 2.81¢+00  5.01e+00  7.55¢+00  1.13¢+00 | 1.5le-14  6.66e-01  2.12¢+00  7.64c-01 | 8.88¢-16  8.88¢-16  8.88¢-16  0.00¢+00
Fn -450.000  -450.000  -450.000  8.77c-14 | -425.953  -248.621 5827330  1.13¢+02 | -450.000  -450.000  -450.000  1.78e-12 | -450.000  -450.000  -450.000  8.24e-14
S 450.000  -449.999  -449.998  5.14c-04 | 2204924 2.46¢+03  8.46e+03  2.11c+03 | -450.000  -450.000  -450.000  1.43e-11 | -450.000  -449.999  -449.986  2.7¢-03
P 407357 447448 610159  558¢+01 | 4.09¢+05  501et06  1.57¢+07  3.72¢+06 | 390.050  430.475 520307  3.73e+01 | 410723 442284  ST1741  476e+01
s 274283 211103 -142.949  325¢+01 | -201.249  -134.801  -58.0956  3.60c+01 | -285.227 247143  -181.752  2.33¢+01 | -61.3619  -613620  -613620  4.21e-14
Fs 140.000  -139.570  -138.498  5.88¢-01 | -134250 -129.972  -125934  2.15¢+00 | -138.952  -137.600  -133464  1.30c+00 | -140.000  -139.227  -137.683  7.55¢-01
fr -180.000  -179.978  -179.922  228¢-02 | -178.693  -177.168  -175.020  1.13¢+00 | -180.000  -179.965  -179.755  4.66e-02 | -180.000  -179.980  -179.941  1.79-02
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A %+ 0 are static sensors location of 4 clusters

A %+0 are movable sensors location arranged at the center of each cluster

©O is movable sensor arranged at the center of the monitoring area

O is the location of remaining movable sensors

FIGURE 5. The positions of sensors using SED-PSO algorithm.
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FIGURE 7. The fitness value along with iteration.

FIGURE 8. Average coverage ratio along with iteration.
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FIGURE 6. The coverage area using SED-PSO algorithm.

algorithm, which is specifically reflected in the following two
points: (1) the solution has a smaller fitness value, and (2)
the number of falling into the local extremum is minimum,
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i.e., the number of times that the fitness value stagnating is
smaller.

To further analyze the stability and effectiveness of SED-
PSO algorithm, we use 30 Monte-Carlo test to verify the
solutions of SED-PSO algorithm and ECE-PSO algorithm.
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FIGURE 9. The final solutions of 30 Mote-Carlo tests.

Fig. 8 shows the curve of the average coverage ratio of
30 tests along with iterations. It is obvious the solutions of
SED-PSO algorithm are better than ECE-PSO algorithm in
each iteration. Fig. 9 shows the final solutions of 30 Mote-
Carlo tests. it is obvious the SED-PSO algorithm achieves a
better solution than ECE-PSO algorithms in every test.

The stability of ECE-PSO algorithm and SED-PSO
algorithm in 30 tests can be reflected by the variance of the
final solutions. The variance of ECE-PSO is 4.55e-05 and
SED-PSO is 5.57e-06. It can be seen that the variance of
SED-PSO algorithm is smaller, so the stability of SED-PSO
is better than ECE-PSO algorithm.

VI. CONCLUSION

On the basis of SED algorithm, this paper tries to combine
other EC algorithms effectively. Taking PSO algorithm as
an example, SED-PSO algorithm is proposed. The simula-
tion results on 27 benchmark functions published by CEC
indicate SED-PSO algorithm has a high convergence accu-
racy, strong stability and fast convergence speed, and can
be applied to solve the large and complex optimization
problems. These simulation results fully demonstrate SED
algorithm can provide a basic integrating platform for various
EC algorithms, and can take into account the advantages
of each EC algorithm, and has a wider application. The
results of sensor network coverage optimization also indicate
SED-PSO algorithm has a higher quality of solution, the
minimum number of falling into the local extremum, and has
a stronger stability and effectiveness.
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