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ABSTRACT This manuscript describes a swift control prototyping (SCP) approach implemented within
an industrial setting, utilizing a DC-DC nonlinear quadratic buck converter (QBC) to decrease production
expenses of electronic materials and devices while improving power system efficiency. A practical
experimental setup is utilized to develop a working prototype, transforming 380 VDC to 48 VDC with
a power capacity of up to 500 W. The setup incorporates dSPACE CP1103 to execute Model in the Loop
(MIL), Software in the Loop (SIL), and Hardware in the Loop (HIL) methodologies. Additionally, it employs
advanced control strategies such as passivity-based control (PCB) and canonical forms, which are compared
with classical Proportional-Integral-Derivative (PID) control arrangements to propose a comprehensive
control scheme that ensures stability in the presence of real-time disturbances (RT). Finally, a performance
analysis is conducted, assessing important indicators like reaction time, precision of signals, stability of the
system, and efficiency in resource utilization. The document concludes by offering a performance evaluation
that encompasses PI, Cp, CpK, Z-score, and ITAE. This assessment considers factors such as response time,
signal accuracy, system stability, and the efficiency of resource utilization.

INDEX TERMS Canonic forms, dSPACE, hardware in the loop (HIL), model in the loop (MIL), passivity-
based control (PBC), performance indices, proportional-integral-derivative (PID) array, quadratic buck
converter (QBC), rapid control prototyping (RCP), real-time (RT), software in the loop (SIL).

I. INTRODUCTION
A. MOTIVATION AND INCITEMENT
Recent progress in the engineering and optimization of
DC converters has led to the introduction of critical

The associate editor coordinating the review of this manuscript and

approving it for publication was Lei Chen .

innovations. These include versatile operational modes,
DC interfaces, elevated gain ratios for voltage, the ability
to convert power in both directions, and improved oper-
ational efficiency [1], [2], [3], [4]. Such advancements
hold significant promise for transforming the landscape
of energy conversion techniques, offering valuable benefits
for multiple industries such as renewable energy sources,
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systems for storing energy, and the field of power electronics
[1], [2], [3], [4].

The domain of power conversion has witnessed the evo-
lution of various strategies and configurations for converting
direct current (DC) to direct current (DC), aiming to enhance
efficiency and versatility for a broad range of uses.Within this
realm, the development of transformer less converters stands
out, offering notable benefits by reducing size, weight, and
expense. A critical advancement in this area is the creation
of a transformer less DC/DC converter that operates in dual
modes and features a continuous input current port, marking
a substantial advancement in the field [1]. Furthermore,
the innovation of a transformer-less quadratic buck-boost
converter that achieves a high voltage gain ratio andmaintains
continuous current flow at both input and output ports
has been introduced, showcasing significant enhancements
in efficiency and functionality over conventional converter
designs [2].
In the area of direct current (DC) to alternating cur-

rent (AC) conversion technology, the introduction of a
four-quadrant buck converter featuring a unified ground
has facilitated the ability to convert power bidirectionally
between DC and AC forms. This innovation is especially
relevant in the context of renewable energy systems and
energy storage solutions. Moreover, the unveiling of a non-
isolated DC-DC converter that operates in two distinct modes
and delivers a positive voltage output marks a significant
improvement in the adaptability and performance of power
conversion for targeted uses [3], [4].

Conventional methodologies for the design and produc-
tion of converters usually require comprehensive empirical
testing, precise measurements, and detailed experimental
validation of every element within a quadratic converter [5].
As a result, scaling up to large-scale production is rendered a
more intricate and protracted process [6].
In contrast, the investigation and confirmation of contem-

porary control strategies within quadratic converters, known
for their nonlinear dynamics, require a series of steps that do
not follow an established methodical linkage, encompassing
procedures that are laborious and time intensive. This
complexity frequently hinders the practical application of
such techniques via empirical experimentation in various
contexts [7].

The utilization of fast prototyping techniques presents
a pivotal chance to refine industrial operations signifi-
cantly. By employing computer-generated simulations, these
methodologies enable a decrease in surplus costs related
to time, components, and materials. Consequently, there is
an enhancement in the productivity of production and the
instantaneous adaptability of the deployed control systems
to disruptions. This approach provides extensive options for
conversion and energy use, facilitated by the Software in the
Loop (SIL) instrument [8].

Employing dSPACE for rapid prototyping involves utiliz-
ing hardware-in-the-loop (HIL) systems branded by dSPACE
for the preliminary creation and assessment of electronic and

control mechanisms in diverse sectors, such as the automotive
and aerospace industries [8].
dSPACE stands out as a premier source of simulation and

testing resources aimed at enhancing electronic and control
systems. The company’s hardware-in-the-loop (HIL) systems
facilitate the real-time simulation of electronic component
actions, simplifying the process of system assessment in a
virtual setting before actual deployment [8].

Rapid prototyping utilizing dSPACE enables the develop-
ment of virtual models for intricate systems, including vehicle
management systems, propulsion mechanisms, or avionics.
These virtual models provide engineers the capability to
enhance and confirm control algorithms, execute detailed
functional examinations, and evaluate the efficacy of systems
in a safe and regulated setting [8].

Utilizing dSPACE for quick prototyping accelerates the
development timeline, diminishes expenses, and lowers
the hazards linked to the actual deployment of systems.
Furthermore, dSPACE offers an extensive array of tools
and templates for design and simulation, which stream-
line the creation of sophisticated and precise virtual
prototypes [8].

The rapid prototyping approach aids in determining the
ideal device parameters for designing quadratic converter
configurations, with an emphasis on aspects like efficiency,
availability, performance, and economic viability. Addi-
tionally, it supports the accurate tuning of variables that
control operating states and balance conditions when facing
disruptions throughout the enactment of the suggested control
mechanism [7], [8].

B. LITERATURE REVIEW
Recent developments in DC converter design underscore
the importance of parameterization adjustments in nonlinear
models [7]. These adjustments simplify the creation of
standardized assemblies, leading to cost savings in imple-
mentation, manufacturing, and extensive laboratory testing.

To establish precise control implementation dynamics,
various acquisition cards like FPGA,Arduino, Raspberry Pi4,
DSP, or dSPACE are employed, configuring PWM (Pulse
Width Modulation) tailored to the plant’s physical require-
ments [8]. Digitally treating signals through discretization
in line with the plant facilitates real-time (RT) control and
monitoring, mitigating device saturation and overheating
issues that can lead to energy losses or system malfunction.

The control strategy starts with the initial mathemati-
cal model design, which necessitates linearization despite
presenting a dynamic system of the fourth order with right-
sided zeros presents difficulties when implementing a single
control loop [10].

Buck converters with switched power play a vital function
in producing voltage and current within electronic circuits,
ensuring reliable power supply from a primary source [11],
[12]. DC-DC converters, in turn, adapt signals to desired
continuous values [13].
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Simulation in the loop (SIL) stands out as a methodology
that allows both controller and plant simulation on the same
simulator without input or output utilization, preserving
signal integrity. SIL offers advantages over RCP and HIL
by ensuring signal integrity and enabling running both the
controller and plant models on a single simulator is a
requirement [14].

Buck converters typically sit between a primary power
source and a load, usually electrical, providing a direct
voltage supply to power various digital electronic devices.
The control loop of the system adjusts the conduction time
of the commutator element, improving response time and
stability in the face of disturbances [6], [11], [13], [15].
The system demonstrates non-linear characteristics

because of its variable structure, necessitating the use and
confirmation of non-linear control methods such as Passivity-
Based Control (PBC) and PID control techniques when
dealing with time-varying disturbances [16].

The suggested method, utilizing Rapid Control Prototyp-
ing (RCP) and the Software in the Loop (SIL) technique,
integrates the complete program into the target environment.
This enables monitoring via Model in the Loop (MIL)
and embedded development within an acquisition card or
microprocessor, thus optimizing the plant’s design, control
models, and dynamic configuration for different operating
points in real-time (RTS) [14].
The focus of this project is on creating an electronic

nonlinear system specifically designed for managing com-
mutated DC converters. It highlights the application of
nonlinear control methods throughout the entire process,
from modeling to execution, with potential uses in enhancing
different industrial electrical operations. By optimizing these
processes, the project aims to reduce energy consumption,
increase safety measures, shorten implementation schedules,
enhance response rates, and ensure efficient electrical transfer
control [14].

The assessment of control system performance optimiza-
tion utilizes the Integral Time ofAbsolute Error (ITAE) index.
ITAE’s distinctive sensitivity to large errors and robustness to
noise makes it a suitable choice for assessing control stability,
accuracy, and response time in noisy conditions [17], [18],
[19], [20].

ITAE offers the flexibility to optimize controller param-
eters by minimizing the index. Its independence from the
system’s operating point allows for performance compar-
ison across different points of operation. Furthermore, its
robustness against noise ensures that control performance can
be assessed in noisy environments, particularly relevant in
switching converter control applications [20].

C. CONTRIBUTION AND PAPER ORGANIZATION
This manuscript is structured as follows:

Section II elaborates on the construction of comprehensive
mathematical models for the dynamic QBC system, present-
ing its portrayal through variables and state equations.

In section III the switched model is developed, which has
the purpose of knowing the changes in the behavior of the
system, in its different states, the variable ‘‘u’’ represents the
input or control signal that is used to modify the behavior of
a system. and achieve a desired response.

In Section IV, attention is given to the average model,
which elucidates the dynamic characteristics of the periodic
system. In this instance, it is applied to scrutinize the system’s
behavior under steady-state conditions.

Section V determines the linearization of the system as
a tool to design automatic control systems that can control
complex systems in RT, in this case from the transfer function
of the plant.

Within Section VI, the static design phase encompasses
the formulation of all construction equations pertinent to
the quadratic Buck converter. Factors like the duty cycle
are considered to establish accurate device parameters for
constructing the system. Evaluation of outputs and their
effectiveness is carried out as a component of this procedure.

Section VII integrates passivity-based control, aimed at
ensuring that the output voltage of the converter adheres to
a specified reference while minimizing the energy stored
within the converter, which in turn reduces the effects of
voltage fluctuation. load and disturbances on the system, error
dynamics passive output feedback error accurate where error
dynamics refers to how the system’s response to an input
or disturbance affects system error, accuracy is the ability
of the control system to keep the output error as low as
possible, despite disturbances and fluctuations in operational
circumstances, the obtained results are thoroughly examined.

Section VIII, the canonical forms applied to the QBC
are used, as a tool to design passive systems, with which
it is possible to analyze and design linear dynamic systems
in a systematic and standardized way, as well as create a
controller design, it is implemented. the control loop for
passive canonical forms as a control technique that uses the
canonical forms of interconnection or energy dissipation to
design passive control systems that converge to a desired
reference signal.

In section IX, the third classic PID control for the converter
is developed, which incorporates an arrangement using an
S function algorithm to optimize the response in values of
shorter times.

In section X the experimental development is presented,
which contains two parts,the first phase involves creating the
PCB (Printed Circuit Board) and assembling the correspond-
ing QBC (Quadratic Buck Converter) or system plant. The
second phase consists of rapidly prototyping the design using
the dSPACE 1103, where the passivity and the PID array
within the converter undergo validation through simulated
testing usingControl Desk, a tool utilized for the development
and setup of real-time control systems. This validation is
conducted before experimental testing, comparing the sim-
ulated results with the actual electrical response observed on
the oscilloscope, as previously described (Acosta-Rodríguez,
2023) [43].
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This document provides a comprehensive investigation of
the dynamic Quadratic Buck Converter (QBC) system. It cov-
ers various aspects, including mathematical modeling, the
creation of control strategies of passivity-based control (PCB)
and canonical forms, which are compared with classical
Proportional-Integral-Derivative (PID) control arrangements,
and rigorous experimental validation. The main objective
is to improve the stability of the system, reduce energy
storage requirements, and achieve precise control, even
when dealing with disturbances and changing operating
conditions.

In Section XI we analyze the results, presenting the
methodological process used for the analysis, the results that
are analyzed according to the type of index reveal a strong
performance of the control, where PI (Absolute Error Time
Integral): All control values very close to zero in several
variables. For example, in vC1, the Passivity-Based Control
(PBC) has a value of ‘1.04e-03’ and the PID array has ‘2.49e-
9’. In iL1, PBC is ‘1.56e-02’, whereas the PID array is
‘2.05e-00’. In iL2, you have PBC with ‘0.001468795’ and
the PID matrix is ’1.37’. For Vc2, PBC is ‘7.35e-04’ and its
PID matrix is ’6.12e-02’.

Under CPU (Process Capacity): CPU values are close to 1,
suggesting that the process has sufficient capacity. However,
the highest values in the PID matrix stand out, especially for
iL1 is ‘2.4300400981’ and iL2 is ‘10.4243232’.

Z-score: The values for the Z-score are relatively low in
PBC, indicating a good fit with expectations. For example,
in vC1 it is ‘0.52891368’, in iL1 it is ‘0.04123456’ and in
iL2 it is ‘0.00120805’. and for the PID matrix, the values are
very small.

The results underscore the stability and efficiency of
control strategies, providing useful insights for real-world
implementations. Key conclusions outlined in Section XII
offer additional understanding regarding the efficacy of these
control strategies and their potential real-world applications.

II. MODEL OF QUADRATIC BUCK SWITCHED CONVERTER
The circuits QBC, generated through MATLAB software,
depict the ON and OFF phases as shown in Figure 1, also
referencing figures 1 and 2 from the previous paper [43].

FIGURE 1. Active state of quadratic buck.

Below, we outline the equations that characterize the
quadratic Buck circuits (QBC).

FIGURE 2. Quadratic buck in the OFF state.

A. REPRESENTATION OF THE EQUATIONS IN STATE ON
The ON state behavior, as depicted in Figure 1, yields the
following equations:

Vg = VL1 + VC1 (1)

VC1 = VL2 + VC2 (2)

IL1 = VC1 + IL2 (3)

IL2 = IC2 + IR (4)

Transforming the earlier equations into state variables,
equation (1) is formulated as:

diL1
dt

=
Vg − vC1

L1
(5)

Similarly, we derive equation (2)

diL2
dt

=
vC1 − vC2

L2
(6)

Concerning equation (3),

dVC1
dt

=
IL1 − IL2

C1
(7)

Lastly, to equation (4),

dVC2
dt

=
IL2 − IR
C2

(8)

B. REPRESENTATION OF THE EQUATIONS IN STATE OFF
Regarding the converter, as illustrated in Figure 2, the
following equations are the OFF state of the quadratic Buck
derived:

VL1 = −vC1 (9)

VL2 = −vC2 (10)

IL1 = −IC1 (11)

IL2 = IC2 + IR (12)

When formulating the preceding equations (9 to 12) in terms
of state variables, we obtain equation (9).

diL1
dt

=
−vC1
L1

(13)

For equation (10), the expression is as follows:

diL2
dt

=
−vC2
L2

(14)
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In a parallel manner, equation (11) can be expressed as:

dVC1
dt

=
iL1
C1

(15)

Lastly, for equation (12):

dVC2
dt

=
iL2 − iR
C2

(16)

This section is reproduced from [43]

III. QUADRATIC BUCK SWITCHED MODEL
The state variable equation is multiplied, yielding U in the
ON state and (1)-U) in the OFF state.

For the inductor current (IL1) in this scenario, the state
variable is determined through the following equation:

diL1
dt

=
Vg − vC1

L1
∗ u+

−vC1
L1

∗ (1 − u) (17)

diL1
dt

=
Vg
L1

∗ u−
vC1
L1

(18)

For the inductor current IL2, the state variable is derived using
the following equation:

diL2
dt

=
vC1 − vc2

L2
∗ u+

−vc2
L2

∗ (1 − u) (19)

diL2
dt

=
vC1
L2

∗ u−
vc2
L2

(20)

For the variable vC1, the expression is as follows:

dVC1
dt

=
iL1 − iL2

C1
∗ u+

IL1
C1

∗ (1 − u) (21)

dVC1
dt

=
−iL2
C1

∗ u+
iL2
C1

(22)

The state variable v_C2 is acquired as follows:

dVC2
dt

=
iL2 − iR
C2

∗ u+
iL2 − iR
C2

∗ (1 − u) (23)

dVC2
dt

=
iL2
C2

∗ u−
vc2
C2R

(24)

This section is reproduced from [43].

IV. AVERAGE MODEL QUADRATIC BUCK
Substituting the variable ‘u’ with ‘d’ and assigning the state
equations as functions:

Regarding the variable iL1

f1 =
diL1
dt

=
Vg
L1

∗ d −
vC1
L1

(25)

Concerning the variable iL2

f2 =
diL2
dt

=
vC1
L2

∗ d −
vc2
L2

(26)

for vC1 the expression is as follows:

f3 =
dVC1
dt

=
−iL2
C1

∗ d +
iL1
C1

(27)

f4 =
dVC2
dt

=
iL2
C2

∗ d −
v0

C2 ∗ R
(28)

Setting the previously provided equations equal to zero
results in the following:

f1 =
Vg
I1

∗ d −
VC1
L1

= 0 (29)

Simplifying leads to:

Vg ∗ D = VC1 (30)

Concerning the functionf2

f2 =
VC1
I2

∗ d −
V0
L2

= 0 (31)

Streamlining:

f2 = VC1 ∗ D = V0 (32)

For, f3, the expression is as follows:

f3 =
−IL2
C1

∗ d +
IL1
C1

= 0 (33)

Condensing:

IL2 ∗ D = IL1 (34)

Finally, concerning the function f4:

f4 =
IL2
C2

−
Vc2

C2 ∗ R
= 0 (35)

By simplification, the formula is derived:

IL2 =
V0
R

(36)

This section is reproduced from [43].

V. QUADRATIC BUCK LINEAR MODEL
primary goal, as per the model, is to yield the Transfer
Function elucidating the system’s behavior, resulting in the
following matrix:

d
dt

=


iL1
vC1
iL2
vC2

 = Ax + Bu

A =


∂

∂iL1
f1

∂
∂iL1

f2
∂

∂iL1
f3

∂
∂iL1

f4

∂
∂iC1

f1
∂

∂iC1
f2

∂
∂iC1

f3
∂

∂iC1
f4

∂
∂iL2

f1
∂

∂iL2
f2

∂
∂iL2

f3
∂

∂iL2
f4

∂
∂vC2

f1
∂

∂vC2
f2

∂
∂vC2

f3
∂

∂vC2
f4

 ∗


ˆiL1
ˆvC1
ˆiL2
ˆvC2



Bu =


∂
∂d f1
∂
∂d f2
∂
∂d f3
∂
∂d f4

 ∗ d̂Y =
[
0 0 0 1

]
∗


ˆiL1
ˆvC1
ˆiL2
ˆvC2


The formula for the transfer function is expressed as:

G(s) = Y ∗ [SI − A]−1
∗ Bu (37)

Solving equation 37, we arrive at the transfer function G(s).
This section is based on the findings of [43]. Equation (38),

as shown at the bottom of the next page.
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VI. QBC STATIC DESIGN
Inductances: The inductance value is determined based on the
current ripple pattern within the coil, as illustrated in Figure 3.
The equation for inductance when the system is in the ON
state is depicted by the gradient of the line originating from
0 toDT s, while the slope betweenDT sand T sdefines the coil
current value in the OFF state.

m =
1Y

1X
(39)

Starting from this juncture, we can ascertain the individual
values for each of the coils.

FIGURE 3. Voltage ripple delta across coils.

L1: To compute this inductor, consult both equation (5) and
equation (39), wherein:

Vg − vC1
L1

=
2 ∗ 1I
D ∗ TS

Solving for L1: we get:

D ∗ TS ∗ (Vg − vC1)
2 ∗ 1I

(40)

This can be simplified using equation (30):

L1 =
D ∗ TS ∗ Vg(1 − vC1)

2 ∗ 1I
(41)

L1: To determine its value, the ON state is considered, as per
equations (6) and (39).

vC1 − vC2
L2

=
2 ∗ 1I
D ∗ TS

Solving for L2: we get:

L2 =
D ∗ TS ∗ (vC1 − vC2)

2 ∗ 1I
(42)

By equation (32), the expression can be simplified to:

L2 =
D ∗ TS ∗ vC1(1 − D)

2 ∗ 1I
(43)

Capacitances: As depicted in Figure 4, an examination reveals
that determining capacitance entails a current ripple shape

with a slightly altered pattern, starting with a negative
gradient. Likewise, the condition of the coil is affected by
the ON state, as seen in Figure 3, where it is part of the
OFF state. Here, the change is minimal, as it initiates with
a negative gradient when the equation is multiplied by a
lesser value, signifying a negative gradient like the slope
calculation [43].

FIGURE 4. Capacitor ripple current.

C1: To ascertain the capacitance value for the capacitor
C1, utilize the ON state, referencing both equation (7) and
equation (39).

vC1 − vC2
L2

=
2 ∗ 1I
D ∗ TS

Determining C1 through the equation:

C1 =
D ∗ TS ∗ (IL1 − IL2)

2 ∗ 1vC1
(44)

With the application of equation (34), the expression is
simplified to:

C1 =
−D ∗ TS ∗ IL1(1 − IL2)

2 ∗ 1vC1
(45)

C2: To find out the capacitance value for the capacitor
C2 when it is in the ON state, refer to equation (8) and
equation (39), where:

IL2 − IR
C2

=
2 ∗ 1vC2
D ∗ TS

By solving the equation provided earlier for the capacitance
of C2 we arrive at:

C2 =
D ∗ TS ∗ (iL2 − iR)

2 ∗ 1VC2
(46)

By applying equation (36), this expression can be simplified
to:

C2 = 0 (47)

As the value ofC2cancels out, experimental demonstration
confirms its correct interaction with the value of C1

G(s) =

((
vC1

C1C2L2

) (
S2 −

(
DIL1L1
VC1

)
S +

(
1
L1

+
Dvg

RC1VC1

)))
S4 +

(
1

RC2

)
S3 +

(
D2L1+L2−2

L1L2

)
S2 +

(
D2L1+L2
C1C2L1L2R

)
S +

(
1

C1C2L1L2R

) (38)

VOLUME 12, 2024 58293



R. A. Acosta-Rodríguez et al.: Validation of PCB and Array PID in High-Power QBC

A. DUTY CYCLE ANALYSIS.
Deemed highly beneficial for controlling switched PWM
signal sources during the process of turning the transistors on
or off; to achieve this, equations (30) and (31) are compared
and equated, yielding the following result:

Vg ∗ D =
v0
D

(48)

clarifying D:

D =

√
v0
Vg

(49)

This section is based on the findings of [43].

VII. PASSIVITY-BASED CONTROL PBC FOR DC POWER
CONVERTERS
To develop the passivity-based controller, examine its energy
modeling as outlined in [33]. Utilize a comprehensive average
model inherent in certain quadratic topology DC converters,
featuring the following structure.

Ȧx = ζ (uav) x − Rx + buav + ε (50)

Given that A represents a diagonal matrix with nonnegative
entries, the symmetric matrix ζ(uav) establishes a framework
for every uav, featuring a directed function at input Uthat
evaluates the system’s conservative forces, represented by
ζ0 + ζu. The matrix R, which is nonnegative semidefinite,
encompasses the aggregate damping terms present in circuit
model B, together with a vector that includes terms for
constant external forces, with these components dependent on
external power sources. Furthermore, εcaptures fixed voltage
levels sourced externally, as quantified by the vector x within
the space xϵRn.

Passive control adheres to the trajectory of the state
denoted as x∗(t) based on the system’s structure, employing a
candidate Lyapunov function to regulate the output trajectory.
This is accomplished by utilizing the segment error e = (x −

x∗(t)), which is defined as:

v(e) =
1
2
eTAe =

1
2
(x − x∗(t))A(x − x∗(t)) (51)

Its time derivative is:

v̇ (e) = (x − x∗(t))TA(ẋ − ẋ∗(t))

= (x) − x∗ (t)T
(
[ζ (uav) − R] x + b+ ε − Aẋ∗ (t)

)
(52)

By rearranging, we obtain:

Aẋ ∗ (t))

= ζ (uav)x∗(t) − Rx∗(t) + buav + ε + RI (x − ẋ∗(t))

(53)

With a segmented nonnegative symmetric matrix RI that
adheres to the given condition R+ RI > O

Assessing the dynamic trajectory eT ζ (u)e = 0, for all
u, considering the Lyapunov function V(e) and its time
derivative

V̇ (e) = eT (ζ (uav) e − Re−RIe) = −eT (R+RI) e

< 0 (54)

From a starting point of an asymptotically stable equilibrium,
the error may exhibit exponential behavior toward its desired
equilibrium. Therefore, it’s important to ensure that the
eigenvalues of KAY KR + RI , are both nonnegative and
symmetric, with Ay R+ RIhaving K= equal to the minimum
of {KAY KR + RI}. Assess its stability by:

V̇ (e) = −eT (R+RI ) e − KV (e) (55)

Therefore, the presence of the matrix RI combines stability
characteristics with the damping matrix R, ensuring that
R+RI > O serves as a dissipation criterion. This occurs
because the setup of matrix Baccomplishes feedback damp-
ing, resulting in the spaces RI and B not being inherently
independent.

Aẋ∗(t) = ζ (uav) x∗(t) − Rx∗(t) + buav + ε + RI
(
x − x∗(t)

)
(56)

The system under control and its supplementary damping:

RI
(
x − x∗(t)

)
(57)

Improves the initial dynamic behavior, whereas the error
functions as a benchmark model demonstrating efficient
energy dissipation. This leads to an ideal path for the output
state when feedback is applied, given the conditions of
a desired minimum phase output. The dynamics of the
reference then become autonomous, defining the resilient
controller.

A. PASSIVITY-BASED CONTROL PBC
The standardized model provides a passive representation
of both the average input uav and the conductor’s current
x1. In the normalized averaged model, we make specific
observations:

ẋ1 = −x2 + uav
ẋ2 = x1 − uavx3

∝1ẋ3 = uavx2 − x4

∝2ẋ4 = x3 −
1
Q
x4 (58)

The values of x4representing the parameterized equilibrium
points of the output voltage are established byx̄4indicating:

x̄1 =

√
x4

3

Q
; x̄2 =

√
x̄4; x̄3 =

x̄4
Q

(59)

The output voltage, represented as x4, exhibits a non-
minimum phase characteristic distinct from the inductor’s
current,x1, which demonstrates a minimum phase output.
Consequently, the output voltage indirectly affects the
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inductor current x1, moving it toward its equilibrium point.
The total average energy stored in the converter is then
expressed as:

H (x) =
1
2

(
x12 + x22 + ∝1x32 + ∝2x42

)
(60)

The time derivative of H (x)is given by:

Ḣ (x) = −
1
Q
x42 + x1uav≤x1uav (61)

Describing a passive relationship between the average control
input uav, and both the recent and time integral H, is referred
to as passive inequality, as outlined below:

H |x(t)| − H |x(o)| ≤

t∫
o

x1 (σ ) uav (σ ) dσ (62)

When feedback is utilized to dampen the system, an auxiliary
system is introduced, employing:
R1 (x1 − x1d ) ,R1 > o Therefore,

˙x1d = −x2d + uav + R1(x1 − x1d )

˙x2d = x1d − uavx3d
∝1 ˙x3d = uavx2d − x4d

∝2 ˙x4d = x3d −
x4d
Q

(63)

Contemplating the normalized average error variables.

ei = xi − xid , i = 1, . . . ., 4.

The behavior of the error dynamical is described by:

ė1 = −e2 − R1e1
ė2 = e1 − uave3

∝1ė3 = uave2 − e4

∝2ė4 = e3 −
1
Q
e4 (64)

Concerning the Lyapunov function derived from the error
space acquired during the trajectory tracking with coordi-
nates, e = (e1, e2, e3, e4), it is necessary to:

H (e) =
1
2
(e21 + e22 + ∝1e23 + ∝2e24) (65)

The derivative of the preceding non-negative function, where
trajectory control induces a dynamic error, is expressed as:

(Ḣ (e) = −R1e1
2
−

1
Q
e42≤0 (66)

Achieving the alignment of points within the error domain
via (Ḣ (e) = 0, leading to the intersection of hyperplanes
at e1 = e4 = 0, thus resulting in e3 = 0and e2 =

0. According to Lasalle’s theorem, the equilibrium state
ei = 0, for i = 1 . . . .4, attains global asymptotic stability.
Consequently, the trajectories of the system, represented
by x(t), along with the auxiliary trajectories xd(t), exhibit
asymptotic convergence. This facilitates the identification of
the precise equilibrium value for the desired average inductor

current X1dwithin the dynamics of the auxiliary system.
The auxiliary dynamic equation’s control input, Uav, for
the dynamic average feedback controller Uav is derived as
follows:

uav = ξ2 − R1(x1 − x1)

ξ2 = x1 − uavξ3
∝1ξ3 = uavξ2 − ξ4

∝2ξ4 = ξ3 −
1
Q

ξ4 (67)

Variables ξ2, ξ3yξ4constitute the dynamic state controller.
Finally, by integrating the auxiliary state x2d , x3dandx4dwhich
will subsequently replace the auxiliary dynamic model, it is
necessary to:

x1d = x1 (68)

The control signal uavacts as the estimated dynamic closed-
loop derivative for the control system, derived from the scaled
estimate of the input or primary current x1, influencing the
dynamic closed-loop response of the control system. The
A6 − 1modulator is utilized to deliver the uavinput to
the switched model, implementing the estimated closed-loop
control strategy.

B. VALUES FOUND IN THE SIMULATIONS
In the context of a parameterized converter, characterized by
the following:

TABLE 1. Values of QBC parameters.

TABLE 2. Parameters for the desired voltage.

TABLE 3. Variable values for the QBC.

Achieving normalized values is feasible under the follow-

ing condition: Q = R
√

C
L .

Steady-state values for other missing state variables are
listed below in Table 3.

The closed-loop passivity-based stabilization is the
approach executed using a 6 − 1 modular system, this
aligns with the average passivity controller. This controller
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characterizes the average response of the system by utilizing
techniques derived from the energy-basedmodel and adjusted
based on the system’s damping.

C. ACCURATE ERROR DYNAMICS PASSIVE OUTPUT
FEEDBACK CONTROL
The accurate depiction of the dynamic model of stabilization
error within the average systemmodel follows the framework
influenced by the energy-based error dynamics, specifically
oriented towards the generalized Hamiltonian form. Its
response in this scenario demonstrates passivity in the
stabilization error dynamics.

Its primary attribute lies in generating straightforward
linear feedback, possessing time invariance. This feedback
transforms an asymptotically and globally stable point
integrated into a closed-loop system, structurally dissipated
to adjust to the system.

D. RESULTS ACHIEVED
The comprehensive normalized model of the DC-DC QBC
expressed in a generalized Hamiltonian canonical form can
be illustrated as:

ẍ = ζ (uav)
∂H
∂x

− R
∂H
∂e

+ buav + γ (69)

As H (§) denotes the system’s energy, described as
H (x)=1

2x
Tx, here, the partial derivative of H respect to

x is equal to x, ∂H /∂x= and the matrix ζ (uav)is not
orthogonal. R is a non-negative symmetric matrix, and the
vector b remains unchanged, while ε represents the external
input to the system.

ζ (uav) =


0 −1 0 0
1 0 −uav 0
0 uav 0 −1
0 0 1 0

 , b =


1
0
0
0

 , ε = 0 (70)

For a linear converter, the matrix ζ (Uav)= ζ remains
unchanged. However, within the framework of the nonlinear
QBC ζ (Uav)is symmetrically adjusted based on the average
control input Uav, It can be stated that ζ (Uav)maintains its
constant values doverline U ,utilizing the expansion property.

ζ (uav) = ζ (ū) +
∂ζ (uav)

∂uav

∣∣∣∣
uav=Ū

(uav − ū) (71)

By the definition of ζ (uav) it signifies a dependency
on uav, implying that the matrix ∂ζ(uav)

∂uav
is constant and

exhibits symmetrical biases. Consequently, the equations at
the equilibrium point demonstrate the following behavior:

0 = ζ (g)
∂H
∂x

|x=x−R
∂H
∂x

|x=x+bu+ E (72)

0 = ζ (u)x − Rx + bu+ E (73)

Viewing x̄ as a fixed steady-state approximation and the
average output control ū as a constant ranging from ū ∈[0, 1]
the introduction of stabilization errors leads to:

e = x−x̄, eu = uav − ū

henceforth,

e = x − x̄ =
∂H (x)

∂x
−

∂H (x)

∂(x)
=

∂H (e)
∂e

(74)

so,

ė =ẋ

At this point, it can be observed that the stabilization error
dynamics adhere to a general satisfaction:

ė = ζ (uav)
∂H (e)

∂e
− R

∂H (e)
∂e

+ beu

+ [
∂ζ (uav)

∂uav

∂H (x)
∂x

|x=x̄]eu

Then,

ė = ζ (uav) e− Re+ [b+
∂ζ (uav)
∂uav

x̄]eu (75)

Differentiating the equation yields:

ė = ζ (uav)
∂H (e)

∂e
− R

∂H (e)
∂e

+ beu + ε + ζ (uav)
∂H
∂x

|x=x̄

− R
∂H
∂x

|x=x̄ + bū (76)

Utilizing the equilibrium relations results in:

0 = ε + ζ (ū)
∂H (e)

∂x
|x=x̄ − R

∂H
∂x

|x=x̄ + bū (77)

Therefore, it satisfies:

ė = ζ (uav)
∂H (e)

∂e
− R

∂H (e)
∂e

+ beu + [ζ (uav) − ζ (ū)]
∂H
∂x

|x=x̄ (78)

Thus

ė = ζ (uav) e− Re+ beu
∂ζ (uav)

∂uav
x̄
⌈

∂H
∂x

|x=x̄
⌉
eu (79)

so,

ė= ζ (uav) e− Re+ beu+
∂ζ (uav)

∂uav
x̄eu (80)

clarifying,

ė= ζ (uav) e− Re+ [b+
∂ζ (uav)

∂uav
x̄]eu (81)

To ensure the stability of the dynamic error, it is essential to
consider the following:

As per the definition, ζ (uav) e = ζ (uav)
∂H(e)

∂e represents
the conservative nonlinear term and the subsequent definition
is linked to uav The provided definition below is associated
with:

eTζ (uav) e =
∂H(e)
∂eT

ζ (uav)
∂H(e)

∂e
= 0 (82)

Irrelevant to the stability of the closed-loop input system eu =

u−ū in a manner such that−Re+beu+
∂ζ (uav)
∂uav

x̄eu, represents
The inverse of this pertains to the dynamic error analysis,
which includes both the linearization along the tangent and
the non-linearization of the matrix. ζ (Uav) Subsequently, the
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system progresses, ẋ= ζ (uav) ∂H
∂x −R ∂H

∂x + buav+ε around
the break-even point where x = x̄, uav = ū

ẋδ = ζ (ū) xδ − Rxδ + buδ +
ζ (uav)
∂uav

x̄uδxδ = x − x̄ (83)

Examining the three terms governing error dynamics within
the right half-plane, shaping the error dynamics for system
stabilization and its correspondence xδ = x − x̄ with e and
uδ = uav−ū incorporating eu.

The principle underlying linear incremental feedback is
crucial for the formulation of a controller that stems from
the objective of achieving zero stabilization. This approach
utilizes the model of average tangent stabilization to guide
the system toward a specified equilibrium state, starting from
an initial condition. To accomplish this, the control strategy
makes use of referring to the average linear incremental
feedback, it represents a linearized feedbackmethod obtained
from the tangent linearization of the model. This approach
confirms the nonlinear equilibrium state as either semi-
globally or asymptotically stable.

eu = uδ=−kT e=−kT xδ (84)

In the pursuit of stabilization, the poles of the averaged
tangent linearization dynamics are illustrated as follows:
Consider kT In the form of a row vector, it includes
coefficients that offer feedback on the stabilization errors of
the state [33]. The equation for the dynamics of the system
error is then expressed as:

ė = ζ (uav) e− Re− [b+
∂ζ (uav)

∂uav
x̄]kT e (85)

ė = ζ (uav) e− [R+

(
b
∂ζ (uav)

∂uav
x̄
)
kT ]e (86)

Thus,

M = [R+

(
b+

∂ζ (uav)
∂uav

x̄
)
kT ]e (87)

In this scenario, the eigenvalues of matrix Mare located on
the right side of the complex plane. However, it’s important
to note thatM is neither symmetric nor skew-symmetric.

M = ζM + RM (88)

Containing the asymmetricζM and the symmetric Rm is
characterized as negative. −Rm.

M =
1
2

[
M−MT

]
+

1
2
[M +MT ] (89)

From there, we derive the system’s closed-loop configuration:

ė = [ζ (Uav) − ζM ] e− [R+ RM ] e (90)

The achievement of semi-global stability in the closed-loop
system is a result of the inherent symmetry bias within
the matrix.ζ (uav) − ζM for uav, and additionally, from the
symmetric matrix R+ RM, as stipulated by the theorem pre-
viously outlined. It’s noteworthy that the stability of averaged
converters is characterized by non-linearity, attributed to the

linear feedback. This linear feedback, in turn, contributes to
the semi-global stabilization of nonlinear models in average
conversion. The implementation of the closed-loop system
involves the utilization of positive incremental output, all of
which is incorporated within the framework of the standard
model.

x .
1=−x2 + Uav

x .
2=x1 − Uavx3

∝1x .
3 = Uav x2 − x4

∝2x .
4=x3−

1
Q
x4 (91)

Guiding the trajectories towards a stable average state
equilibrium point to achieve the equilibrium voltage as the
desired output.

x̄4 = Vd , byx̄1 =
(vd)3/2

Q
, x̄2 =

√
vd, x̄3 =

vd
Q

,Uav =
√
vd

Establishing a connection from the state coordinates to the
error space of stabilization reveals that:

e1 = x1 −
(vd)3/2

Q
,e2 = x2 −

√
vd,

e3 = x3 −
vd
Q

,e4 = x4 − vd

What dictates the correlation:

e.1 = −e2 + (Uav−
√
vd)

e.2=e1 − Uave3 −
vd
Q
(Uav−

√
vd)

∝1e.3 = Uave2 − e4 +
√
vd(Uav−

√
vd)

∝1e.4 = e3 −
1
Q
e4 (92)

Transitioning from the energy function to the error:

H (e) =
1
2
etAe =

1
2

[
e12 + e22 + α1e32 + α2e42

]
The matrix transpose is represented by:

A = AT = diag(1, 1, α1, α2), e =
[
e1,e2,e3,e4

]T
This implies that:

∂H(e)
∂e

= Ae =
[
e1,e2,x1,e3,x2,e4

]T (93)

In the generalized Hamiltonian form, when the closed-loop
system is employed, the computation of the error stabilization
system occurs.

e. =


0 −1 0 0
1 0 −

1
α1
Uav 0

0 1
α1
Uav 0 −

1
α1α2

0 0 1
α1α2

0

 ∂H (e)
∂e

−


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

α2
2Q

 ∂H (e)
∂e

+


1

−

√
d
Q√
vd

α1
0

 eUav (94)
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where, eUav can be represented as follows:

eUav = Uav−
√
ud (95)

The depiction of error stabilization using the Hamiltonian
method, integrated within the passive output, is expressed as:

ey =
bT ∂H (e)

∂e
= e1 −

vd
Q
e2 +

√
vde3 (96)

Nevertheless, it is conceivable to validate the adjustment of
dispersion, which, in this instance, is not entirely met, as:

Ḣ (e) = −
∂H (e)
∂eT

[R+ γ bbT ]
∂H (e)
de

=

[
−eTA

[
R+ γ,bbT

]]
Ae, ≤ 0 (97)

Thus:

A
[
R+ YbbT

]
A

=


Y −γ vd

Q γ
√
vd 0

−γ vd
Q γ v2d

Q2 −γ
(vd)

3
2

Q 0

γ
√
vd −γ

(vd)
3
2

Q Yvd 0
0 0 0 1

Q


≥0 (98)

One might argue that the proximity of these vectors forms the
null space of the matrix mentioned earlier, given that:

z = [e1 e2 e3 0] So,

ξδ = e1−
vd
Q
e2+

√
vde3= 0 (99)

Inside a subset of R4characterized by ey = ξδ, hence,
within this subset, the non-linear system is controlled by
the equilibrium input Uav =

√
vd,with the error being

maintained at eUav = 0, This follows a direct trajectory in
the error system where ey = 0and eUav = 0
Therefore, according to Lasalle’s asymmetric stability

theorem, the closed-loop mean error system must demon-
strate a highly stable equilibrium at its origin. This is
accomplished through a series of paths originating from the
point where |e|

{
Ḣ (e) = 0

}
all controlled by the feedback-

controlled average error system, thus establishing a highly
stable equilibrium.

For this purpose, the feedback controller is defined as:

eUav = −γ ey = −γ

[
e1 −

vd
Q
e2 +

√
vde3

]
(100)

Hence, the feedback control for average stabilization is
characterized by the passive output:

Uav =
√
vd − Y

[(
x1 −

(vd)
3
2

Q

)
−
vd
Q

(
x2 −

√
vd
)

+
√
vd
(
x3 −

vd
Q

)]
(101)

The output feedback demonstrates progressive passivity, with
the initial controller feedback being tangential [33]. The
stabilization response transitions to employing linear static
passivity from the feedback controller.

Contemplating the determined parameters for the quadratic
Buck switch described in Tables 1, 2, and table 3.

The key results of the switched system stem from the static
controller based on linear passivity, because of the passive
output arising from the precise dynamics of the stabilization
error.

This section is based on the findings of [43].

VIII. QUADRATIC BUCK CONTROLLER DESIGN USING
CANONICAL FORMS
By employing state feedback and adopting the control-
lable and observable Canonical form, the behavior of
the closed-loop system demonstrates consistent nonlinear
dynamics through the utilization of differential algebra,
leading to the generation of standardized current and voltage
outputs [34].

A. CONTROLLER DESIGN
The variable x denotes the normalized output current, which
is associated with the voltage output relative to the output
capacitor and the corresponding coil current.

Coming back to the standardized model:

ẋ1 = −x2 + Uav

ẋ2 = x1 − Uavx3
∝1 ẋ3 = Uavx2 − x4

∝2 ẋ4 = x3 −
x4
Q

y =x1 (102)

Serving as one of the output dimensions for the entire
system, a state coordinate transformation is executed with the
invertible input as the independent variable.

z1
z2
z3
z4

 = ∅ (x) =


h(x)
ḣ(x)
ḧ(x)
h(3)(x)



=


x1

Uav−x2
U̇av− Uavx3 − x1

Üav+ x3U̇av+
1
a1 (Uavx2 − x4− ∝1)Uav+ x2


(103)

In this context, it pertains to the inverse transformation.
x1
x2
x3
x4

=∅−1
(Z) (104)
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Thus, the dynamics regarding a desired average reference
equilibrium for the output are outlined as follows:

Uav(3) +

(
z̄1
Uav

−
3
Uav

Uav+
1

∝2 Q

)
Üav+

2
U2av

u̇3av

−

(
2z̄1
U2
av

+
1

∝2 UavQ

)
+

(
2
U2
av

∝1
+

1
a1 ∝2

+
z̄1

∝2 UavQ

)
˙Uav+

1
∝1∝2

(
u3av
Q

− z̄1

)
= 0 (105)

The equilibrium states of the zero dynamics are determined
by the roots of the polynomials.

P (Uav) =
1

∝1∝2

(
u3av
Q

− z̄1

)
(106)

In a manner that the provided equilibrium points:

Uav =
3
√
Qz1,Uav =

1
2

3
√
Qz1(1 ±

√
3i) (107)

where Uav =
3
√
Qz1introduces an unconventional phase

diagram, and by employing the Lyapunov function, it is
established to be asymptotically stable within its zero
dynamics.

B. CLOSED LOOP CONTROLLER DESIGN
The model is defined as:

ż1 = z2; ż2 = z3; ż3 = z4; y = z1

ż4 = Uav3 + x3üav+
3Uavx2 − 2x4− ∝1

∝1
U̇av

+

(
U2av+ ∝1

)
(x1 − Uavx3)

∝1
+
x4 − Qx3
∝1∝2 Q

Ua (108)

The inverse transformation yields the state vector comprised
of (x1, x2, x3, x4) The rate of change of ż4 s computed as
the average closed-loop dynamic linearization, represented
by Uav

ż1 = z2; ż2 = z3; ż3 = z4; ż4 = Uav; y = z1 (109)

Uav = Uav3 + x3üav+
3Uavx2 − 2x4− ∝1

∝1
U̇av

+

(
U2av+ ∝1

)
(x1 − Uavx3)

∝1
+
x4 − Qx3
∝1∝2 Q

Uav

(110)

Deriving the equilibrium points in z̄ = (z̄1, 0, 0, 0) by
converging the trajectories to the equilibrium point z, Uav is
defined as follows:

Uav = −B4Z4−B3Z3−B2Z2−B1
(
Z1 − Z̄1

)
(111)

Consequently, the average closed-loop system is:
ż1
ż2
ż3
ż4

 =


0 1 0 0
0 0 1 0
0

−β1

0
−β2

0
−β3

1
−β4

 =


z1−z̄1
z2−z̄2
z3−z̄3
z4−z̄4


(112)

Thus, the polynomial defining the system is as follows:

P (s) = S4 + β4S3 + β3S2 + β2S + β1 (113)

Utilizing Ruth Hurwitz’s method yields the desired polyno-
mial pd(s) Subsequently, the coefficients Pd(s). are calculated
and selected based on determining the stability roots. This
selection is made by observing and characterizing the
behavior of variables in the complex left half-plane.

Pd (s) =

(
s2 + 2ξ1wn1s+ w2n1

) (
s2 + 2ξ2wn2s+ w2n2

)
= s4 + 2 (ξ1wn1 + ξ2wn2) s3

+

(
w2n1 + 4ξ1ξ2wn1wn2 + w2n2

)
s2

+ 2
(
ξ1wn1w2n2 + ξ2w2n1wn2

)
s+ w2n1w2n2

(114)

The closed-loop gains of the system are determined by
equating the coefficients of the polynomial.

β1, β2, β3, β4.

β1 = w2n1w2n2
β2 = 2(ξ1wn1w2n2 + ξ2w2n1wn2)
β3 = (wn21 + 4ξ1ξ2wn1wn2 + w2n2)
β4 = 2(ξ1wn1 + ξ2wn2) (115)

By equalizing, the stabilization of the system is achieved
through:

Uav(3) = −β4Z4−β3Z3−β2Z2−β1
(
Z1 − Z̄1

)
−X3Üav

−
3UavX2 − 2X4− ∝1

∝1
U̇av

−

(
u2av+ ∝1

)
(∝1 −UavX3)

∝1
−
X4 − QX3
∝1∝2 Q

Uav

(116)

The state variables involved in the simulations are:

µ1 = Uav, µ2 = U̇av, µ3 = Üav (117)

Formulating the controller using these state variables results
in:

µ̇1 = µ2

µ̇2 = µ3

µ̇3 = −β4Z4−β3Z3−β2Z2−β1
(
Z1 − Z̄1

)
−X3µ3

−
3µ1X2 − 2X4− ∝1

∝1
µ2 −

(
µ2
1+ ∝1

)
(X1 − µ1X3)

∝1

−
X4 − QX3
∝1∝2 Q

µ1 (118)

Replacing,

Z1,Z2,Z3yZ4
Z1 = x
Z2 = µ1 − X2
Z3 = µ2 + µ1X3 − X1

Z4 = µ3 + µ2X3 −
1
X 1

(µ1X2 − X4− ∝1) µ1 + X2 (119)
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FIGURE 5. Validation of the response output VC2 and its control components under disturbance.

Results of Simulations: Implemented utilizing the 6 − 1

modulator as per MATLAB simulations. 6 − 1 illustrates
the output voltage, Taking into consideration the following
parameters of the QBC:

The steady-state voltage is represented by the variables
determined in table 4

TABLE 4. Principal QBC parameter values.

Figure 5 depicts the result of implementing a passivity-
based control (PBC) algorithm alongside a Proportional-
Integral (PI) adjustment on its output. This control strategy
employs a PI method to regulate the current of the inductor
and stabilize the voltage of the capacitor near the desired
reference level.

The disturbance function, represented by the yellow line
d(t), is depicted using step blocks. These blocks transition
from 5 to zero and from zero to -5. At times, the
disturbance function is substituted utilizing a square wave
pulse generator, the blue line y(t) signifies the controlled
variable or system output, adjusted to attain a 48-volt output.
Meanwhile, the red line r(t) indicates the setpoint or the
desired reference value. The red line r(t) represents the
setpoint or desired reference value. The error signal, denoted
by the green line e(t), is also shown.

Finally, the input signal to the system, represented by the
violet line u(t), serves as the controlled pulse signal.

Given Considering the MCC and the operational states of
the system response for stability, Figure 5 below illustrates
the VC1 response extracted from Figure 6, and Figure 7
illustrates the current IL1.

For VC2, the response is depicted in Figure 8. While it
doesn’t quite reach the expected value, the response closely
approximates it. In this scenario, the delta is:

FIGURE 6. MATLAB simulation of vC1 in.

FIGURE 7. MATLAB simulation of IL1.

FIGURE 8. MATLAB simulation of VC2.

Finally, Figure 9 illustrates the value of 1IL2.

58300 VOLUME 12, 2024



R. A. Acosta-Rodríguez et al.: Validation of PCB and Array PID in High-Power QBC

FIGURE 9. MATLAB simulation of IL2.

The resultant response derived from the simulation of
the system in a passive closed-loop configuration is also
noticeable.

Employing a pulse generator set at a consistent 5 VDC
amplitude, whereby disturbances undergo identical criteria
for graph validation.

FIGURE 10. Validation of the response output VC2 using the pulse
generator for disturbance.

Finally, the depiction of the initial disturbance variation,
as described earlier using the two-step blocks, is presented.

FIGURE 11. Closed-loop feedback employing a passivity controller.

The tables and graphs in this section are adapted from
Acosta-Rodríguez et al. [43].

IX. PID REGULATION FOR THE QBC
In line with the operational attributes of the PID regulator,
it’s imperative to incorporate: The controller’s proportional
function, Kp, aimed at shortening the rise time to maintain
minimal error at a steady state. Subsequently, introduce
an integral control, Ki, tasked with minimizing the steady-

state error as much as possible without adversely affecting
the transient performance. Lastly, a derivative control, Kd,
is employed to fine-tune the transient behavior, reducing
overshoot, and enhancing system stability [35].

A. ANALYSIS OF THE ROOTS OF THE SYSTEM
For the system characterized by the transfer function outlined
in equation 38, the resultant system aligns with the design
parameters depicted in Figure 12, which correspond to the
following:

2.744e10 s∧2 + 4.257e13 s + 7.432e18
s∧4+1.228e04s∧3+3.643e08s∧2+1.979e12s+1.055e11

The system’s poles are as follows:

− 0.3111 + 1.7801i, −0.3111 − 1.7801i, −0.6059

+ 0.0000i, −0.0000 + 0.0000i

The system’s zeros are:

−0.0776 + 1.6440i, −0.0776 − 1.6440i

Upon examining the locus of the roots, it is evident
that the intersection point with the imaginary axis is
determined by:

FIGURE 12. The system’s pole and zero locations.

FIGURE 13. The system’s desired output response preceding array PID.

VOLUME 12, 2024 58301



R. A. Acosta-Rodríguez et al.: Validation of PCB and Array PID in High-Power QBC

FIGURE 14. Implementing PID control on the plant.

FIGURE 15. S-function model and circuit arrangement for fine-tuning PID response.

By examining the root locus, it becomes apparent that the
system’s poles fall within the range: S = ±j1.78, nd the gain
at the intersectionwith the imaginary axis is k = 0 and k < 0,
The PID tuning process involves adjusting the parameters
based on the desired output of the system to enhance the
stability of the overall response. Furthermore, Figure 13
illustrates the tuning process, confirming the adjustment of
all constants to optimize the output.

Figure 14 illustrates the PID tuning process applied to
the quadratic Buck System. Adjustments in tuning involve
determining the values of the system’s proportional, integral,
and derivative constants.

In Figure 15, a PID control algorithm is applied to achieve
improved response time in the system. This algorithm is
implemented through a circuit configuration designed to
facilitate the desired response.

The process of the algorithm is described as such: The
‘error’ variable is utilized to compute the result of the
‘Sumvoltage’ operation, thereby regulating the QBC’s output
voltage. The error is calculated by taking the difference
between the measured output voltage (V out) and the
reference voltage (V ref). When establishing the permissible
range for the ‘error’ variable, it’s critical to consider
the control’s objective alongside the desired accuracy and
responsiveness. For instance, to maintain the output voltage
in close alignment with the reference voltage, the ‘error’
range might need to be confined to a narrow band (e.g.,

between -0.1 VDC and 0.1 VDC). Conversely, if precision
and sensitivity are less critical, a broader range for the ‘error’
may be acceptable.

FIGURE 16. Output response presented in conventional formats.

To normalize the output setup, the variables are assigned
based on established norms for depicting the specified
parameters, as follows: The disturbance function is denoted
by the yellow line d(t), derived from a square wave pulse
generator with a 5 VDC amplitude, the blue line y(t) denotes
the controlled variable or output of the system, which is
calibrated to a 48 VDC output. The setpoint or target value is
illustrated by the red signal r(t), the error signal is represented
by the green line e(t), and the violet line u(t) signifies the input
or control pulse signal to the system. The resultant behavior
at the output is documented in Figure 16.

58302 VOLUME 12, 2024



R. A. Acosta-Rodríguez et al.: Validation of PCB and Array PID in High-Power QBC

FIGURE 17. The circuit configuration for system response.

Nonetheless, the response typically exhibits an overshoot
during disturbance rejection, which is mitigated by the
subsequent circuit configuration.

Nevertheless, the reaction tends to exhibit an overshoot
when rejecting the disturbance, a behavior mitigated by the
subsequent circuit arrangement.

In this context, The S function is configured to function
as a second-order PID controller, with response times being
fine-tuned according to circuit parameters. Disturbances of
amplitudes -5 and 5 were deliberately chosen for calibration,
leading to the representation depicted in Figure 18. The
standard system configuration is maintained to ensure ease
of interpretation.

FIGURE 18. System response arrangement to disturbances.

A slight alteration in response to the disturbance,
as depicted in FIGURE 19, notably enhances the overall
system response. Considering this setup, the responses
concerning vC1, iL1, iL2, and vC2 can be verified. The
graphical representation of the response in vC1 is provided
below:

FIGURE 19. The reaction of vC1 to the PID setup.

The graph below illustrates the response of iL1:
The response of iL2 is depicted in the following

graph:
The graph in FIGURE 23b displays the response of

vc2, following convention where the red line represents the
reference, and the blue line represents the digital response at
the capacitor’s output.
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FIGURE 20. The reaction of iL1 in the steady-state.

FIGURE 21. The response of the PID array.

X. EXPERIMENTAL PROGRESS
The development is experimental and comprises two primary
phases. Firstly, it entails the meticulous design of the QBC’s
printed circuit, adhering meticulously to IPC manufacturing
standards, thereby facilitating the realization of the actual
system or plant. Concurrently, this phase also encompasses

FIGURE 22. The response of the Vc2 to the PID array.

the comprehensive validation of the three control laws
expounded within this article. It is noteworthy, however,
that this initial phase will not be underscored extensively
at present, as the primary aim is to juxtapose the design
timelines and phases pertinent to system development. Con-
sequently, the principal objective of this research endeavor is
to authenticate the efficacy of rapid prototyping design, which
constitutes the subsequent phase within the experimental
development [43].

A. DESIGN OF THE PRINTED CIRCUIT
The design of the printed circuit board (PCB) strictly adheres
to the IPC (Association Connecting Electronics Industries)
standards, a globally recognized authority in electronics
manufacturing regulations. These standards are paramount
for ensuring the quality, reliability, and consistency of
electronic products. Throughout the various stages of devel-
opment, especially during PCB design and manufacturing,
compliance with IPC standards sets rigorous benchmarks for
quality assurance and performance optimization. Adhering
to IPC standards is essential for enhancing the reliability
and safety of the final product, particularly in terms of
electronic component selection. By adhering to IPC stan-
dards, the requirements for electronic components are clearly
defined, facilitating optimal component selection. Notably,
the primary active components used in the PCB development
include: [43].
The PCB (Printed Circuit Board) design, conversely,

is performed using the ORCAD program, in compliance
with IPC standards. (Association Connecting Electronics
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TABLE 5. Components employed in the design.

Industries) standards, which delineate the prerequisites for
PCB design. These standards encompass criteria such as pin
density, conductor spacing, perforation dimensions, and other
pertinent specifications.

Regarding manufacturing, IPC standards dictate the req-
uisites for PCB production, encompassing material qual-
ity, perforation tolerance, soldering quality, and additional
parameters.

Tests and verification procedures are conducted under
IPC standards, which stipulate the criteria for testing
and verification, encompassing electrical, mechanical, and
operational evaluations.

The utilization of IPC standards serves to guarantee that
the design and production of electronic cards meet specified

standards of quality and performance, thereby improving the
dependability and safety of the product.

FIGURE 23. Execution and validation of quality-based control (QBC).

Ultimately, adhering to standard validation procedures,
the control strategies undergo testing and verification
using a DSP-Launchxl-f28379d, to present the results in
a forthcoming publication. While these responses closely
resemble the simulations, they do not achieve the same level
of precision as those obtained through the rapid prototyping
method discussed earlier [43].

The experiment addresses two overarching aspects.
At first, the objective is to examine the timeline linked with
the industrial design and implementation of an electronic card
that meets applicable standards and technical requirements.
This covers all stages from the initial design and simulation to
assembly and testing, integrating suggested control methods
like passivity-based control and PID control configuration.
This methodology stands in contrast to the simulation
validation conducted using the dSPACE CP1103 Control
Desk, thereby curtailing expenses related to unnecessary
material tests and prolonged component selection processes,
which typically involve exhaustive reviews of technical
data sheets potentially containing pertinent implementation
details.

Furthermore, it diminishes the necessity for conducting
wear tests on components, evaluating thermal dissipation,
and assessing maximum voltage and current thresholds,
among other considerations. The second aspect focuses on
employing the implemented card for direct testing alongside
the dSPACE CP1103 through rapid prototyping methods.
Even though dSPACE simulation algorithms generate results
that closely align with the actual system behavior, direct
testing facilitates a more comprehensive validation process
mirror real-world scenarios, dSPACE allows for the card’s
connection to DAC and ADC ports, serving as a bridge
the connection between the control signal generated by
PWM and the feedback of the system allows for real-
time monitoring of output signals using an oscilloscope,
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even though the algorithms accurately represent the actual
responses.

B. RAPID PROTOTYPING DESING
The experimental development specifically opted for the
utilization of the dSPACE CP1103 tool owing to its
advanced features in real-time simulation, comprehensive
libraries, and seamless integration spanning from mathe-
matical modeling to tangible hardware. In the realm of
rapid prototyping, dSPACECP1103 emerged as a preferred
choice due to its adeptness in handling real-time system
disturbances.

dSPACE, renowned for providing an array of tools and
solutions for system development, encompasses a spectrum
of offerings including simulation and test systems such as
MIL, HIL, and SIL, alongside automotive and process control
systems. The integration platform provided by dSPACE
streamlines the utilization of MIL, HIL, and SIL through
rapid prototyping by enabling the simulation of complete
systems at varying levels of abstraction, from mathemat-
ical models to tangible hardware. Moreover, it facilitates
direct linkage between mathematical models and hardware,
enabling real-time design validation. Furthermore, dSPACE
offers a plethora of libraries, tools, and functionalities aimed
at simplifying the simulation and testing processes, thereby
reducing development time and enhancing system reliability.

The ensuing results depict the validation of rapid prototyp-
ing in real-time, showcasing the implementation of various
controls such as passivity-based control (PBC) and PID
arrangements, followed by the analysis of output variations
concerning disturbances of 100 Hz and 500 Hz, as previously
discussed (Acosta-Rodríguez, 2023) [43].

The experiment on rapid control prototyping comprises
two distinct phases. Initially, simulations are conducted
using the Control Desk interface, serving as the software
in the loop within the dSPACE environment. This interface,
akin to a desktop environment, encompasses all requisite
configurations to execute simulation schemes, leveraging
tools such as Simulink within MATLAB. It facilitates the
observation of simulated signal behavior, duly confirmed
Through the output linked to an oscilloscope using the
DAC ports. The signal is sent to an oscilloscope using
the DAC ports. The initial stage involves developing each
control simulation, with the primary PCB control board
being the focal point of the simulation and embedded
system, as illustrated in figures 27 and 28, utilizing dual-loop
feedback (C3) and digital output.

Following this, we introduce two distinct types of pertur-
bations, each occurring at frequencies of 100 Hz and 500 Hz,
as visually depicted in Figures 30 and 31. The aim is to
assess the impact of power supply disturbances, arising
from fluctuations in voltage or inherent noise within the
power supply, these disturbances can impact the operational
effectiveness of the circuit. Such disruptions might originate
from the electrical grid or other interconnected devices
drawing power from the same source.

In industrial or high-power equipment environments, there
exists a susceptibility to Electromagnetic Interference (EMI),
notably through wiring from the power source. A second
type of disturbance, occurring at 100Hz, pertains to factors
influencing output load stability and reliability. These factors
include Load Noise,

In scenarios where the attached load has the potential
to cause output variations, particularly crucial in fields like
audio technology or telecommunications, the circuit’s output
impedance becomes pivotal in facilitating energy transfer
to the load. This underscores the significance of suitable
impedance alignment. Verification of filters and regulators in
the input/output circuit can mitigate circuit noise, ensuring
stable output despite input variations. Addressing cable
types and quality in simulations ensures robust connections,
minimizing circuit-related issues. Protection becomes a
crucial factor in environments susceptible to electromagnetic
interference, as employing targeted shielding in particular cir-
cuit segments can offer substantial advantages in minimizing
noise and preserving signal integrity [43].

Crucial considerations must be considered for the accurate
fabrication of the switch by the manufacturer. Utilizing the
Control Desk, simulated tests were conducted to evaluate
the PID array control, as depicted in Figure 32. Throughout
these assessments, adjustments were made to the algorithm
to extract specific data from the system’s dual-loop feedback
outputs, as demonstrated in Figure 33.
To gauge the robustness of the control system against

external factors, system disturbances were introduced based
on Figure 34. One disturbance, occurring at a frequency of
100Hz, aimed to assess the system’s response to voltage
fluctuations or power supply noise in the input environment.
Another disturbance, operating at 500 Hz according to
Figure 35, Focused on intermediary levels and output dis-
ruptions like load disturbances, output impedance, validation
of filters and regulators, cable integrity, and the efficiency
of shielding. These simulations were conducted to replicate
real-world conditions and evaluate the system’s performance
comprehensively.

The subsequent part entails seamlessly incorporating
the implemented card with the dSPACE CP1103, thereby
establishing a connection between the output of the control
simulator and the input signal of the IRGP4660D-EPBF, with
the output directly linked to the oscilloscope. Significant
testing variations involve 500Hz input disruptions, which are
frequently encountered in settings characterized by audio,
communication, and susceptibility to interference. Similarly,
real-world conditions impact 100Hz disturbances that affect
the output [43].
In the next step, assessments for both control techniques

are confirmed. Concerning the approach based on passivity,
a specially designed rectangular or square component is
employed for two signals that are directed into the input of the
IRGP4660D-EPBF switch. One signal imposes a maximum
resistance of 5.1 ohms, while the other imposes a minimum
resistance of 3.3 ohms. As illustrated in Figures 24a and 24b,
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the Control Desk simulation incorporates a self-identifying
(SIL) program algorithm, enabling automatic adjustments in
the duty cycle percentage. This leads to an observed output
signal of 48.11VDC on the oscilloscope.

Finally, the output is measured to the PID array control
represented in Figure 25, the duty cycle gradually adjusts in
response to changes in resistance, specifically 3.3, 4.7, and
5.1 ohms. This adjustment is verified by the Safety Integrity
Level (SIL) within the algorithm overseeing the simulation
effects in the Control Desk. Consequently, the output
measures 48.3 VDC, closely aligning with the simulated
value.

This research builds upon prior seminal works and com-
bines advanced methods referenced in [40], [41], and [42]
to tackle harmonic distortions and ‘chattering’. Utilizing
fractional and adaptive approaches, it effectively suppresses
harmonics and enhances active power filter performance,
as demonstrated through experiments. Furthermore, exper-
imental validation of these strategies, including passivity-
based control and sliding mode control, is showcased
in [8] and [43], employing real-time rapid prototyping
techniques. Notably, the articles [5], [7], [9], [10], [12],
[13], [14], [15], [21], [25], and [26], present a variety of
technics in control strategies to enhance the stability and
performance of electrical systems, especially in the context
of distributed generation and power converters. Advanced
control methods are proposed, such as passive control
based on passivity and nonlinear fuzzy control, and sliding
mode, to address specific challenges such as voltage ripples,
current harmonics, and instability in DC. Additionally, hybrid
approaches combining multiple control techniques, such as
proportional-resonant control and fractional-order sliding
mode control, are explored to improve system dynamic
response and robustness [40], [42]. Passivity-based co-
design methods are highlighted to ensure the stability and
compliance of devices under test [33], [43], as well as data-
driven and frequency-domain control approaches to mitigate
high-current oscillations in [13], [21], and [25]. Simulation
and hardware experiment results validate the effectiveness of
these control approaches in a variety of practical applications,
demonstrating their potential to enhance the efficiency and
reliability of electrical systems overall [11], [12], [18], [19],
[26]. This study contributes valuable insights applicable
across a spectrum of applications within the field.

C. QBC UNDER DIFERENT LOADS
Given that the actual results closely resemble the experimen-
tal results obtained during testing the two controls on the
dSPACE 1103 rapid prototyping is conducted to ensure that
load changes are validated with either control, preventing
any bias from robust control. To reduce noise in the output
voltage, either a 500W or minimize interference in the output
voltage, the card or system includes either a 500 W power
circuit or a low-pass filter with a frequency of 100 kHz.
For the load change test involving the PI type II controller,

an ISO5452-Q1 driver is utilized, set up with a 100 ms time
constant, and powered by a 15 VDC floating power supply to
enable the operation of the integrated circuit.

In Figure 24, the real load variation of 4.98A is depicted
under the application of Passivity-based control using
resistors with values of 3.3 ohms, 4.7 ohms, and 5.1 ohms.
This setup is engineered to achieve a targeted output voltage
of 48.1 VDC.

FIGURE 24. (PCB) for oscilloscope output, ensuring optimal performance
across both maximum and minimum load variations.

The results confirm the controller’s precise performance
and confirm the suggested solution detailed in the project.
To detect voltage surges when the load changes, the
oscilloscope settings are tweaked to reduce the DC part of
the signal and record the peak voltage variation. When the
load changes in real-time, the inverter maintains a constant
voltage level of 48.1 VDC.

In FIGURE 25, a regulated electrical output of 48.3 VDC
is depicted, accompanied by a recovery time of 10ms,
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FIGURE 25. Engineering and testing of a PID array-based oscilloscope
output module operating with a 380 VDC input power source.

as evidenced in the same figure. Additionally, the converter
exhibits a recovery time of approximately 10ms under load
conditions with a voltage variation of 48.3 VDC.

These results confirm the precise implementation of the
controller and verify the proposed solution described in the
project.

The change in actual load, recorded at 4.98A, is noticeable
when using the PID array control with resistors of 3.3 ohms,
4.7 ohms, and 5.1 ohms. This configuration is designed
to achieve a targeted response in the output voltage of
48.3 VDC.

The oscilloscope outputs, depicted in FIGURE 24 and
FIGURE 25, serve to validate the successful implementation
of the controller. The regulated electrical output of 48.1VDC,
accompanied by a rapid recovery time of 10ms across various
load conditions, underscores the robustness and reliability
of the system. These empirical findings strengthen the
theoretical foundations laid out, confirming the project’s
efficacy in enhancing power system quality and stability.

The tables and graphs in this section are adapted from
Acosta-Rodríguez et al. [43].
These visual elements are included here to provide relevant

context and have been modified solely to meet the needs of
the current study. For graphs, similar adaptations were made
with distinct data points, representing the current study’s
findings.

XI. ANALYSIS OF RESULTS
Here is a tabulated summary detailing the outcomes concern-
ing the parameters for each control methodology.

Based on the preceding Table 6, the values of the controls
that closely resemble the theoretically derived references
exhibit variability. For instance, considering the vc1 with a
reference of ‘135.0555’, the PID array achieves ‘137.971’.
This attainment is promptly reached at ‘0.3997’ s. However,
it slightly surpasses the anticipated range, peaking at
‘138.307’ within ‘0.40005’ s, albeit insignificantly. Notably,

TABLE 6. Parameter values for each controller.

the iL1 currents fluctuate from ‘-0.0135064’ to ‘7.58882’,
while iL2 ranges from ‘0.00565006’ to ‘14.26’.
In the scenario involving iL1 under the passivity-based

control PBC, the initiation occurs slightly earlier at ‘3.55878’
for ‘0.296368’, with minimal disparity observed in short
timeframes estimated by both controls, ultimately reaching
‘3.61656’ within ‘0.299328’ s.

Regarding iL2 with a reference of ‘10.4167’, the passivity-
based control PBC demonstrates swifter convergence to a
close value, achieving ‘10.2477’ in only ‘0.496613’ s, yet it
subsequently attains ‘10.263’ in ‘0.499553’ s.

Lastly, in the context of the output Vc2 with a reference of
‘48’, the passivity-based control PBC achieves a more precise
approximation, initiating with a very close value of ‘48.0842’
within ‘0.395668’ s and subsequently reaching ‘48.1195’
within ‘0.398686’ s. Conversely, the PID arrangement attains
a peak of ‘47.3544’ at ‘0.841399’ s and later reaches
‘50.2936’ with a delay of ‘0.841601’ s.

In this context, vc1 denotes the control voltage, while iL1

and iL2 represent distinct current parameters.

A. PERFORMANCE INDEX
Control performance indices serve as metrics for evaluating
the effectiveness of a control system within each process.
These indices enable comparisons between various control
systems and gauge the extent to which a control system
achieves its predefined objectives. Key metrics include
response time, precision, stability, and resilience [36].

B. PERFORMANCE INDICES
Various metrics can assess control process effectiveness,
including the Performance Index (PI), Capability Index
(Cp), Enhanced Capability Index (Cpk), and Z-Performance
Index (Z-score) undergo assessment. The Performance Index
(PI) evaluates process quality by comparing the desired
characteristics and current values, which are divided by the
desired value [37]. The Capability Index (Cp) measures
adherence to tolerance specifications by comparing tolerance
limits to twice the process standard deviation. The Enhanced
Capability Index (Cpk) indicates consistent adherence to
tolerance and is the lower of Cp and the quality capability
index (Cpk = min (Cp, CPU)).

The Z-performance index (Z-score) quantifies the extent
of deviation of a specific value from the anticipated value,
determined by comparing the expected value with the current
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value, divided by the standard deviation of the process [38].
The primary indices, such as PI, Cp, Cpk, and Z-score, are
summarized in Table 7.

TABLE 7. Performance indices such as PI, Cp, CpK, and Z-score.

A PI above 1 indicates the process operates above the
desired value, while a PI below 1 suggests operation below
the desired value. A PI close to 0 indicates proximity to the
desired value. Keeping this principle in mind, several values
are extremely close to zero across all three controls. For
example, regarding vC1, it can be observed that it approaches
zero in all controls. However, it is closest to zero with the
passivity-based control PBC, at ‘1.04e-03’ followed by the
PID array at ‘2.49e-9’. Concerning iL1, the smallest value is
seen in the passive control at ‘1.56e-02’ followed by the PID
array at ‘2.05e-00’.

For iL2, the passivity-based control PBC demonstrates the
closest approximation to zero with ‘0.001468795’, followed
by the PID array with ‘1.37’. In the case of Vc2, the passivity-
based control PBC exhibits the lowest value ‘7.35e-04’,
followed by the PID array at ‘6.12e-02’.

A CPU value above 1 indicates enough processing capacity
to meet tolerance requirements, whereas a value below
1 suggests insufficient. While the values in Table 7 are close
to 1, notable observations include those of the PID array, with
iL1 of ‘2.4300400981’ and iL2 ‘10.4243232’.
A high Z-score indicates a value significantly exceeding

the expected value, while a low Z-score suggests the opposite.
That the value falls notably below the expected value.
Notably, in the case of the passivity-based control PBC, the
Z-scores are noteworthy. For vC1 it records ‘0.52891368’,
for iL1 it is ‘0.04123456’, and the lowest among them is
for iL2 with ‘0.00120805’, albeit this value is relatively
inconsequential. Conversely, unfortunately, in the PID array,
the values of the variables are very small.

C. PERFORMANCE INDICES (ISE, ITSE, IAE, ITAE)
Here are the key findings concerning the analysis of
performance index behavior, based on those commonly used
in industrial settings.

The ITAE metric is selected based on its utility in
evaluating process control system performance. It measures
the integral of time-weighted absolute error, indicating

how promptly errors are corrected and system stability.
In switching converters, ITAE is crucial for assessing con-
troller performance regarding stability attainment and system
distortion levels. Utilizing ITAE enables controller designers
to enhance system stability and minimize distortion, thereby
improving system quality and reliability.

D. INTEGRAL OF TIME MULTIPLIED BY ABSOLUTE ERROR
CRITERION (ITAE)
TheMultiplied Time Integral Absolute Error (ITAE) criterion
is a quantitative measure used in process control methods
to assess the temporal variation of a process. It involves
integrating the absolute difference between the desired and
measured process values over time, thereby encapsulating
both the amplitude and duration of deviations from the
desired state. This criterion is particularly pertinent in Control
by Attribute (CA) analyses, where it aids in assessing
the efficacy and performance of the controlled process.
Mathematically, the ITAE is expressed as the integral
over time of the absolute deviation between each process
measurement and the desired setpoint, represented by the
formula: ITAE ITAE = ∫ t |xi – x_wanted | dt [39].
In this equation, ‘t’ signifies the elapsed time since

the initiation of a process alteration, ‘xi’ represents each
discrete process measurement, and ‘‘x_wanted’’ represents
the desired target value for the process, under consideration.

TABLE 8. ITAE performance indexes.

A diminutive value of the Multiplied Time Integral Abso-
lute Error (ITAE) criterion signifies a process characterized
by stability and minimal temporal variability. This metric
serves to gauge the dynamic behavior of a process over
time, with lower ITAE values indicative of enhanced process
performance. However, it’s imperative to acknowledge that
while ITAE offers valuable insights into process stability,
it should be complemented with additional evaluation criteria
to attain a comprehensive assessment of process performance.
As delineated in Table 8, most variables across all control
configurations exhibit stable behavior. Notably, for v_C1,
the PID array demonstrates an ITAE value of ‘1.04e-02’,
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followed by the passivity-based control with ‘1.93e-01’.
Likewise, for iL1 the PID array yields ‘2.33e-03’, while
the passivity-based control records ‘1.65e-02’. The trend
continues for iL2 with the PID array registering ‘2.33e-03’
compared to the passive control’s ‘3.15e-02’. Finally, for the
Vc2 output, the PID array exhibits ‘4.50e-03’, trailed by the
passivity-based control at ‘1.05e-02’.

E. GENERAL CONSIDERATIONS
The passivity model exhibits a dynamic response char-
acterized by rapid stabilization, achieving stability within
approximately 0.3 s. Tests conducted with disturbances
ranging from -5VDC to 5VDC, each lasting 0.5 to 0.6 s,
reveal a swift recovery of nearly 0.1 s following each
disturbance. This behavior is depicted in FIGURE 26,
illustrating the model’s robustness against disturbances,
a characteristic shared with other robust control strategies,
as demonstrated in Figure 10. Conversely, when subjected to
a sequence of 5VDC pulses, the system exhibits sensitivity
to disturbances, stabilizing the signal in approximately 0.1 s.
The signal ripple, ranging between 48.0842 and 48.1195,
closely approaches the reference value within 3.018 ms.
At the experimental level, perturbations at frequencies of
100Hz and 500Hz are introduced using the dp1103 control
desk tool, as depicted in FIGURES 30 and 31, respectively.
These experiments underscore the passivity control’s robust-
ness, particularly its responsiveness to disturbances at high
frequencies.

Initially, the plant’s PID stability is adjusted directly, but
when encountering an overdamped response, the time values
are around 80 s, which is excessively large. To reduce the
settling time, an algorithm is created using a MATLAB
function, which digitally modifies the output value to match
the reference value by adjusting the error parameters every
0.1 s. As a result, settling times occur within 0.3 s in
continuous conduction mode, but take up to 0.8 s in steady-
state mode to achieve the desired value, as shown in
FIGURE 22. The accuracy of the output voltage ranges
between 47.3544 VDC and 50.2930 VDC for durations of
202 µs, as shown in FIGURE 19. It’s worth noting that this
PID arrangement strategy enhances its response speed by
nearly 0.8 s.

The responsiveness of this configuration is comparatively
slower than that of other controls, with its response to the
disturbance causing a peak of 10 volts above the reference at
0.6 s, followed by automatic rectification to achieve steady-
state mode, as shown in FIGURE 16.

The sensitivity is improved with the integration of the
algorithm function, as its behavior previously exhibited
numerous excessively high peaks when confronted with a
specific disturbance in a square wave sequence, as demon-
strated in Figure 16.
The experimental response is validated by introducing

disturbances of 100Hz and 500Hz, confirming the actual
dynamics observed in the simulation conducted using the
Control Desk tool shown in FIGURE 33, 34, and 35, as well

as its implementation via HIL using the dSPACE CP1103.
This behavior elucidates the sensitivity to disturbances of the
PID control discussed earlier.

Passivity-based control is known for its ability to ensure
system passivity and achieve precise reference tracking.
Although it offers these advantages, it may be prone
to vibration problems, such as quick oscillations in the
control signal to achieve optimal performance, precise tuning
of controller parameters is often required, as shown in
FIGURE 24.

On the other hand, the PID array (Proportional-Integral-
Derivative) of the controller is known for its stability and
resilience, particularly in specific situations. Nonetheless,
its effectiveness can be impacted by the selection of
controller parameters and the precision of system modeling
as evidenced in FIGURE 25.
In conclusion, both the passivity-based control and the PID

arrangement exhibited commendable performance. Passivity-
based control, however, stood out for its precision and quick
stabilization. However, we observed that passivity-based
control stood out for its ability to ensure system passivity
and achieve particularly precise reference tracking. While
the PID arrangement also exhibited stability and robustness,
passivity-based control provided higher precision in our
experiments, as evidenced in FIGURE 24.

There the adoption of a diverse array of control per-
formance metrics, including the PI index, CP index, CPK
index, and Z-score, is pivotal for several cogent reasons.
Firstly, this multifaceted approach engenders a nuanced
evaluation of control system efficacy. By amalgamating
disparate performance indicators, comprehensive scrutiny
ensues, elucidating latent anomalies that might evade detec-
tion when reliant solely on singular metrics.

Moreover, the utilization of multiple performance indices
facilitates precise anomaly localization within the control
architecture. This enables a granular diagnosis of underlying
challenges, thereby enabling targeted interventions to rectify
performance aberrations efficaciously.

Furthermore, the deployment of varied performance
benchmarks enables comparative assessments across diverse
control systems. Through the standardized application of
metrics, it becomes feasible to discern optimal strategies
tailored to specific applications or operational contexts.

In essence, the systematic incorporation of a diverse
spectrum of performance indices confers substantive benefits
in enhancing the overall efficiency and productivity of
control systems. By identifying and addressing discrepancies,
iterative improvements can be effectuated to optimize system
performance, ultimately fostering heightened operational
efficiency and productivity.

The tables in this section are adapted from Acosta-
Rodríguez et al. [43], with modifications made to the values.

XII. CONCLUSION
This study emphasizes the importance and significant
benefits of employing advanced methods such as rapid
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prototyping and specific control strategies in the development
and implementation of electronic control systems. The
findings and analyses presented throughout various sections
of this document contribute to a robust understanding and
evaluation of the employed strategies and technologies,
as well as their impact on the development and performance
of the Quad Boost Converter (QBC) and its controls.

Rapid Prototyping and dSPACE:
Rapid prototyping with dSPACE CP1103 significantly

expedited design validation, offering real-time insights into
system behavior and disturbances. This approach reduced
development time to about a week, ensuring QBC reliability
and project success.

Evaluation of Control Strategies:
Passivity-based control (PBC) demonstrated superior

accuracy and rapid stabilization compared to Proportional-
Integral-Derivative (PID) control. PBC excelled in achieving
closer values to desired references in shorter time intervals,
particularly in output voltage and currents. While PID
showed robustness and stability, PBC’s enhanced perfor-
mance supports its preference for applications requiring
precision and rapid response. The importance of using
multiple performance indices for a comprehensive evaluation
of the control system was emphasized.

The process of identifying parameters for the passivity-
based controller entails examining stability through the
application of the Lasalle asymmetric stability theorem.
This theorem delineates conditions under which the system
achieves stability converges to a fixed set, regardless
of its initial conditions, attracting all system trajectories.
As elucidated in Section VII-D, passivity control employs
passivity as opposed to state feedback, ensuring that the
system consumes no Increasing the system’s stability and
performance is achieved by extracting more energy than
what is initially supplied. Employing canonical forms in
conjunction with passivity control entails representing the
system in a particular structure, streamlining the analysis
and design process of the controller. Canonical forms, like
the controllable canonical form and observer canonical
form, are utilized for this purpose to provide standardized
representations of the system that aid in comprehending the
properties and structure of the controller, as elaborated in
Sections VIII-A Controller design and VIII B Closs loop
controller design. Finally, like in slider mode control, the
system integrates an inner loop regulated through passivity-
based control and an outer loop employing a proportional-
integral (PI) controller, depicted in Figure 26 and for values
of kp and ki shown in Table 9 correspondingly.
Regarding the PID controller, it is determined in

section IX-A, with its transfer function derived from
equation 38. The system roots, validated to ensure system
stability, are verified through the graphical representation of
poles and zeros in Figure 12 and the response in Figure 13.
This is carried out using the block diagram presented in
Figure 14. The resulting controller values are described in
Table 9. However, a significant delay of 80 s is observed.

TABLE 9. Control parameters (Kp, Ki, Kd) across various methods and
algorithms.

When implementing the algorithm, following Figure 15,
the signal response decreases drastically, as validated in
Figure 18, for the parameters Kp, Ki, and Kd, shown below
in Table 9.
Project Implementation:
The real-world implementation of the QBC took about six

months, involving careful selection and programming of elec-
tronic components following IPC standards for reliability and
quality assurance. Despite the lengthy development period,
efficient prototyping and validation phases highlighted the
effectiveness of integrating advanced tools and strategies in
the process.

Performance Indices:
Performance evaluation utilized various indices such as

ITAE to analyze control behavior comprehensively. Both
PID array and PBC showed stable behavior across different
variables, confirming robust control strategies in the QBC.
Real-time experimentation integrated seamlessly with pre-
liminary simulations conducted in Control Desk, emulating
physical plant intricacies through dSPACE interface. Output
relayed to oscilloscope, transduced to software for feedback
analysis, ensuring consistency between current, voltage, and
system response times for fidelity between simulated and
real-world outcomes.

During both experimental and simulation phases, the
comparison between the proposed methodology and alter-
native methods is aimed at confirming its effectiveness.
Through this comparative evaluation, enhancements in
operational effectiveness, system stability, and disturbance
resistance are expected. This serves as robust valida-
tion of the appropriateness and benefits of the proposed
approach over thoroughly examined alternatives. Advanced
metrics such as PI, Cp, CpK, Z-score, and ITAE were
utilized for comprehensive performance evaluation. These
metrics assess critical aspects including response time,
signal precision, system stability, and resource utilization
efficiency. By incorporating these metrics, a thorough
understanding of the system’s performance characteristics
was achieved, facilitating a comprehensive comparison
with alternative methods, and effectively demonstrating
the efficacy and enhancements provided by our proposed
methodology.
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Implications and Future Work:
This methodology is open for evaluation under alternative

control paradigms, including robust controls or classical
control strategies. Additionally, validation across diverse
industrial plants can substantiate its efficacy under varied
voltage conditions, covering a spectrum of high-performance
scenarios.

The insights from this study hold substantial implications
for the design and development of electronic control systems,
particularly those utilizing rapid prototyping and advanced
control strategies. The evident superiority of passivity-based
control in ensuring precision and rapid system response
underscores its potential as a preferred control strategy for
similar electronic systems. Future work may delve deeper
into optimizing PBC parameters for enhanced performance
and exploring additional rapid prototyping tools and strate-
gies to further streamline the development process and
enhance the quality and reliability of electronic control
systems.

APPENDIX A
CALCULATIONS TO OBTAIN VALUES
This assignment aims to confirm the calculations performed
in the previous section and to evaluate the precision of these
computations through simulations. It’s essential to verify the
capacitances, inductances, voltage, and current values under
steady-state conditions, utilizing the provided dataset:

TABLE 10. Key parameters for PCB.

TABLE 11. Parameter determination for the QBC.

Initially, the determination of the output resistance entails
meticulous calculation:

R =
V 2
c2

P0
= 4.6080� (A1)

Next, the derivation of steady-state values ensues by
equation (39), thereby computing IL2

IL2 =
Vc2
R

= 10.4167 A (A2)

Utilizing equation (34), determine the value of IL1, preceded
by the calculation of the value through equation (50).

D =

√
48
380

= 0.3554 (A3)

Consequently,

IL1 = 10.4167 ∗ 0.3554 = 3.7022 A (A4)

Subsequently, we proceed to determine the values forVC1 and
VC2, using equations (30) and (32), respectively, considering
the following:

VC2 = V0 (A5)

As a result:

VC1 =
48V

0.3554
= 135.0555V

Subsequently, the inductance and capacitance values are
derived from the steady-state values obtained. Beginningwith
the calculation of inductance L2 using equation (43):

L2 =
0.3554 ∗ 135.0555V ∗ (1 − 0.3554)

2 ∗ 100KHZ ∗ 3.7022 ∗ 0.10
= 4.1787e− 04H ≃ 0.4mH

for L1 its value is determined using equation (41):

L1 =
0.3554 ∗ 380V ∗ (1 − 0.3554)
2 ∗ 100KHZ ∗ 10.4167 ∗ 0.15

= 0.2786 H ≃ 278.6mH

The determination of the capacitance values culminates
in the analysis, whereby the value of C1 is established
through equation (46), elucidating the equivalence between
C1 and C2.

C1 =
−0.3554 ∗ 10.4167 ∗ (0.3554 − 1)
2 ∗ 100KHZ ∗ 135.0555 ∗ 0.005

= −1.7670e− 05F ≃ 177µF

When after determining the calculated variables, a MATLAB
simulation is performed using the quadratic Buck converter
block, which includes the system’s transfer function. The
transfer function is defined using the primary parameters
outlined in Table 10 and Table 11. The voltage output spans
from 135.695 to 134.342. Upon calculating the delta value,
we derive:

1VC1 =
135.695V − 134.342V

2 ∗ 135.0555V
∗ 100 = 0.5009%

In this instance, the determined delta is:

1IL1 =
4.729A − 2.668A

2 ∗ 3.7022 A
∗ 100 = 27.8348%

1VC2 =
48.017V − 47.937V

2 ∗ 48V
∗ 100 = 0.0833%

1IL2 =
10.957A − 9.882A

2 ∗ 10.4167 A
∗ 100 = 0.0521%

Regarding the coils, the error is negligible, posing no issues
for construction; in fact, it may lead to an improved response.
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FIGURE 26. A block diagram illustrating the passivity-based control model.

APPENDIX B
QBC PCB PASSIVITY-BASED CONTROL CLOSED-LOOP
CONTROLLER DESIGN
See Fig. 26.

APPENDIX C
EXPERIMENTAL CONTROL BY PASSIVITY-BASED
CONTROL PBC
Regarding the design of the passive controller, the simulation
arrangement is depicted in FIGURE 27, the passive signal
arrangement is illustrated in FIGURE 28, and the dual-loop
signal disruption is shown in FIGURE 29.

FIGURE 27. Establishment of passivity-based control (PBC) configuration
employing a dual supply loop.

FIGURE 28. Analysis of signal behavior under passive-based control, with
subsequent validation using an oscilloscope.

The response of the dual signal is depicted within the
simulation.

FIGURE 29. Dual signal output subject to disturbances.

Following that, the configuration is executed in the Control
Desk for the dual-signal setup with a 100Hz disturbance,
as depicted in Figure 30.

FIGURE 30. Control desk equipped to manage two signals along with a
100Hz disturbance.

At last, the signal for a 500Hz disturbance is specified by
the Control Desk, as shown in Figure 31.

APPENDIX D
EXPERIMENTAL CONTROL BY ARRAY PID
When applied to the transfer function corresponding to the
output, the simulation results are depicted in FIGURE 32,
and its disturbance with a frequency of 500Hz can be seen
in FIGURE 35.
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FIGURE 31. The control desk is designed to oversee two signals along
with a 500Hz disturbance.

FIGURE 32. Simulated model from PID control.

FIGURE 33. Simulation with 100HZ disturbance signal.

APPENDIX E
EXPERIMENTAL ARRAY PID CONTROL BY
DISTURBANCES
In the case of array PID control, disturbances at frequencies
of 100Hz and 500Hz are addressed as shown in FIGURE 33.
The simulation is set up to accommodate two signals with a
100Hz disturbance.

The output signal demonstrates varying behavior when
subjected to a 100Hz input signal, exhibiting an oscillatory
response as shown in FIGURE 34 on the Control Desk.

FIGURE 34. Setup on control desk for 100Hz signal and disturbance.

FIGURE 35. RT in control desk with a frequency of 500 Hz.

A comparative insight reveals that while PID control
offered stable and consistent results, the passivity-based con-
trol (PBC) presented more robust performance in handling
higher-frequency disturbances.

The tables and graphs in this section are adapted from
Acosta-Rodríguez et al. [43].

These visual elements are included here to provide relevant
context and have been modified solely to meet the needs of
the current study. For graphs, similar adaptations were made
with distinct data points, representing the current study’s
findings.
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