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ABSTRACT To address continuously increasing cyber threats, security professionals within organizations
are fortifying internal security by implementing security policies such as network segregation and emerging
concepts such as Zero Trust. However, despite these changes in the cybersecurity landscape, the ultimate
goal of cyber attackers, which is to exfiltrate critical information stored within an organization’s intranet,
remains unchanged. Consequently, attackers with motives such as hacktivists persistently and repeatedly
target key systems within an organization’s intranet to achieve their ultimate objectives. Considering the
tendencies of intranet attackers, this study proposes the inclusion of the number of connection attempts for
attack detection as an additional attribute alongside commonly used attributes such as source IP, destination
IP, protocol, and attack signatures in intrusion detection rules. This proposal is supported by establishing an
experimental environment for conducting intranet attacks and collecting raw data. Using feature engineering
techniques, the raw data were transformed into analyzable datasets, and the performance was measured
using six supervised machine learning algorithms. Through this research, we aim to contribute to the field of
cybersecurity by going beyond the conventional focus on Internet-based attacks and providing amethodology
for analyzing various intranet-based attacks in a post-stage environment. In addition, we share the method of
feature engineering Zeek IDS raw data and release the resulting dataset to further advance the field. We hope
that these contributions will foster future developments in this domain.

INDEX TERMS Cybersecurity, intranet attack, Zeek IDS, feature engineering (FE), machine learning (ML).

I. INTRODUCTION
As cyberspace expands and evolves, the sophistication and
intelligence of Advanced Persistent Threat (APT) attacks are
becoming a severe problem for organizations [1]. The current
level of APT attacks has evolved beyond simply infiltrat-
ing computers in the internet domain to steal credentials
in single-step attacks and exfiltrate data. These attacks use
compromised internet computers as a base for post-stage
attacks, penetrating internal core systems within the intranet
to either exfiltrate data or render systems inoperable [2], [3].
In response to these attack techniques, system administrators
strengthen their security by implementing policies such as
physical network segmentation and adopting the concept of
Zero Trust, which involves not trusting any system other
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than their own [4]. However, attackers continue to research
and attempt various methods to breach core systems, which
are their ultimate targets [5]. An important aspect to con-
sider in this situation is that just as the use of auxiliary
storage devices, such as USB drives, for infiltration attempts
increased when network isolation policies were strength-
ened [6], the implementation of stronger Zero Trust policies is
likely to lead to an increase in the number of reconnaissance
and attack attempts by intranet attackers.

This study proposes and validates the hypothesis that
adding the attribute of cumulative connection attempts made
by a compromised computer to infiltrate other computers
can enhance the detection of intranet attacks. To prove
this hypothesis, we first transform log data recorded by
the Zeek Intrusion Detection System (IDS) in an exper-
imental environment that includes intranet attacks into a
dataset through feature engineering (FE). This is achieved
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by adding the attribute of cumulative connection counts to
existing attributes such as source IP, destination IP, protocol,
and attack signatures. Then, the performance is evaluated
using supervised machine learning (ML) algorithms based
on this dataset, and the significance of the added cumulative
connection count attribute in detecting intranet attacks is
analyzed [7].

The paper is organized as follows. Section II starts with
an explanation of the study’s purpose and overview, focusing
on the research approach, including the methods of data
collection and analysis. Section III delves into the research
and background knowledge relevant to this work, encompass-
ing Zeek IDS, Feature Engineering, and Machine Learning.
Section IV details the procedure for refining Zeek IDS packet
logs into a dataset ready for Machine Learning through Fea-
ture Engineering. Section V employs six different supervised
learning ML algorithms to enhance a previously created
dataset, involving the processes of Feature Extraction and
Selection, followed by performance evaluation. Section VI
discusses the significance and limitations of this research, and
Section VII concludes the paper.

A. OUR CONTRIBUTION
In this study, we aim to analyze post-stage attacks by col-
lecting and processing raw data and then transforming them
into a dataset suitable for ML analysis through FE. This
study intends to publicize the dataset created as a result
of the FE process. Additionally, we provide a methodology
that expands the analysis of Zeek IDS logs, which were
previously limited to Connection logs and HTTP protocol
logs, to include 14 types of protocols that can be exploited
in intranet attacks, such as SMB, KERBEROS, SOCKS, and
VNC. This expansion has contributed to advancements in
cybersecurity technologies.

II. APPROACH
A. GOAL AND OVERVIEW
This research is a study that quantitatively analyzed the
theory that the attribute of cumulative connection counts is
necessary to improve the detection rate of cyberattacks in
an intranet environment. Therefore, this study focuses on
detecting secondary and post-attacks initiated by an attacker
from a compromised Internet network computer to infiltrate
the next target. To achieve this, data pertaining to intranet
attacks were separated from the overall network data and
processed through FE to extract a dataset suitable for ML
analysis. We then performed an analysis using supervised
learningML algorithms based on the created dataset. Figure 1
illustrates the overall research approach.

B. RESEARCH BACKGROUND AND RELIABILITY OF
METHODOLOGY
The SolarWinds APT attack in the United States can be cited
as an example of an intranet attack case, but the related
data are either classified or confidential [8]. As cyberattacks,

FIGURE 1. Overview of the approach.

including Intranet attacks, are becoming more sophisticated,
research on such attacks is necessary. In this study, we used
data that included some known intranet attacks to increase the
reliability by making it closer to actual attacks. Additionally,
to maintain objectivity as much as possible, the research
began based on the log data of the public IDS and Zeek IDS
and compared the results of six verified supervised learning
algorithms.

C. METHOD OF DATA COLLECTION FOR THE RESEARCH
The research data consisted of transformed log data generated
by Zeek IDS, created in an experimental environment that
included intranet attacks. While network packets may have
different formats for each protocol, the logs generated by
Zeek IDS are in text format. The collection of log files
followed as objective a procedure as possible, and during
feature engineering, the attributes of Zeek IDS were largely
retained and transformed.

D. IMPLEMENTATION
The following describes the procedure for transforming raw
data collected into a dataset suitable for ML analysis, as part
of the methodology to reach the conclusion of the paper.
When collecting Zeek IDS log files in the experimental envi-
ronment, 28 protocol-specific result log files are generated.
These files contain both intranet and internet data. There-
fore, the first task is to select protocols that are susceptible
to intranet attacks from the entire set of protocols and to
separate intranet packet data from the selected protocol files.
Since we know the internal IP range, this separation can be
easily achieved with a simple program. The second task is to
separate data by source IP and sort it chronologically. This
is done to calculate the accumulated Connection Count in
the next step. The third task is to sequentially calculate and
record the Connection Count for each IP, which is the core
concept of this paper. The fourth task involves applying the
intranet Attack Signature to the log data created so far to mark
packets with attack signatures. For this, research on attack
signatures published by organizations likeMITREATT&CK,
Snort, or The Open Worldwide Application Security Project
(OWASP) is necessary. Finally, the last task is to create the
dataset required for ML analysis, which involves verifying
one by one whether the packets identified as attacks by the
Attack Signature are indeed attacks. This is a crucial step
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as it forms the basis for the analysis and evaluation through
ML algorithms. Therefore, it must be carefully selected as it
becomes part of the fair process for analysis and evaluation.
Once these series of tasks are completed, a dataset suitable
for analysis and evaluation can be obtained.

E. DATA ANALYSIS AND ML ALGORITHMS
The tools and technologies used for data analysis include
Python 3.8 and the Scikit-Learn environment [9].

After deciding to use ML for data analysis, signifi-
cant deliberation is required regarding which algorithms
to employ. However, it was challenging to find docu-
ments or recommendations explicitly stating that specific
ML algorithms should be used for analyzing network pack-
ets. Therefore, we strategized to reference prior research
on how algorithms were selected, adding what is neces-
sary and removing what is not. One of the most influential
studies on the selection of machine learning algorithm cri-
teria is Gustavsson’s ‘‘Machine Learning For A Network
based Intrusion Detection System’’ [11]. The author of this
paper describes the ML techniques intended for use in the
‘‘Machine Learning for Intrusion Detection System’’ section,
based on ML algorithms used in previous studies. The rep-
resentative algorithms mentioned in Gustavsson’s article are
Naïve Bayes (NB), Support Vector Machine (SVM), Ran-
dom Forest (RF), Iterative Dichotomiser 3 (ID3, a type of
Decision Tree), K-Nearest-Neighbors (KNN), and quadratic
discriminant analysis (QDA). In our study, we utilized NB,
SVM, RF, and KNN from Gustavsson’s mentioned algo-
rithms. We omitted ID3 since RF, which is the Bagging
algorithm of DT (Decision Tree), was already present. QDA
was replaced with a similar LR algorithm used in related
network research papers [13]. Although not used in Gustavs-
son’s paper, we included Gradient Boosting (GB), a Boosting
algorithm used in network research papers, to balance the
validation of Bagging and Boosting algorithms [7]. In con-
clusion, the six supervised learning ML algorithms used in
this paper are as follows: Logistic Regression (LR), Naïve
Bayes (NB), K-Nearest-Neighbors (KNN), Support Vec-
tor Machine (SVM), Random Forest (RF), and Gradient
Boosting (GB).

F. OVERFITTING AND VALIDATION STRATEGIES
To maintain the stability of the data analysis model, it is nec-
essary to address the issue of overfitting [40], [41]. Strategies
to prevent overfitting include increasing the amount of data
through augmentation, reducing the complexity of the model,
regularization, and dropout. In our experiments, if overfitting
occurs, considering that the raw data is in the form of text
log data, it is reasonable to address the overfitting issue by
increasing the amount of data through augmentation.

Additionally, to ensure the robustness of the model and
maintain consistent experimentation, the cross-validation
strategy is necessary [47]. Cross-validation (CV) strate-
gies include Validation Set Approach, Leave-One-Out

FIGURE 2. The comprehensive process of feature Selection.

Cross-Validation (LOOCV), and K-Fold method [55]. In this
paper, we employ the K-Fold method, which is relatively
efficient compared to LOOCV and eliminates the risk of
varying results with random value changes like the Validation
Set Approach. K-Fold is advantageous for validating a large
amount of data as it involves repeatedly dividing the data into
subsets and training multiple models. Given the substantial
amount of data in network logs, K-Fold is favorable for eval-
uating performance. The K-Value is determined within the
range of 3 to 10 to derive optimal values for speed, stability,
and other experimental benefits [56].

G. EVALUATION
Even after conducting Overfitting mitigation, Weight opti-
mization, and cross-validation operations followed by Evalu-
ation using ML algorithms, we may not achieve the expected
results. This is because the process of Feature Extraction and
Selection is necessary. For proper Evaluation, it is essential
to go through the Exploratory Data Analysis (EDA) process
to understand the overall structure and characteristics of the
dataset. Then, based on this, Feature Extraction and Selection
tasks should be performed. In this paper, Feature Extraction
is conducted to prevent errors that may occur during the
encoding process of converting categorical data into numbers.
Additionally, Feature Selection is carried out using the back-
ward elimination method, considering the characteristics of
the data discovered during the EDA analysis. The specific
feature selection criteria and strategies are as follows. There
are various methods for feature selection such as Filtered,
Wrappers, and Ranked, and there are various algorithms
underneath [24], [25]. These algorithms are used to determine
the best feature subset and are usually combined with search
strategies such as forward selection, backward elimination,
bi-directional search, best-first search, and genetic search.
We use backward elimination search strategies, for which
we select attributes identified as candidates for removal
based on EDA results indicating diverse value ranges. Then,
among the selected attributes, those with randomly generated
values are first removed to evaluate performance. Subse-
quently, attributes with diverse yet sequential value ranges
are removed to assess performance. This process is repeated,
and the attributes yielding the highest evaluation results are
selected. Figure 2 illustrates this comprehensive process of
Feature Selection.

The goal of the evaluation is to find the optimal per-
formance through the process of Feature Extraction and
Selection.
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TABLE 1. Zeek IDS log files.

III. BACKGROUND AND RELATED WORK
A. ZEEK IDS
1) ZEEK IDS OVERVIEW
Zeek is an open-source network traffic analysis tool that
operates passively. It is used as a Network Security Mon-
itoring (NSM) tool to support investigations of malicious
activities [10]. One of the key advantages of Zeek is its
customizable platform, which allows users to tailor it through
scripting [11]. For packet collection, Zeek’s configuration is
similar to that of a typical Intrusion Detection System (IDS),
employing methods such as a Port Mirror or Test Access Port
(TAP) for installation [12]. Zeek generated 28 types of log
files based on the protocols listed in Table 1 [10].

Each log file is based on a protocol, and although the
items recorded vary for each protocol, the following items
are commonly used.

2) RESEARCH RELATED TO ZEEK IDS
Gustavsson [11] utilized six ML techniques–SVM, KNN,
NB, Quadratic Discriminant Analysis (QDA), Decision Tree
(DT), and RF–to detect attacks, such as Slowloris DDoS,

TABLE 2. Zeek IDS common log format.

FTP Brute force, and Port Scanning in Zeek IDS log data
based on the CICIDS2017 Dataset. The experimental results
demonstrate the accuracy of the algorithms with the best
performance: RF (98%), ID3 (98%) - a type of DT, KNN
(96%), and QDA (97%). Similarly, Rodríguez e al. [13]
extended the analysis of the CICIDS2017 Dataset with ten
algorithms - NB, Logistic Regression Model, Multi-Layer
Perceptron (MLP), Support Vector Classifier (SMO), KNN,
Ada Boost Classifier (AB), 1R Classifier (ONER), Partial
C4.5 Decision Tree (PART), C4.5 Decision Tree (J48), and
RF - and presented the performance measurement results.
However, this study did not conduct cross-validation for
the robustness of the model, suggesting that verification is
needed for high-performance results. Bagui et al. [7] analyzed
conn log data from the University of West Florida 2022
(UWF-ZeekData22) dataset. They employed various algo-
rithms, including Logistic Regression, Naïve Bayes, Random
Forest, Gradient Boosted Tree, Decision Tree, and Sup-
port Vector Machine, and detailed the parameters for each.
Notably, they reported that three algorithms - decision tree,
gradient boosting tree, and random forest - demonstrated
an accuracy of over 99%. However, there is a significant
concern regarding the overfitting of the model in this study,
as the analysis was conducted using ML algorithms without
standardizing the actual data. Andrews et al. [14] analyzed
the HTTP protocol data from six months of Zeek log data
collected from a corporate network. They employed a combi-
nation of supervised and unsupervised learning algorithms,
including Gaussian, Multinomial, Bernoulli, Complement
NB, K-Means, L/NL SVM, and KNN, and found that the
KNN algorithm showed the highest performance, with an
accuracy of 90.3%. However, one limitation of this study
is that it focused only on HTTP despite the variety of logs
generated by Zeek. Jimenez [15] established a system using
RASPBERRYPI IoT devices and analyzed the logs captured
by Zeek IDS. The study experimented with TCP, UDP, ICMP,
HTTP, FTP, DNS, and SSH protocols using algorithms such
as RF, SVM, Neural Networks, and Neurons, and achieved
high results with 99% accuracy with algorithms such as RF
and SVM. However, this study lacked an explanation of the
FE process, leaving unanswered how it addressed the com-
mon issue of overfitting in the analysis of cyberattack packets.
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TABLE 3. Issues of related research.

Given the high accuracy of the results, there is a concern about
potential overfitting in the model. In addition, Burr et al. [16]
suggested that using Zeek IDS in conjunction with graphs
and ID security analysts can enhance the detection of APT
attacks based on data collected over two months. Studies on
cyberattack detection technologies using Zeek IDS are ongo-
ing. Overall, research on cyberattack detection using Zeek
IDS has predominantly focused on packet-centric analysis,
particularly the use of ML or Deep Learning (DL) algorithms
to analyze protocols such as Connection and HTTP. However,
no documented cases have used the number of cumulative
connections in this analysis [11], [12], [13], [14], [15], [16].
Table 3 presents the key issues in related work along with

their corresponding solutions.

B. FEATURE ENGINEERING(FE) RELATED RESEARCH
FE is a fundamental task in the preparation of ML data [17].
FE is the process of transforming raw, unprocessed data into
a dataset that can be used for MLmodel development, aiming
to improve the model’s performance by inputting relevant and
appropriate data. Therefore, FE involves constructing suitable
features from raw data to enhance predictive performance
and generating new features by applying transformation func-
tions, such as arithmetic and aggregation operations. The
key FEmethods include imputation, feature creation, one-hot
encoding, feature transformation, and dimensionality reduc-
tion (feature selection and extraction) [18]. To succeed in FE,
domain-specific expertise in the subject matter is crucial [19].

1) IMPUTATION [20]
Imputation refers to the handling of missing values in data.
One method is to delete a row that contains a missing value,
which can affect the data analysis. Therefore, the dataset was
supplemented using the following methods.
Categorical Value: Missing categorical variables are gen-

erally replaced by the most commonly occurring value in
other records.
Numerical Value: Missing numerical values are generally

replaced by default values or the mean of the corresponding
value in other records.

In addition to the two methods, there is also a method
where missing values are inserted randomly.

2) FEATURE CREATION [21]
Feature Creation is the process of creating new features based
on observations of data patterns or knowledge. It is a form of

Feature Engineering (FE) that can significantly improve the
performance ofMLmodels. Themethods of Feature Creation
include creating new features based on knowledge, such as
the nature of the business or standards; creating new features
by observing data patterns through aggregate calculations or
interactions; and combining existing features or synthesizing
new data points to create new features.

3) ONE-HOT ENCODING [22]
To use categorical data in a text format for ML training,
it is necessary to convert them into numerical data. However,
simply assigning an order can sometimes be misconstrued
as representing the magnitude rather than just a sequence.
For example, if categories are assigned as SSH(1), HTTP(2),
SSL(3), HTTP value might be wrongly perceived as some-
thing ‘greater’ than SSH value. An alternative is to represent
each categorical data as a separate column and indicate the
presence of a value with 0 and 1. This method is known
as One-hot encoding. However, this approach can lead to
inefficiency in storage space, as separate columns are created
for each data, especially when there are many categories.

4) FEATURE TRANSFORMATION(FT) [23]
Feature Transformation (FT) is the process of transforming
features to be represented more suitably for ML models. This
was done to enable the model to learn effectively from the
data. Types of FT include Normalization, Standardization,
and Scaling.

5) DIMENSIONALITY REDUCTION [24]
Dimensionality Reduction is a method of reducing dimen-
sions to enhance ML performance, with Feature Extraction
and Selection as the primary techniques.

a: FEATURE EXTRACTION [24]
It refers to reducing the size of features without losing infor-
mation from the original feature space. Through such Feature
Extraction, when the dimensions are reduced, the amount
of computation for the computer decreases and memory is
conserved, leading to increased efficiency and improved per-
formance of the analysis system.

b: FEATURE SELECTION [24], [25]
Feature selection is the process of selecting relevant attributes
that have the most significant impact on detection or
prediction from a large amount of data. By eliminating
redundant or irrelevant data through Feature Selection,
it is possible to improve prediction accuracy without data
loss. Feature Selection algorithms for raw data are catego-
rized into similarity-based, information theory-based, sparse
learning-based, and statistical methods. Significant research
has been conducted on optimal Dimensionality Reduction,
with notable studies including mRmR, RELIEF, CMIM,
Correlation Coefficient, BW-ratio, INTERACT, GA, SVM-
REF, PCA (Principal Component Analysis) [26], Non-Linear
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Principal Component Analysis, Independent Component
Analysis, and Correlation-based feature selection.

C. SUPERVISED MACHINE LEARNING ALGORITHMS
The learning methods in ML are broadly divided into super-
vised, unsupervised, and reinforcement learning. In previous
studies using Zeek, supervised learning methods were used,
and the main algorithms employed were Logistic Regres-
sion (LR), Naïve Bayes (NB), K-Nearest Neighbors (KNN),
Support Vector Machine (SVM), Decision Tree, the bagging
algorithm Random Forest (RF), and the boosting algorithm
Gradient Boosting (GB) [7], [11], [14], [15]. This section
explores the ML algorithms used in this study.

Logistic Regression (LR) is a machine learning algorithm
that predicts the likelihood of an event using a linear combina-
tion. It is a ‘supervised learning’ algorithm that ‘predicts’ the
probability of data belonging to a category as a value between
0 and 1 using regression and classifies it into the categorywith
the higher likelihood based on that probability [27].
Naïve Bayes (NB) is a simple ‘probabilistic classifier’

based on Bayes’ theorem, which assumes that all features are
independent. Research has shown that this model is intuitive,
easy to build, and known to perform with high accuracy on
small datasets [28].

K-Nearest Neighbors (KNN) is an algorithm that classi-
fies and labels data based on the closest similar attributes.
In KNN, ‘K’ represents the number of nearest neighbors,
making it a crucial decision factor in this algorithm [27].
Support Vector Machine (SVM) is an ML algorithm

used for pattern recognition, classification, and regression
analyses. It operates by selecting a hyperplane thatmaximizes
the margin between different classes. The goal is to find the
hyperplane that creates the largest gap between the categories
to be classified [7], [27].
Decision Tree (DT) is a set of nodes that splits data and

returns binary decisions (Yes or No) based on the conditions
of the nodes. The input vector is passed to the corresponding
sub-nodes depending on the decision. This process contin-
ues until a leaf node is reached and a final decision is
made [7], [27].

Ensemble Learning is a machine learning technique that
combines multiple algorithms to achieve better performance.
The essence of ensemble learning is creating a strong classi-
fier by combining several weak classifiers, which ultimately
aims to improve the accuracy of the model. Examples of
such ensemble learning techniques include Bagging and
Boosting. A representative algorithm of Bagging is Random
Forest (RF), which combinesmultiple Decision Trees, and for
Boosting, the Gradient Boosting (GB) algorithm is a notable
example [29].

Generally, DL models outperform ML models; however,
they often consume substantial system resources, making
timely responses challenging. Therefore, ML techniques that
utilize FE are often more efficient [30]. Therefore, we con-
ducted experiments using supervisedML algorithms after FE.

FIGURE 3. Feature engineering procedures.

IV. FEATURE ENGINEERING(FE)
A. GOAL AND PROCEDURE
For successful FE, it is crucial to have expert knowledge of
the subject matter, along with an understanding of the raw
data being used [19]. Mönch et al. [31] mentioned that not
using tools, such as Zeek, was a limitation of his study on
real-time APT analysis. The purpose of the FE in this study is
to transform Zeek IDS log data into a dataset suitable for ML.

To accomplish this, the FE process was divided into
a preprocessing stage and an optimization stage through
experimentation. Section IV describes the preprocessing pro-
cedures, such as collecting raw data and identifying and
labeling attacks, as shown in Figure 3.

B. EXPERIMENTAL ENVIRONMENT
1) OVERVIEW OF THE EXPERIMENTAL ENVIRONMENT
The experimental environment was a simulated test setup that
assumed that an organization with both internet and intranet
networks would protect its internal resources in a cyberat-
tack scenario. Computers and network equipment that must
be defended are infected with known/unknown malware.
Attackers continuously execute attacks using these infected
computers to penetrate an organization’s core system [32].
Defenders do not know the number of infected computers,
and use IDS, Firewall, and AV to detect and defend against
malicious activities in a given situation.

2) SYSTEM CONFIGURATION
Figure 4 and Table 4 show the system configuration of the
experimental environment and setup detail. The institution
being defended uses an external internet through a central
‘Center’ router, and this router also connects the headquar-
ters and branches. Communication between headquarters and
branches is conducted using internal IP addresses, whereas
computers in Internet access points, such as websites, use
public IP addresses. Additionally, both the headquarters and
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FIGURE 4. System diagram.

TABLE 4. Experimental setup detail.

branches have their Internet zones, enabling them to access
the Internet. These zones also present a risk of communica-
tion with external Command and Control (C&C) servers [33].

Therefore, in this network structure, because the internet
and intranet computers are configured in a logically segre-
gated network, there is a risk that if internet computers are
infected, intranet computers could also be compromised.

3) METHOD OF COLLECTING SYSTEM LOG DATA
Log data are transferred from a computer (server) connected
to a mirroring port at the central Center router to Zeek IDS,
capturing all packets that pass through. Zeek records packet
logs according to predefined rules for each protocol, such as
connection, HTTP, FTP, and SSH. These packet logs record
both internet and intranet packets.

C. PROTOCOL SELECTION FROM ZEEK LOG
Zeek IDS records 28 types of logs, as listed in Table 1. Among
these, protocols that can potentially be used for intranet
attacks include SNMP, SOCKS, SSH, RPC, NTLM, SSL,
RDP, NTP, Tunnel, SMB, HTTP, FTP, KERBEROS, and RFB
(VNC), totaling 14 types. The conn log, which encompasses
all others, was not used for the analysis because it would
result in duplication when combined with other protocol
logs [10]

D. EXTRACTING INTRANET ATTACK DATA FROM FULL LOG
After separating the 16 types of protocol data from the
total dataset, the next task is to extract only the intranet
packets. This was achieved by analyzing the IP system and
network configuration and isolating communications exclu-
sively between intranet IPs (10.x.x.x) [34]. It is important
to note that packets are used to monitor the progress of
operations, and these packets must also be distinguished and
separated.

E. CREATING ACCUMULATED CONNECTION COUNTS
To generate values corresponding to the number of attack
attempts, which is a key concept of this study, the processed
data thus far are categorized by each IP and arranged in
chronological order. Thus, the cumulative number of connec-
tions is calculated.

Therefore, to categorize data by IP, the first step is to
decide whether to use the Source IP (Src IP) or Destination
IP (Dst IP) as the classification criterion. As identifying the
attack initiation IP is crucial for distinguishing the act of an
attacker initiating an attack, the criterion was set as the Src IP.
A simple program was then used to separate the existing data
into files based on IP. Next, using the Linux ‘sort’ command,
the files categorized by IP are arranged in chronological
order. A line count is added to each sorted row to create a
cumulative number of connections.

F. JUDGING THE ATTACK SIGNATURE
Once the task of generating the cumulative number of con-
nections is completed, the next step is to identify whether the
packet is an attack. To do this, rows with the ‘Attack’ string in
the Zeek log files were labeled. The attack strings were based
on the Attack Signatures used in Mitre, OWASP, Snort rule,
and CVE, as shown in TABLE 5 [35], [36], [37], [38].

G. INTRANET-ATTACK LABELING
The next task was to determine whether the packets (rows)
identified with Attack Signature were actual intranet attack
packets. While there are methods to automate this task [39],
to create clear foundational data, every packet marked as
‘Yes’ by Attack Signature was manually reviewed to deter-
mine whether it was an actual attack and then labeled
accordingly. Table 6 presents a sample of the dataset with the
Attack Labeling process completed.
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TABLE 5. References of attack signature.

TABLE 6. Dataset(sample) after attack labeling.

The statistics of the data after completing the Attack Label-
ing process are as follows. The total number of entries is
278,948, out of which 2,331 packets have Attack Signatures,
and 1,873 are actual attack packets. In other words, when
detecting attacks based solely on Attack Signatures, the accu-
rate detection rate was 80%.

H. DATA AUGMENTATION TO PREVENT OVERFITTING
To assess the suitability of the dataset we have worked
with so far, we measured the accuracy using Support Vector

FIGURE 5. The accuracy of only using attack signature.

FIGURE 6. Data argumentation.

FIGURE 7. Connection Count distribution after argumentation.

Machine and Random Forest supervised learning algorithms.
Surprisingly, both algorithms exhibit an accuracy of over
99%. However, we quickly realized that this dataset was
not suitable for machine learning, which can be understood
by examining the data distribution. The total row count of
the entire dataset was 278,948 with only 1,873 instances of
intranet attacks. In other words, the ratio of labeled data was
only 0.67%. Labeled values of less than 1% can lead to model
overfitting [40]. Therefore, as shown in Figure 6, strategies to
prevent overfitting are necessary for this dataset [41].
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TABLE 7. Comparison before and after data argumentation.

TABLE 8. Dataset(sample) after encoding.

In this study, to address the overfitting issue, we enhanced
the dataset using the Argumentation method, which involves
replicating or augmenting labeled data [42]. Initially, for
replication, we chose to replicate the labeled HTTP attack
packets’ port 80 into frequently used ports in web proto-
cols such as 80, 8080, 443, and 8443. For augmentation,
we divided the connection count into intervals and amplified
the numbers by assigning weights to each interval. Table 7
provides the statistics before and after Data Argumentation,
while Figure 7 illustrates the distribution of the connection
counts.

As shown in Table 7, throughArgumentation, we increased
the proportion of labeled data from 1,873 (0.67%) instances
to 87,590 (21.72%).

Furthermore, as shown in Figure 7, it is evident that after
Argumentation, the distribution of Connection Count fre-
quencies has been amplified in a shape that closely resembles
the distribution of the original data.

V. EXPERIMENT AND RESULT
A. GOAL AND PROCEDURE
The goal of this section is to optimize the dataset generated in
the previous preprocessing steps to create a robust data model
suitable for ML analysis. It is to lay the foundation for assess-
ing the utility of the hypothesis regarding the ‘number of

FIGURE 8. Experiment and evaluation procedures.

TABLE 9. Performance measurement results among weight values of
connection count attribute.

cumulative connections.’ The procedures used in this section
are illustrated in Figure 8. Initially, the dataset was explored
through exploratory data analysis (EDA), and the numerical
attributes were optimized through experimentation. Subse-
quently, processes such as feature selection and extraction,
which involve dimensionality reduction, are performed to
create a more robust final dataset [24], [25]. Strictly speaking,
these procedures also fall under the domain of FE, but they
include the process of strengthening the model by measuring
the performance using ML techniques, which is why they are
separated from Chapter IV. Finally, experimental results are
presented and their significance is derived.

B. EDA (EXPLORATORY DATA ANALYSIS)
To understand the characteristics of the dataset created up to
Section IV, we performed Exploratory Data Analysis (EDA)
using visualization tools and other techniques [43], [44].

First, for EDA, categorical values must be encoded into
numerical values. One-hot encoding is commonly used for
encoding; however, in cases such as IP or Session ID, it can
lead to too many dimensions. Therefore, Label encoding was
used [22]. The dataset created in this manner is listed in
Table 8.
Intuitively, SessionID, Src_Port, and DateTime exhibit

wide ranges of values. We further explored the characteristics
of this dataset using a correlation graph.

Figure 9 shows the correlation (Pairs Plot) between the Pro-
tocol, ConnectCount, and AttackSign attributes based on the
APT_Label attribute, sampled randomly from 4,000 samples
in the dataset [45].
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FIGURE 9. Pair plot of dataset.

Examining its significance, we first observed that
APT_Label is primarily associated with two types of proto-
cols, whereas ConnectCount mainly falls within the range of
less than 1,000 for APT_Label. AttackSign exhibits a strong
correlation with APT_Label because it is predominantly
found in cases where the result value is True. Based on these
exploratory analysis results, we proceeded with the following
tasks.

C. OPTIMIZATION WEIGHT VALUES OF ATTRIBUTES
To make the ML model more robust, the next task to be
undertaken is the optimization of weight values for numer-
ical attributes, specifically the Connection Count and Attack
Signature Attributes. To achieve this, we assigned weights to
attributes like the approach used in the WEKA open-source
analysis tool [46].

1) CONNECTION COUNT ATTRIBUTE
The method of assigning weight to the ConnectCount
attribute involves multiplying the attribute by a weight value.
We set the weight range from 0.1 to 4, multiplied the two
values, obtained the results through the ML algorithms, and
listed these values. From the listed values, we determine the
weight value that corresponds to the best performance.

2) ATTACK SIGNATURE
For the Attack Signature Attribute, because its data values
are either True or False, we employed a method of adjusting
the weight by controlling the proportion occupied by the
Attack Signature in the entire dataset, rather than using simple
multiplication. We set the weight range between 0.1 and 2,

TABLE 10. Performance measurement results among weight values of
attack signature attribute.

TABLE 11. Evaluation values by changes in the number of attributes.

and for weight values < 1, we randomly deleted True Attack
Signature values from the data using the weight ratio. Con-
versely, for weight values greater than 1, we randomly deleted
data with Attack Signature values as False using the weight
ratio. We then calculated the results usingML algorithms and
listed the values. Subsequently, we determined the weight
value corresponding to the best performance from the listed
values.

The ML algorithms used to optimize the two attribute
weights were six supervised learning algorithms with con-
firmed validation in previous research: Logistic Regression
(LR), Naïve Bayes (NB), K-Nearest-Neighbors (KNN), Sup-
port Vector Machine (SVM), Random Forest (RF), and
Gradient Boosting (GB). To ensure the robustness of the
model, we set the K-fold cross-validation value to five [47].
The hyperparameter values used for each ML algorithm are
listed in APPENDIX A [48].

Table 9 lists the accuracy results of the six algorithms for
the Connection Count Attribute. The comprehensive perfor-
mance evaluation results, including Recall, and F-Score, are
presented in APPENDIX B [49].

Regardless of the weight, the results remained constant at
0.78. Consequently, it can be confirmed that the weight value

VOLUME 12, 2024 52489



M. Jang, K. Lee: Advanced Approach for Detecting Behavior-Based Intranet Attacks by ML

TABLE 12. Evaluation results.

FIGURE 10. A graph of performance measurement results.

of the Connection Count attribute does not significantly affect
the algorithms. Therefore, a default weight value of 1 was
used.

Table 10 presents the accuracy results for the six algorithms
regarding the Attack Signature Attribute, and Figure 10
presents a graph of the results. The comprehensive perfor-
mance evaluation results are presented in APPENDIX B.

The Attack Signature weight value has a consistent influ-
ence on the results as it increases or decreases the data
volume. When the weight value was small, the data tended
to overfit, resulting in high accuracy, whereas when the
weight value was large, the data tended to underfit, lead-
ing to lower accuracy. Therefore, considering the trade-off
between overfitting and underfitting, a weight value of 0.8 is
chosen [50].

D. FEATURE EXTRACTION AND SELECTION
In this section, we aim to improve the model’s performance
by undergoing the Feature Extraction process to reduce
dimensionality without information loss and conducting Fea-
ture Selection to choose attributes that positively impact
performance [24], [25]. Thus far, the summarized attributes,
excluding the Attack Label, include Protocol, SessionID,
Src_IP, Src_Port, Dst_IP, Dst_Port, DateTime, Connect-
Count, and AttackSign, totaling nine attributes. We must

FIGURE 11. Feature selection process.

select attributes that can potentially influence attack detection
or prediction and create a formula. In this study, the attributes
used to reduce the dimensionality were Protocol, Connect-
Count, and AttackSign. Using these attributes, we derive
a formula, calculate the resulting values, and generate a
new attribute called PCA(1) to reduce the dimensions [24],
[51]. The computation method for the PCA attribute is as
follows:

Definition
1.Pr = {3, 2, 1} represents the ranking values of the Attack

Signature’s proportion among the protocols.
2. Cq = {Number} represents the cumulative connection

count.
3. Ab = {1, 0} represents the Attack Signature.
4. Wc = 1.0 is the weight for the Connection Count

attribute.
5.Wa = 0.8 is the weight for the Attack Signature attribute.
6. N[cr] denotes the N-th current row.
Formula

PCA[cr] =
Pr × (Cq·W c) × (Ab ·Wa)

3 [cr]
(1)

By performing Feature Extraction, nine attributes–
SessionID, Src_IP, Src_Port, Dst_IP, Dst_Port, DateTime,
and PCA–were reduced to seven attributes.

Now, the next step was to select the features that could
improve the performance of the model. The feature Selection
was performed as shown in Figure 11 [25].

Supervised ML algorithms used for Feature Selection
included the same six algorithms as before. The performance
comparison results showed significant performance support
for the SVM algorithm, which aligned with the intentions of
the experiment. For the other algorithms, all the values were
measured similarly. Therefore, the Feature Selection process
proceeded by considering the performance evaluation results
of the SVM algorithm. As the first step, Src_Port, SessionID,
and DateTime attributes, where values are randomly gener-
ated, were eliminated to compare the performance [52]. Then,
SessionID and DateTime are eliminated sequentially, and the
performance is measured accordingly [53]. The results are
presented in Table 11 and Figure 12.

As shown in Table 11 and Figure 12, when gradually reduc-
ing features with a wide range of values, the performance
improves slightly with each reduction until it significantly
improves when there are four features. Therefore, as a result
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FIGURE 12. Evaluation values by changes in the number of attributes.

TABLE 13. Comparison between PCA and PA in SVM algorithm.

of Feature Extraction and Selection, it can be confirmed that
the best performance was achieved with only four features:
Src_IP, Dst_IP, Dst_Port, and PCA.

E. EXPERIMENTAL RESULTS
We evaluated the performance using a dataset generated
through the FE process with six supervised learning algo-
rithms. Table 12 presents the results of the performance
evaluation [49].

The FEmethod employed in this paper to derive the dataset
and evaluate its performance with supervised ML algorithms
revealed excellent performance with an accuracy of 96% in
the SVM algorithm.

VI. DISCUSSION AND LIMITATION
A. PERFORMANCE COMPARISON WHEN THERE IS NO
CONNECTION COUNT
To assess the effectiveness of this study, we discussed and
experimented with the performance evaluation results when
the Connection Count was included as a detection attribute
and when it was not.

In this study, during the FE process, three attributes -
Protocol, ConnectCount, and AttackSign–were computed to
derive a value called the PCA to reduce the dimensions.
Therefore, to compare the performance of ConnectCount
presence or absence, we need to compute only the Protocol
and AttackSign values to create an attribute called PA, and

then compare the performance evaluation valueswhen PCA is
selected and when PA is selected. The formula for generating
the PA(2) value is as follows:

Formula

PA[cr] =
Pr × (Ab ·Wa)

2 [cr]
(2)

Table 13 presents a performance evaluation comparison
between PCA and PA when the SVM algorithm was selected.

As observed in Table 13, it can be noted that when Connect
Count is not included as a detection attribute, there is a
difference of 0.4 in accuracy.

B. ADDRESSING POTENTIAL VULNERABILITIES
Addressing potential vulnerabilities is the ultimate goal
for those researching cybersecurity. Cybersecurity is not
achieved with a single effort but rather through multiple
layers of shields, striving for near-perfect security. Various
organizations and entities are creating frameworks to prevent
potential vulnerabilities, with one notable example being
MITRE D3FEND, operated with funding from the United
States National Security Agency (NSA) [57]. MITRE man-
ages the ATT&CK attack model and the D3FEND defense
model, categorizing defense methods into six classifications:
Harden, Detect, Isolate, Deceive, Evict, and Restore, and pro-
viding detailed measures for each.While the D3FENDmodel
cannot prevent all cyberattacks, it is considered effective
in addressing potential vulnerabilities. In particular, under
the ‘‘Detect’’ category, there is a sub-category called ‘‘User
Behavior Analysis,’’ which includes Network Traffic Analy-
sis and Resource Access Analysis. Our research falls within
this domain, and the payloads in ‘‘Table 5’’ of this document
can be considered as examples of behavior-based defense
technologies. While the security methodologies we propose
may not address all potential vulnerabilities, we anticipate
that the accumulation of such small efforts by researchers will
contribute to the advancement of cybersecurity.

C. ENRICHING QUANTITATIVE ANALYSIS AND REAL-TIME
DETECTION EFFICIENCY
Advancing this experiment into a real-time detection system
is both practical and our ultimate goal. However, applying
a theory to real-world situations requires several steps. The
first step involves establishing the initial concept and proving
its validity. The second step involves determining whether
to proceed to the practical stage through comprehensive
quantitative analysis. The third step entails designing and
developing a system capable of real-time operation based on
the established concept. This third step also requires numer-
ous trial and error attempts. Finally, applying the system
to real-world scenarios, comparing the real-time detection
efficiency, and optimizing the process are necessary. The
current manuscript represents an initial stage document that
utilizes ML to verify the significance of ‘Accumulated Con-
nection Counts.’ Many steps remain ahead to reach the stage
where real-time detection efficiency can be measured. This
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TABLE 14. Hyper parameter values.

research is now in the first stage of establishing and validating
initial concepts. Therefore, we plan to establish plans for the
procedures corresponding to stages 2, 3, and 4 for future
progression.

On the other hand, there have been various opinions on
whether our experiments are meaningful only in real-time
scenarios. In the case of intranet situations, attacks are usually
sophisticated and long-lasting APT attacks. In considering

TABLE 15. ‘Connection count’ attribute.

such situations, there is an opinion that analyzing collected
logs to detect attacks, rather than real-time detection, can also
help companies or organizations eliminate threats they face.
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TABLE 16. ‘Attack signature’ attribute.

In other words, although we analyzed IDS logs to determine
the significance of the intranet ‘Accumulated Connection
Counts’ attribute for detection, some argue that detection does

not necessarily have to be in real-time. Even if it does not
achieve the efficiency of real-time detection, this detection
theory still becomes effective in its own way.

D. LIMITATIONS AND FUTURE PLANS
This study focused on analyzing packets in the forward direc-
tion, where attacks originate from clients and target servers
within an intranet. However, these attacks were not limited
to this direction. For instance, in cases where a computer is
compromised by malware because of an attack, it may send
signals in the reverse direction [54]. In the future, we plan
to enhance this study by including reverse-direction attacks
and providing a more comprehensive analysis of intranet
attacks.

VII. CONCLUSION
When changes occur in the cybersecurity landscape, such
as network segregation and the emergence of Zero Trust,
a reevaluation of attack detection methods is essential. This
paper proposes the selection of connection count as an
attribute for behavior-based intranet attack detection, taking
into consideration the persistent and repetitive attack patterns
of adversaries. To support this proposal, intranet attack pack-
ets were analyzed using machine learning algorithms, and the
basis for this approach was provided. Specifically, an intranet
attack environment was constructed and logs collected from
Zeek IDS were transformed into analyzable datasets through
a feature engineering process. In this process, techniques
like Argumentation for preventing overfitting, attribute opti-
mization, and feature extraction/selection were employed to
derive a dataset with four attributes: Src_IP, Dst_IP, Dst_Port,
and PCA. Subsequently, the performance of six supervised
learning algorithms was evaluated on this dataset, and the
SVM algorithm achieved a high accuracy of 97%. It was
also observed that the presence of connection count values
outperformed scenarios where they were absent.

In the future, we plan to enhance this study to encom-
pass reverse-direction intranet attack forms. We hope that
this paper contributes to the continued development of the
cybersecurity and computer science fields through the dataset
and experimental methods it provides.

APPENDIX A
See Table 14.

APPENDIX B
PERFORMANCE MEASUREMENT RESULTS OF WEIGHT
VALUES
See Tables 15 and 16.

APPENDIX C
DATASET DETAIL

- File Type: Normal CSV file
- Total number of lines: 403,196
- Structure: All fields are numeric values
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