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ABSTRACT Gesture elicitation is a fundamental method for constructing gesture-based interactive systems.
Existing research has shown that this method allows users’ knowledge to serve as a design basis, minimizing
biases that may occur from relying excessively on an expert’s preference. However, how to conduct effective
gesture elicitation studies remains an uncertain and open-ended issue. Through a thorough literature review,
this study aims to identify important aspects that have significant impacts on the implementation of the
elicitation study. The main findings of this paper are as follows: (1) Factors such as the choice of participants,
referents, elicitation techniques, elicitation environments, and tasks can have a significant impact on the
results of gesture elicitation; (2) Researchers have proposed various metrics for selecting gesture sets and
evaluating their effects, but there is still debate over the sufficiency of these metrics; (3) Various methods
have been proposed to improve gesture elicitation research, but there is still a lack of broad consensus on the
best practices for gesture elicitation research, how to evaluate and report results, and how to compare results
across studies. These findings indicate that gesture elicitation has become a valuable research and practical
tool, but further study is needed to utilize it better.

INDEX TERMS Elicitation, gesture, human-computer interaction, participatory design, research method,
systematic literature review.

I. INTRODUCTION
Gesture Elicitation Study (GES) is a user elicitation method
specifically aimed at gesture design. Initially proposed and
practiced byWobbrock et al. [1], GES requires participants to
suggest gestures related to specific referents (the effects of an
action). This form of research has quickly become a popular
tool, extensively used in the design of gesture interactions
for mobile devices [2], smart homes [3], [4], autonomous
driving [5], [6], and extended reality technologies [7], [8], [9].
The value of GES lies in its ability to enable researchers

to gain a deep understanding of users’ capabilities and pref-
erences. By removing the execution gap from the system,
it allows participants to interact with the system in any
way they choose, meaning that the end users are directly
involved in the design process [10]. Through such research,
researchers can observe unrestricted interactions between

The associate editor coordinating the review of this manuscript and

approving it for publication was Orazio Gambino .

users and emerging technologies, leading to the generation
of a consensus set for targeted interaction behaviors from
users [11].

Although GES has shown great potential in practice, cur-
rent literature indicates that there are still research gaps
remain unsolved, particularly the lack of a recognized best
practice process. As a result, many researchers have proposed
modifications and improvements based on their specific
needs [12], including but not limited to: changes to the elic-
itation process [13], the display of referents [12], elicitation
environment [7], evaluation metrics for elicitation [14], and
assessment of elicitation effects [15]. This article attempts to
summarize the latest research progress through a systematic
literature review, to assist HCI researchers and designers in
better designing and conducting gesture elicitation studies,
or further developing this useful tool.

Upon conducting a literature search, we identified
four review papers focused on gesture elicitation studies.
Villarreal-Narvaez et al. [16] surveyed 216 studies up to
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the year 2019 to address questions related to the applica-
tion domains of gesture elicitation, such as: What are the
main meta-data of GES? In what ways are two or more
GES similar? Which areas require new or more GES? Sub-
sequently, in 2024, Villarreal-Narvaez et al. [17] expanded
the review scope and examined the corpus of 267 studies
up to 2021 to provide descriptive, comparative and genera-
tive analysis about many aspects of GES research, such as:
distribution, involved body parts, referents, gesture datasets,
indicators, terminologies. Tsandilas [18] investigated studies
up to 2018 (the number of studies is unspecified), primarily
focusing on consensus calculation methods, identifying some
issues with existing methods, and suggesting improvements.
Vogiatzidakis and Koutsabasis [19] reviewed 47 studies up
to 2018, covering aspects of gesture elicitation research such
as application domains, technological maturity of the systems
at hand, basic process, the dimensions of appropriateness, the
profile of participants, gesture evaluation, and data analysis.
Some conclusions of the above reviews are consistent with the
findings of this article, such as: GES research and application
show a growing trend; the most frequently reported measures
of agreement in GES research is AR (agreement rate); the
process of GES research is gradually standardized, but there
is no universally accepted best process. However, the ques-
tions listed below have still not been clearly answered in pre-
vious reviews and therefore become the focus of this article:
RQ1: What is the typical process of Gesture Elicitation

Studies?
RQ2: What are the methods, metrics, pros and cons of

gesture consensus analysis?
RQ3:What factors influence the final outcomes of Gesture

Elicitation Studies? Is there empirical evidence?
RQ4: How can the quality of gesture sets be evaluated?
The remaining sections of this article are organized as fol-

lows. Section two provides an overview of the paper selection
process and criteria. Section three presents the findings and
results of the investigation into the aforementioned research
questions. Section four further discusses these research find-
ings. Finally, conclusions are drawn in section five.

This article is an extension of the author’s The 11th Inter-
national Conference in Software Engineering Research and
Innovation conference report ‘‘Factors Affecting the Results
of Gesture Elicitation: A Review [20]’’. The conference
report introduces the progress of GES research until 2023 and
provides a preliminary discussion of RQ3. This article sup-
plements the papers published in 2023-2024 that are not
included in the conference report and then discusses three
issues not covered in the conference report, namely: RQ1,
RQ2, and RQ4, and provides a more complete analysis and
explanation of RQ3.

II. METHOD
Systematic Literature Review (SLR) is a methodological
research approach aimed at formally synthesizing the primary
studies in a specific field through well-defined steps [21],
usually including identification, screening, eligibility, and

inclusion [22]. Fig. 1 illustrates the flowchart of the Lit-
erature Search and Evaluation for Inclusion process in this
paper [23].

Step 1: Identification
Channels for Literature Search:We selected the following

electronic databases for literature retrieval: (1) IEEE Xplore,
(2) ACM Digital Library, (3) Springer Link, (4) Elsevier
ScienceDirect, and (5) Engineering Village. These online
digital libraries are primary sources for accessing literature
in the field of human-computer interaction.
Keywords Used for the Search: We conducted the search

using the following keywords: Q = ‘‘elicitation’’ AND ‘‘ges-
ture’’, to retrieve more comprehensive and inclusive results.
To facilitate the traceability of our literature search, and to
periodically repeat the search in the same databases and
sources to identify any new materials that may have emerged
since the initial search, we set December 29, 2023, as the final
day for literature retrieval.We have exported the reference list
accordingly.
Refining Results With Additional Restrictions: We have

chosen 2005 as the starting year, as it was the year
when Wobbrock et al. popularized the elicitation method
in Human-Computer Interaction (HCI) research. To avoid
excessive and irrelevant search results, we conducted
advanced searches limited to titles, keywords, and abstracts
of all literature from 2005 to 2023. From the results obtained
from these five databases, we identified a total of 1,283 refer-
ences. Among them, 415 references were duplicates. We then
further refined the remaining 868 papers based on the selec-
tion criteria described in steps 2 and 3.

Step 2: Screening
We filtered out 868 results based on the following criteria:

(1) excluding studies from the abstract that did not involve
elicitation research, did not focus on gestures, or were unre-
lated to interactive systems; (2) excluding papers that were
not peer-reviewed research papers. As a result, we excluded
492 irrelevant references through the screening process,
resulting in a total of 376 papers.

Step 3: Eligibility
We further screened the remaining literature through a

quick review of abstracts and full-text content using the fol-
lowing criteria: (1) excluding papers without a clear research
conclusion or lacking evidence to support the conclusion
or with an unclear description of the research process;
(2) excluding papers that were unrelated to the research
question were excluded. Based on these criteria, we excluded
298 papers and selected n=78 final papers for this study
review.

Step 4: Inclusion
Regarding the final 78 papers (see Appendix), we qual-

itatively classified each paper based on different analytical
dimensions, such as studies evaluating the effects of gesture
elicitation, studies investigating factors influencing gesture
elicitation effects, and studies exploring methods to improve
gesture elicitation effects. Details can be found in the next
section.
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FIGURE 1. The four-phase flow diagram of SLR examination.

III. FINDINGS
In this section, we report on the trends, application domains,
and basic characteristics of Gesture Elicitation Studies,
as well as findings based on the research questions we
reviewed.

A. DESCRIPTIVE ANALYSIS
1) TEMPORAL DISTRIBUTION
Research on Gesture Elicitation Methods is showing an
upward trend, indicating an increasingly active field of study.

The majority of studies within this domain employ empir-
ical research methods, which rely on actual observations,
experiments, or survey data [24], showcasing the research
community’s preference for evidence-based approaches.
In contrast, non-empirical research, which does not utilize
quantitative data or scientific experimental designs, is less
common in GES.

This survey encompasses papers published between
2005 and 2023, as indicated in Table 1, the first study propos-
ing improvements to GESwas published in 2013, followed by
a general upward trend in the volume of related research pub-
lications. This developmental trend demonstrates the research
community’s ongoing pursuit in optimizing Gesture Elicita-
tion Methods.

2) RESEARCH QUESTION
As an emerging area, the GES method encompasses a wide
range of topics (Table 2), reflecting that there are still many
aspects within this field that can be improved and further
developed.

• Research on Factors Affecting Gesture Elicitation
Effects: This type of research focuses on various factors
in GES that may affect the quality and outcome of
gestures as well as the efficiency of the experiment,
such as the participants’ gender, cultural background,
knowledge level, task difficulty, and complexity.

• Research on Methods for Improving Gesture Elicitation
Effects: How to design better gesture elicitation experi-
ments to improve their effectiveness? For example, how
to make participants understand and accept gesture elic-
itation more easily.

• Research onMethods for Processing Gesture Data: This
area mainly focuses on how to process the collected
gesture data to extract the best set of gestures.

• Research on the Evaluation of Gesture Elicitation Out-
comes: This type of research focuses on the methods
and metrics for evaluating the outcomes of gesture elic-
itation. For example, how to evaluate the differences in
the effectiveness of gesture elicitation in different audi-
ences, and whether gesture elicitation can help people
better solve problems, learn, or remember.

• Research on gesture elicitation toolkits: This aspect
mainly explores and designs tools and techniques that
can effectively support gesture elicitation methods.

3) APPLICATION DOMAINS & RESEARCH OBJECT
As attention to improving the GESmethod continues to grow,
its application scope and domains have become increasingly
broad (as indicated in Table 3 & Table 4).

The primary application areas of gesture elicitation
research have shifted from touch interactions like tablets and
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TABLE 1. Number of papers examined within 2005–20231.

TABLE 2. Classification of research questions.

TABLE 3. Application domains of GES.

smartphones to touchless or multi-modal interaction domains
such as XR, smart environments, and human-robot inter-
action, illustrating the impact of technological and demand
changes on research paradigms. Nearly half of the studies
focus on mid-air gestures (38 out of 78, 48.7%), and the
breadth and depth of research on mid-air gestures also reflect
the growing demand and interest in novel human-computer
interaction methods.

4) ELICITATION ENVIRONMENT
The elicitation environment refers to the experimental condi-
tions and settings established by researchers (Fig. 2). Though
primarily conducted in-lab settings (14 out of 78 studies,
17.9%), there has been a gradual increase in gesture elici-
tation studies conducted in-situ settings (6 out of 78, 7.7%)
and virtual environments (9 out of 78, 11.5%) in recent
years.
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TABLE 4. Research object of GES.

FIGURE 2. Diagram of the GES experimental environment.

Besides, nearly half of the studies (34 out of 78, 43.6%) did
not explicitly report the elicitation environment (missing or

implied), which could hinder the replicability, reproducibil-
ity, and repeatability of these experiments [25].
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5) REFERENT DISPLAY
A referent in the context of GES refers to the command/action
that the input suggestion is intended to execute [10]. For
instance, if the objective of a GES is to test how people use
gestures to control music playback, then the referent could be
‘‘play music,’’ which can be presented to the participants in
the form of text, animations, or images. As a specific example
(Fig. 3), an image of a ‘‘play’’ button could be displayed
on the screen, or an animation of a musical note, to guide
participants in making gesture controls. In this scenario, the
referent acts as an instruction, guiding participants to perform
the corresponding gesture control to accomplish the task of
playing music.

In practical applications, the use and maturity of these
presentation forms vary.We have categorized the presentation
forms of referents according to their fidelity levels into four
categories (as shown in Fig. 3). Although text-based refer-
ents still dominate, the use of referents with higher fidelity
in experiments is gradually increasing. This trend reflects
the research community’s growing emphasis on enhancing
the fidelity of experimental materials and the immersion of
participants.

B. ANALYSIS ACCORDING TO RESEARCH QUESTIONS
GES, originating from the field of requirements engineering
and participatory design, has been widely applied to assist
designers in selecting the most suitable gesture sets for spe-
cific applications. As the GES method has not yet established
a widely recognized process, this section aims to organize and
summarize the currently common implementation processes,
as well as the related methods and their effects.

1) RQ1: POPULAR RESEARCH PROTOCOL
In order to help systematize and structure gesture elicita-
tion research and ensure the clarity and reproducibility in
the experimental process, after summarizing the research
processes of all literatures, we proposed a four-stage GES
research protocol as follows (Fig. 4).

Stage 1: Determine command set, focusing on specific
interaction requirements

(1) Design Tasks: Initially, it’s crucial to determine the
specific tasks to be executed via gestures. The Design of tasks
is vital for ultimately determining the appropriate gesture
set, directly impacting the actions users need to perform in
a specific application.

Stage 2: Perform experiment, systematically collecting
initial user reactions and gesture proposals

(2) Select Participants: After determining the tasks, the
experimenter needs to select participants suitable to propose
the gesture. These participants are typically end-users, as they
have a unique understanding of the actual usage scenarios of
the application.

(3) Group Collaboration Partners (Optional): Participants
collaborate in groups to jointly propose gestures [26]. This
method can facilitate the exchange of creative ideas and the
collision of thoughts, making gesture proposals more diverse

and innovative. However, not all studies require or are suited
to the form of group collaboration.

(4) Set Up An Elicitation Environment (Optional): Cre-
ating a simulated or actual application scenario for gesture
collection, including but not limited to setting up specific
physical spaces and preparing necessary technical equipment.
Although this step can greatly enhance the relevance of the
research, it may be omitted in some projects due to resource
and cost constraints.

(5) Priming or Framing (Optional): Before presenting the
referents, participants are given visual [27] or kinesthetic
priming [26], or are confined within a specific frame-
work [26] for thinking. This step aims to optimize the
gesture creation process through specific stimuli or con-
straints, enhancing the specificity and effectiveness of gesture
design. Whether to adopt this step depends on the specific
objectives of the research.

(6) Show Referents: Show the participants the results and
processes related to the interaction tasks, which are known
as referents [28]. This can be achieved by displaying appli-
cation interfaces, simulating specific scenarios, or providing
descriptions of the referents.

(7) Collect Gesture Proposals: When users participate in
the gesture elicitation study, researchers need to record their
gesture actions. Data can be collected in various ways, such
as through video recording [29], [30], sensor tracking [31],
[32], questionnaires [33], and other methods.
Stage 3: Determine the final gesture set, selecting the

most suitable gestures based on user feedback and data
analysis

(8) Gesture Data Processing: The collected data needs to be
organized and encoded for subsequent analysis. Gestures are
typically segmented into different categories, each assigned a
unique identifier.

(9) Determine User Consensus: By comparing and analyz-
ing gathered data, gestures with high consensus are identified.
This helps determine which gestures will have widespread
acceptance, thus providing a strong basis for the final gesture
set.

(10) Select Gesture Set: Based on the results of user con-
sensus and data analysis, the final gesture set is chosen. The
final gesture set should meet design criteria such as memora-
bility [33], ease [34], and goodness [29] to ensure that users
can perform tasks easily and effectively in practical use.

Stage 4 (Optional): Test experiment results, verifying
their effectiveness in actual applications

(11) Test Gesture Set (Optional): After identifying a set of
potential gestures, these gestures undergo further validation
and evaluation. This step helps ensure the practicality and
user acceptance of the selected gestures, especially when they
are designed for specific applications or systems. Its necessity
depends on the purpose and context of the research.

2) RQ2: GESTURE CONSENSUS ANALYSIS & METRICS
The Agreement Rate is the most commonly used measure-
ment for evaluating and selecting gesture sets, which refers to
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FIGURE 3. Referent display in GES.

the degree of consensus among different users in understand-
ing and using the same set of commands. In theory, a higher
Agreement Rate indicates that a gesture set is more easily
understood and used by most users.

The calculation formula for Agreement Rate was first pro-
posed by Findlater et al. in 2012 [35] and later optimized by
Vatavu and Wobbrock in 2015 [36]:

AR (r) =

∑
Pi⊆P

1
2 |Pi|(|Pi| − 1)

1
2 |P|(|P| − 1)

(1)

Subsequently, other researchers have proposed supplemen-
tary formulas, examples are: Vatavu and Wobbrock [37] pro-
posed a Coagreement Rate, used to calculate the agreement
rate between two different experimental groups; Morris [38]

introduced two metrics: max-consensus and consensus-
distinct ratio. The max-consensus metric represents the
percent of participants who proposed the most popular inter-
action for a given referent. The consensus-distinct ratiometric
represents the percent of the distinct interactions proposed for
a given referent that achieved a given consensus threshold
among participants. Huang et al. [39], considering that a
participant might propose multiple gestures for each given
referent, proposed a new method to calculate the consen-
sus rate based on groups of gestures rather than individual
gestures.

A key issue affecting the calculation of the agreement
rate is the method for determining whether two gestures
are equivalent. In most literature, researchers make a binary
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FIGURE 4. General steps of GES process flow.
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judgment based on common sense. For example, two ges-
tures are considered equivalent if they have the same shape
or trajectory (value: 1), otherwise not equivalent (value: 0).
Madapana et al. [40] argue that this ‘‘hard classification’’
method is not accurate enough and suggest replacing it with
a ‘‘soft classification’’ where similarity can take any value
between 0 and 1. Consequently, they proposed a method
for calculating the soft agreement rate. i Apart from the
agreement rate, researchers have also proposed evaluation
metrics from other perspectives. For instance, Felberbaum
and Lanir [29] proposed that the uniqueness (specification)
of gestures may also be important in some circumstances,
as a gesture that can ‘‘be generalized and used for various ref-
erents’’ is more likely to cause confusion and misoperation.
To address this, they proposed the Specification Score:

S =

∑
r∈Rp

(
|r|
|Rp|

)2

(2)

Dingler et al. [41] proposed the transferability score:

TAB =

∑
p∈P

∑
c∈C Xcp

NP × NC × w
(3)

which is used to assess to what extent gestures suitable for
Device A are also suitable for Device B. Not surprisingly,
if a gesture is suitable for multiple devices, it can reduce the
burden of having to relearn different gestures when switching
between devices.

Finally, due to the increasing demand in the research com-
munity for calculating various metrics, some computation
toolkits have also started to emerge. For instance, Vatavu
and Wobbrock [36] have provided a toolkit called AGATe
to assist in calculating agreement, disagreement, and coa-
greement rates. Other toolkits include but are not limited to:
GestureAnalyzer [42], KinectAnalysis [43], GestAnalytics
[44], Gelicit [45], CrowdSensus [46], and CrowdLicit [47],
however, some of these are research-oriented and no longer
updated.

3) RQ3: INFLUENCING FACTORS
The factors that have been found by empirical research to
have an impact on the elicitation effect of gestures are listed
below:

(1) Individual Characteristics of Participants
Six studies found participant selection is an important

factor affecting the results of gesture elicitation experiments.
Participants with different gender, cultural backgrounds, and
levels of creativity have different responses to gesture elic-
itation, which could lead to differences in experimental
results.

• Gender differences: Gesture preferences may differ
between men and women. Vatavu and Wobbrock [37]
calculated the level of agreement between male and
female users and found that while overall they reached a
similar consensus, there were significant differences in

the agreement rates for seven referents. These findings
suggest that females and males reach a consensus on
gestures in different ways, depending on the nature of
the referents and potentially related to cognitive pref-
erences. However, the underlying mechanisms remain
unclear.

• Cultural background differences: People from different
cultural backgrounds may have different understandings
and uses of gestures, which also affect the results of ges-
ture elicitation. Dong et al. [33] found that participants
from different cultural backgrounds showed different
unconscious ideas and mental models of a communal
mind, which led to different experimental results. For
example, participants may use gestures in the opposite
direction just because they have different cultural back-
grounds. In some countries, putting a hand over the
mouth may represent ‘‘mute’’, while in others it’s com-
pletely different. Brito et al. [31] studied the influence of
culture on gesture-based interactive systems and found
that culture does not significantly affect the category
of gestures used, but it affects the selection of specific
gestures, especially when the function is related to the
culture itself. Silpasuwanchai and Ren [48] found in a
study on full-body game gestures that game experience
affects gesture preference. Game players tend to define
a more symbolic and effective unique gesture library,
while inexperienced game players tend to define a more
direct and physical gesture set. Wu et al. [49] found
that the influence of cultural factors varies depending on
the task and identified four types of tasks that are uni-
versally accepted by participants from different cultural
backgrounds: tasks strongly associated with direction or
order, tasks related to object manipulation, tasks dealing
with objects that can be mapped to concrete objects in
the real world, and tasks associated with symbols that
are universally accepted. The two factors that influence
cultural bias are the cultural norm in gesture expression
and language.

• Creativity: Creativity is the ability of an individual in
terms of originality, novelty, and usefulness [50]. Par-
ticipants with higher levels of creativity may tend to
adopt more unusual approaches to solve problems. Par-
ticipants with lower levels of creativity may be more
susceptible to the influence of habitual and conven-
tional thinking, thus limiting their solution choices.
Gheran et al. [51] found a negative correlation between
participants’ creativity and thinking time, indicating that
higher creativity is associated with shorter thinking time
in gesture elicitation. Although this finding did not reach
statistical significance, it suggests a possible impact of
creativity.

In addition, researchers have found that factors such as
participant age (in 5 studies) and technical background (in
1 study) may also affect experimental results, but no clear
conclusions have been drawn.
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FIGURE 5. Description of E-Text and E-Animated.

(2) Referent
Four studies highlighted the impact of referent on experi-

mental results, one of which explored the referent display, and
the other two mentioned referent sequences. Additionally,
one literature studied the effect of the physical size of the
information carrier on gesture interaction.

In gesture elicitation, the display of the referent can be
either static or dynamic, physical or digital. Examples are
image versus video, on paper versus on screen. Different
displays of stimulus may affect participants’ understand-
ing and cognition of the referent, thereby influencing the
gestures they propose. Williams and Ortega [12] conducted
a comparative study that discussed how different referent
displays may affect the results of gesture and speech elici-
tation (Fig. 5). One experiment group used a textual referent,
referred to as ‘‘E-Text’’ [52], and the other experiment group
used an animated referent, referred to as ‘‘E-Animated’’
[53]. The results showed that the choice of referent dis-
play affected the results of gesture proposals and Agreement
Rates. Specifically, it was observed that the consistency of
gesture proposals in the E-Animated group was not as high
as in the E-Text group. This may be due to differences in
participants’ understanding when using different displays of
referents. For gesture proposals, the transition from textual
to animated form had a greater impact when the meaning
was ambiguous. Moreover, for all referents, user feedback
indicated that the perceived workload in the E-Animated
group was lower than in the E-Text group when generating
gesture proposals, possibly because the animation provides
more details about the movements.

In addition, presenting referents as a whole or individually
to participants may also have an impact. Gheran et al. [51]
randomly set the order of referents in the experiment to avoid
bias and potential transfer effects from one referent to the
next. However, by doing so, participants are found to have dif-
ficulty recognizing the relationship between the referents and
proposing relevant gestures. Presenting all referents simulta-
neously or using a mixed method, i.e., randomly presenting
referents to participants as a group, leads to different levels
of agreement. Wu et al. [26], considering the integrity of the
referent and the corresponding gestures, suggest presenting
all target referents as a whole and allowing participants to
change their initial gesture proposals if necessary.

The physical size of the referent carrier can influence peo-
ple’s perception of their surroundings, thereby changing the
gesture proposal. Zhou and Bai [54] conducted experiments

to compare gesture proposals under different map sizes. The
results showed that the user-defined gestures for the same
geographic information system (GIS) commands vary with
map sizes. This variation manifests as follows: on smaller
map sizes, users’ gestures typically focus on finger or palm
positions; on larger map sizes, users tend to use movements
involving the entire arm or shoulder. Additionally, as the map
size increases, the range of gesture movements also expands.

(3) Elicitation Techniques
In GES, two common elicitation techniques are the Prim-

ing Method and the Framing Method. Priming is a technique
that influences users’ cognition and behavior by provid-
ing them with preparatory information [10]. It helps users
imagine a wider range of possibilities when generating ges-
tures [55]. Priming can be done in various ways, including
but not limited to sci-fi priming, kinesthetically priming,
creative-mindset priming, and collaborative priming.

On the other hand, the Framing Method involves placing
the design problem within a specific context to help partici-
pants think and designwithin a particular usage scenario. This
approach makes gesture design more practically feasible and
enhances participants’ focus. Framing can be executed in var-
ious ways, including task framing, scenario framing, physical
constraints, and choice-based framing, among others.

Silpasuwanchai and Ren [48] proposed and confirmed the
benefits of a choice-based framing method, which provides
a predefined list of possible gestures. Participants found
this predefined list to be a useful reference when imagin-
ing new gestures, demonstrating the positive impact of this
method on the quality of experimental results. Moreover, the
choice-based framing method achieved higher consistency
scores compared to past work [56]. Wu et al. [26] initiated
participants in their elicitation experiments with a frame-
work or scenario. The results of the experiment showed that
when participants were required to propose gestures within
the framework, they had a clear understanding of the tasks
the target system should support and which gestures could
or could not be used in a specific interaction environment.
The framework also facilitated end-users in recommend-
ing gestures consistent with the scenario without increasing
disagreements among end-users. Similar conclusions were
also drawn in Vogiatzidakis et al.’s experiment [15], which
was conducted within generic scenario as a framework. The
results show participants achieved high consistency in gesture
proposals.

Ali et al. [57] compared the learnability and memorability
of the gestures proposed in three groups: sci-fi prim-
ing, creative-mindset priming, and no-priming. The results
showed that users in the sci-fi group learned the gestures
significantly faster and both primed gesture groupsweremore
easily remembered. The author believes that the reasons for
this phenomenon come from two aspects: first, the gestures
triggered in the sci-fi environment are more attractive, easier
to learn and remember; and second, the descriptions in sci-fi
movies provide a sense of familiarity to the participants,
leading to higher learnability and memorability.
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(4) Elicitation environment
In the reviewed literature, only two experimental studies

were conducted on the differences in the GES elicitation
environment. Due to the difficulty in conducting GES exper-
iments during the pandemic, Perera et al. [7] conducted a
study in a virtual environment and explored participants’
preferences between self-guided remote VR GES and lab-
oratory experiments. Subjective assessment results revealed
that regardless of participants’ previous experience in VR,
participants were more inclined to participate in self-guided
remote VR GES than in laboratory experiments. Simi-
lar conclusions were also reflected in the experiments of
Chamunorwa et al. [58]. The experimental results showed
that participants preferred conducting unsupervised studies
but proposed fewer gesture sets in this condition. Between
supervised and unsupervised studies, there were differences
in the quantity and max-consensus of gestures. Specifically,
under unsupervised study conditions, there were more ges-
tures, and the max-consensus scores were higher. However,
there were no significant differences in gesture Agreement
Scores between the two groups.

(5) Task Design
The type and difficulty of the task can also influence the

results of gesture elicitation experiments.
Zaiţi et al. [32] conducted a gesture elicitation study for

television control and found that the type of task significantly
affected agreement rates, with abstract tasks having the low-
est. The experimental results were further confirmed by a
Friedman test, which showed that task type had a significant
impact on participants’ self-reported goodness ratings and
recall rates, with abstract tasks receiving the lowest ratings.

Ganapathi and Sorathia [59] found that in three experi-
ments with different task difficulties, participants’ subjective
evaluations of gesture appropriateness, usability, user pref-
erences, and effort differed. In experiments with lower task
difficulty, the leaning gesture performed the best, while in
experiments with higher task difficulty, the walking-in-place
(WIP) gesture had the highest appropriateness. Participants
believed that task difficulty would affect their perception of
gestures.

Task difficulty also affects the time participants take to
think about gestures. If the task is too difficult, partic-
ipants may feel frustrated or incapable, which will also
affect their time and energy spent thinking about gestures.
Gheran et al. [51] found that the longer participants think,
the lower the agreement rate will be. This may be because
the more time participants allocate to the task, the more
creative they want to be, and they therefore propose gestures
that others are unlikely to propose. It may also be because
some tasks go beyond their sensorimotor knowledge, and
participants are unable to make similar gestures. Zaiţi et al.
[32] also found a significant negative correlation between
participants’ agreement rate and thinking time.

Additionally, Tijana and Vuletic [60] compared the perfor-
mance of participants in gesture elicitation under conditions
with and without time constraints. The experimental results

found that time limitations did not have a significant impact
on the choice and nature of gestures.

4) RQ4: POST VALIDATION (TEST GESTURE SET)
In GES, evaluating the final set of gestures is typically con-
sidered the last stage of the research, also known as post-hoc
testing or validation. This evaluation can be achieved through
various metrics, including physiological data measurement,
behavioral observation, scale assessment, user interviews,
etc.

• Physiological data measurement: Physiological data
measurement tools such as electroencephalography
(EEG) and electromyography (EMG) can be used to
record users’ physiological reactions for the purpose
of evaluating the gesture set. For example, Ruiz and
Vogel [61] calculated the Consumed Endurance (CE)
of each gesture to evaluate the effectiveness of soft con-
straints in reducing arm fatigue and proved that more
diverse, non-traditional gestures could be generated by
using different body parts and more subtle movements.
The same technique is also used in Uva al. [62] study.
Huang et al. [39] proposed to combine electromyo-
graphy, electrogoniometry, subjective preference, and
other indicators in GES evaluation.

• Behavioral observation: The effectiveness of the final
gesture set can also be evaluated through observ-
ing behavioral performance during gesture interaction
tasks, Vogiatzidakis and Koutsabasis [15] measured
task completion time, errors (false positives and false
negatives), and task success. Tan et al. [63] measured
reaction time to examine the performance of individual
microgestures.

• Scale assessment: Scale assessment can be done using
tools such as SUS (System Usability Scale), UEQ
(User Experience Questionnaire), etc., to allow users
to evaluate the ease of use, effectiveness, satisfaction,
and other aspects of the gesture set. Specifically, the
evaluation can be done from the following four aspects:
Learning level, Implementation level, Subjective evalu-
ation level, and Objective matching level (Table 5). The
learning level involves aspects such as the learnability
and memorability of the gesture set. The implementa-
tion level includes indicators such as the ease of use
and comfort of executing the gestures. The subjective
evaluation level refers to the user’s subjective feedback
on the gesture set, such as their feelings and satisfac-
tion. The objective matching level includes the degree
of matching between gestures and specific referents.

• User interview: Structured or semi-structured inter-
view can be deployed to understand the user’s feelings
and feedback on gestures, to further inform the design
and use of gestures. Landay and Cauchard [30] con-
ducted brief qualitative interviews with participants
after each task, during which participants explained
their interactions. Vogiatzidakis and Koutsabasis [28]
used the think-aloud approach in their exploratory

64968 VOLUME 12, 2024



Y. Cheng et al.: Exploring Methods to Optimize Gesture Elicitation Studies: A SLR

TABLE 5. Scales in GES assess dimensions.

experiment, which included discussions with partic-
ipants. Chamunorwa et al. [64] used the ‘‘think-
out-loud’’ protocol and post-hoc interviews in GES,
revealing many qualitative results. Beşevli et al. [65]
recorded participants’ choices (or hesitation) between
two alternative gestures and their selection criteria
through a semi-structured interview.

C. OTHER FINDINGS
1) BIAS REDUCTION
In elicitation studies, legacy bias [66] and performance
bias [61] are two common traps. The legacy bias represents
participants’ tendency to use a specific kind of gesture that
they are accustomed to and less willingness to try other ges-
tures, even if new gestures may be more effective or efficient.
The legacy bias may affect users’ acceptance and experience
of new gesture operations. Performance bias refers to par-
ticipants’ lack of consideration of factors such as repetitive
use and potential fatigue when designing gestures. Some
gestures are fine when used sparingly, but may feel tiring,
uncomfortable, or even unpleasant when used frequently.

To address legacy bias, Morris et al. [66] proposed three
techniques: production, priming, and partners. The produc-
tion technique involves asking users to generate multiple
interaction proposals for each referent. The priming tech-
nique encourages participants to explore a broader range of
interaction techniques by guiding them to think about new
form factors or sensing technologies. The partners technique
involves conducting elicitation studies in a group format
rather than with individuals. Perera et al. [67] also integrated
these three techniques into the Virtual Environment GES.

In addition, there are other methods that can be used to
reduce legacy bias. Dong et al. [33] introduced a two-stage
user survey to reduce participants’ legacy bias: In the first
stage, an open-ended questionnaire was used to gather a large
set of gestures for the desired interaction commands. In the
second stage, a multiple-choice questionnaire was used, with
options for each question extracted from the answers in the
preliminary survey. Through such a two-stage elicitation, the
impact of users’ personal experience on the gestures was
reduced. Vogiatzidakis and Koutsabasis [28] prepared refer-
ents with minimal illustrations of devices (without handlers
or controls) to minimize legacy bias or any other potential
source of inspiration from a specific device. Other commonly
used methods include not allowing any hints to be given to
participants [49], random presentation of referents or tasks
[68], and so on.

To address performance bias, Uva et al. [62] proposed
a user-centered framework that considers human factors,
memorability, and specific user needs tailored to application
scenarios, to minimize the impact of legacy [66] and perfor-
mance bias [61]. Similarly, Ruiz and Vogel [61] suggested
using soft constraints to correct legacy and performance
biases by penalizing physical movements. Li et al. [34]
used a between-subject experimental design to avoid par-
ticipant fatigue, dividing the participants equally into two
posture groups: one-handed thumb-based posture and two-
handed posture. They also used a game-theory-based method
to design the study to prevent participants from randomly
designing obscure gestures.

Although production, priming, and partners are reported as
useful techniques for reducing legacy bias [13], [26], [66],
[69], their actual impact often lacks systematic evaluation.
Additionally, Hoff et al.’s [70] study suggests that the actual
effectiveness of these techniques is usually not statistically
significant. Similar conclusions were found in the studies of
Ortega et al. [71] and Williams et al. [69], which argued that
using production technique may reduce legacy bias only in
a few cases, with a decrease in agreement rates. The overall
legacy still seems to exist, so it is not entirely clear whether
the production technique reduces legacy bias or not.

Meanwhile, researchers also suggest dialectically consider
legacy bias, which in a sense can also provide simplification
and convenience for gesture design [55]. This is because
legacy-biased gestures are often widely accepted and familiar
to users of a particular culture or region, and these users do not
need to think or make much effort when using them. Using
legacy-biased gestures may lead to systems that are more
efficient, natural, and easy to learn and use. For example,
Beşevli et al. [65] found that when gesture memory exists,
participants tended to choose traditional gestures, even if they
thought the non-legacy version was easier to perform.

2) GESTURE CLASSIFICATION
Classification is a useful extra step in gesture elicitation.
It helps identify and distinguish different types of gestures
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and determines which gestures are most likely to be associ-
ated with specific problems or objectives. Before conducting
a consensus analysis, categorizing gesture helps to better
understand and organize gesture information, providing a
better foundation for subsequent analysis. However, not all
research follows clearly defined standards [9], [26], [49],
[59], [72].

So far, researchers have proposed many different tax-
onomies for gesture classification (see Table 6), and this
article summarizes the 4 most commonly used ones in Fig.6
(The selection criterion is that the number of papers using this
taxonomy ⩾ 5):

Form (similar to the method by Wobbrock et al. [56]):
The form dimension can be used to distinguish between
static gestures and dynamic gestures [14]. Static gestures
refer to a fixed gesture form that remains unchanged once
formed. Dynamic gestures, on the other hand, refer to hand
movements along specific paths, which can include curves,
directions, and speeds.

Nature (similar to the approach by McNeill [80] and
Wobbrock et al. [56]): The nature dimension includes
four categories: physical, symbolic, metaphorical, and
abstract [73]. Physical gestures are typically gestures that
directly manipulate objects, such as rotating an object or
dragging a UI element. Symbolic gestures are gestures based
on visual symbols, for example, drawing a circle to indicate
rotating an object. Metaphorical gestures are gestures that
borrow from real-world actions or interaction styles, such as
rotating a finger or palm to indicate the rotation of a selected
object. Abstract gestures are gestures that do not fit into any
of the aforementioned categories. For example, waving the
palm may represent any referent, such as adjusting volume or
refreshing a page.

Body parts (similar to the methods by Silpasuwanchai and
Ren [48] andWu et al. [14]): The body parts dimension refers
not only to the number of hands used by the participant (one
or two hands), but also can include other body parts (full
body) [31].

Flow (similar to the method by Wobbrock et al. [56]):
In the flow dimension, gestures can be classified into two
types: discrete and continuous [28]. Discrete gestures con-
sist of multiple atomic gestures that users need to perform
consecutively to trigger a command. In contrast, continuous
gestures respond to the execution of the user’s gesture in a
continuous manner.

IV. DISCUSSION
A. IMPLICATIONS FOR GESTURAL INTERFACE DESIGN
AND IMPLEMENTATION

(1)With the continuous development of gesture interaction
technology, GES is also experiencing a growth in application
demands, design complexity, and technical intricacies.

In terms of application domains, we have witnessed a
transition from touch systems [34], [81] to immersive sys-
tems [26], [59], [62], [67], a shift that not only broadens

the usage scenarios of gesture interactions but also enhances
the richness and depth of user experiences. At the design
level, gestures are evolving from planar motions [72], [82]
to three-dimensional spatial actions [83], and from simple
movements [84] to complex composite actions [48] involving
multiple movements, which demand higher creativity and
a deeper understanding of user behavior from designers.
Technologically, gesture elicitation is moving from a single
modality [28] (gesture only) to multimodal approaches [52],
[85] (combining gestures with voice, etc.), and from sim-
ple manual annotation classification techniques [29], [30]
to integrated solutions that combine various complex tech-
nologies [27], [86]. The technology advancements not only
improve the accuracy and reliability of gesture recognition
but also pave the way for more complex and natural interac-
tions. These changes reflect the dynamic trends of continued
methodological innovation and active technological advance-
ments within the field of gesture interaction.

(2) The design and development of gesture interaction
systems are increasingly focused on better serving user needs,
pursuing more natural and intuitive gesture interfaces, and
designing gestures that can adapt to the habits of users from
different cultural backgrounds. Especially after public health
events such as the COVID-19 pandemic, the demand for
contactless gestures has significantly increased, highlighting
the potential of gesture interaction technology to enhance
user experience.

(3) Users play an increasingly important role in the design
process of gesture interaction systems, as they can provide
crucial requirement information and actively participate in
the co-creation of solutions.

Therefore, user-involved design methods, such as gesture
elicitation, are receiving growing attention. The essence of
this approach lies in integrating users’ direct experiences
and feedback into the design process, thereby fostering the
development of interaction solutions that more closely align
with users’ actual needs and expectations. User-involved
design not only deepens designers’ understanding of user
behaviors and preferences but also aids in uncovering inno-
vative interaction methods, enhancing the practicality and
user experience of gesture-based systems. Moreover, this
method can stimulate users’ creative potential, making them
co-creators in the design process, which in turn increases the
acceptance and satisfaction with the design solutions.

B. IMPLICATIONS FOR BETTER CONDUCT GES RESEARCH
Considering the evidence of existing studies, gestures elicited
from participants (end-users) as opposed to those provided by
designers are more diverse, more popular with target users,
and easier to remember. However, there is ample empirical
evidence indicating that their effectiveness is influenced by
various factors, including:

(1) Characteristics of the participants, particularly their
gender, cultural background, creativity, age, and technical
background.
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TABLE 6. The literature on gesture classification is mentioned in GES.

• Many gestures have cultural meanings and influence the
choices of users from different cultural backgrounds.

• Men and women have different emphases in understand-
ing gestures.

• Users with high creativity generate gestures more effi-
ciently.

(2) The display of referents, particularly the fidelity and the
sequence of presenting referents.

• Using animated descriptions makes it easier for partici-
pants to understand than text descriptions.

• Presenting all referents at once makes it easier for par-
ticipants to understand the overall requirements, but

presenting them separately helps to avoid bias and
potential transfer effects.

• In spatial operations (such as maps), larger referents
induce higher consensus rates in gesture elicitation out-
comes.

(3) Elicitation techniques, mainly Priming and Framing
techniques.

• Appropriate use of Priming techniques can make the
elicited gestures easier to learn and remember.

• Appropriate use of Framing techniques can lead to a
higher consensus rate in the gesture elicitation out-
comes.
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FIGURE 6. Four common gesture classification dimensions.
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(4) Elicitation environment.
• Compared to being observed in a laboratory setting,
participants prefer to propose gestures alone in an
immersive virtual environment, and the gestures pro-
duced by participants alone (without an experimenter
observing) are more diverse and have a higher consensus
rate.

(5) Task design, especially task difficulty, and type.
• The higher the task difficulty, the longer the participants
think, resulting in a lower consensus rate in gesture
elicitation outcomes.

• Concrete tasks, as opposed to abstract tasks, elicit a
higher consensus rate in gestures.

The above conclusions indicate that when designing ges-
ture elicitation study protocols, it is necessary to properly
design the experimental plan based on the research objec-
tives and user characteristics, such as whether the goal is to
obtain a gesture set with a higher consensus rate or be more
innovative; whether the target users have significant age and
cultural characteristics; and whether the experimental tasks
can be designed to be less difficult or more specific.

C. IMPLICATIONS FOR FUTURE RESEARCH OF GES
METHODS
According to the perspectives and suggestions of researchers
in existing literature, although the gesture elicitation method
has become an effective tool in the research and prac-
tice of interaction systems, some important issues still lack
universally recognized answers or best practice processes,
including:

(1) What is the best workflow for gesture elicitation
studies?

Section III of this paper summarizes the most common
linear workflow, but in practice, some studies have adopted
non-linear workflows, such as those including partial iter-
ations or branches [75]. However, researchers have not
explained why this approach was taken or whether it yields
better results. In future studies, the research community can
encourage controlled experiments to compare the impact
of different workflows on gesture elicitation outcomes and
summarize best practice processes under different conditions
based on empirical evidence.

(2) How to evaluate the execution quality of a particular
work step and its relationship with the final outcome?

Current gesture elicitation studies have proposed various
evaluation metrics for the final gesture set, such as consensus
rate, but there is still a lack of agreement on how to select
participants, design referents and tasks, deploy elicitation
environments, and apply elicitation techniques. Asmentioned
earlier, these issues significantly affect the final results, but
the mechanisms of their impact are still unclear.

Introducing theories and models from related research
fields and considering different contexts may help to narrow
this research gap, for example: assessing the intelligibility of
gestures based on communication theories, or understanding
gesture interpretation based on cross-cultural studies. It is

worth mentioning that, outside of GES community, broader
gesture research has also proposed different metrics, e.g.
Inter-Rater Agreement [87] (Metric: Cohen’s kappa, Fleiss’
kappa, etc.), Consensus Percentage [88] (Metric: Percentage
of participants or raters who agree on the interpretation of
a gesture), Confusion gesture Matrices [89] (Metric: Matrix
showing the frequency of different interpretations for each
gesture), Semantic Differential Scales [90] (Metric: Partici-
pants rate gestures on semantic scales).

(3) How to better design gestures for actual systems based
on gesture elicitation results?

The gesture elicitation method can effectively bring out
user preferences, but this does not mean that allowing users to
decide what gestures the final system should use is always the
best approach, especially when the consensus rate of the ges-
ture set provided by users is low. A new approach proposed
in current research is not to directly use the specific gestures
obtained from gesture elicitation studies, but to use feature
encoding or semantic encoding to summarize the knowledge
obtained from gesture elicitation to inform gesture design.
However, the specific standards for encoding, how to design
gestures based on encoded knowledge, and how to evaluate
their effects still require further research.

It is worth noting that the results of gesture elicitation
studies are influenced by many factors that may affect the
data collected and the interpretations made. Although there
is empirical evidence in the literature, it is important to
note that the field is broad and specific studies may focus
on different aspects. In the future, research can be further
expanded to include other criteria, such as: Cultural Differ-
ences, Context and Task Specificity, Individual Differences,
Gesture Type and Form, Participant Engagement and Com-
fort, Technology and Methodology, Task Complexity, Cross-
Disciplinary Collaboration, and Feedback Mechanisms.

(4) How to handle biases introduced in gesture elicitation
studies?

Current research has identified two types of biases intro-
duced by the gesture elicitation method: legacy bias, which
refers to the influence of users’ past experience with gestures
on their choices for new products; and performance bias,
which refers to fatigue, discomfort, and other phenomena
caused by participants frequently using gestures during the
elicitation process. Researchers have proposed somemethods
to reduce bias, including production, priming, partners, and
the use of soft constraints, but their effectiveness remains to
be confirmed. Additionally, some studies suggest that bias
is not always negative; for example, gestures with legacy
bias might actually be in line with user habits and easy to
understand and remember.

(5) How to conduct gesture elicitation research in emerging
immersive systems like VR?

Theoretically, VR technology can provide a more immer-
sive, flexible, and customizable experimental environment
and stimuli for gesture elicitation studies, thus can be
conducted remotely without experimenter intervention. How-
ever, its practical application is still rare, and its methods and
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TABLE 7. List of papers included for review.
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TABLE 7. (Continued.) List of papers included for review.
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TABLE 7. (Continued.) List of papers included for review.

effectiveness require further research. One study that can be
carried out immediately is to conduct in-depth comparison of

the user’s feelings, behaviors and gesture elicitation results
under VR environment vs traditional environment.
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(6) How to establish a more complete theoretical frame-
work and evaluation system to enhance the validity and
generalizability of gesture-based interaction research and
design?

Since individual studies may focus only on specific factors
or contexts, future work will need to take into account the
cumulative body of research in gesture research, compare
and comprehensively analyze the results of gesture elicitation
research with broader gesture research results and empirical
evidences.

V. CONCLUSION
Gesture elicitation methods have received widespread aca-
demic attention in the process of continuous improvement
and have been empirically applied in multiple fields, includ-
ing but not limited to VR, smart home, touchscreen, operating
room, human-robot/drone interaction, and wearable devices.
This literature review found that the research community is
continuously optimizing and improving gesture elicitation
methods based on empirical evidence and user feedback to
enhance their applicability and effectiveness in various fields.
Practical guidance has also been proposed to provide more
theoretical and practical support for improving gesture elici-
tation methods.

This article, through a systematic review of the literature,
summarizes the research progress in gesture elicitation meth-
ods and discusses factors that affect experimental results,
including referents, participant selection, elicitation tech-
niques, experimental environments, and tasks, as well as how
these factors impact the results and effectiveness of gesture
design. The discussions provide new perspectives and con-
siderations for future research in gesture elicitation methods,
aiming to promote theoretical and practical advancements
in the field. Our goal is to provide researchers and practi-
tioners with a comprehensive reference framework to help
them conduct gesture elicitation studies more effectively and
contribute to the future development of gesture interaction
design.

APPENDIX
LIST OF PAPERS INCLUDED FOR REVIEW
See Table 7.
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