IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received 20 March 2024, accepted 8 April 2024, date of publication 10 April 2024, date of current version 19 April 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3387024

== RESEARCH ARTICLE

ML-Based Forecasting of Temporal Dynamics
in Luminescence Spectra of Ag,S Colloidal

Quantum Dots

IVAN P. MALASHIN™', DANIIL S. DAIBAGYA“23, VADIM S. TYNCHENKO 14, (Senior Member, IEEE),
VLADIMIR A. NELYUB'-5, ALEKSEI S. BORODULIN!, ANDREI P. GANTIMUROV"1,
SERGEY A. AMBROZEVICH 23, AND ALEXANDR S. SELYUKOV~23

! Artificial Intelligence Technology Scientific and Education Center, Bauman Moscow State Technical University, 105005 Moscow, Russia
2Faculty of Fundamental Science, Bauman Moscow State Technical University, 105005 Moscow, Russia

3P. N. Lebedev Physical Institute, Russian Academy of Sciences, 119991 Moscow, Russia

4Information-Control Systems Department, Institute of Computer Science and Telecommunications, Reshetnev Siberian State University of Science and

Technology, 660037 Krasnoyarsk, Russia
5Scientific Department, Far Eastern Federal University, 690922 Vladivostok, Russia

Corresponding author: Ivan P. Malashin (ivan.p.malashin @ gmail.com)

ABSTRACT The study delves into the temporal dynamics of luminescence in colloidal Ag>S quantum
dots, utilizing time series forecasting techniques. Through an analysis of intensity measurements taken
at different time intervals, it uncovers temporal trends and utilizes predictive models to anticipate future
behaviour of luminescence spectra. The outcomes contribute to a more profound understanding of optimizing
experimental conditions and foreseeing the evolution of these nanomaterials over time. Among the tested
models, the most robust and effective approaches for predicting the decay of integral intensity within the
first hour include polynomial features with regressors, particularly ElasticNetCV, Ridge, and Lasso, with
R? scores of 0.74, 0.82, and 0.80, respectively. However, upon comparison with the results of additional
experiment conducted over a duration of two hours, the Ridge model demonstrated the best performance in

predicting the decay of integral intensity.

INDEX TERMS Machine learning, Ag>S, quantum dots, luminescence, time series, temporal dynamics,

prediction.

I. INTRODUCTION

In recent years, the intersection of quantum dot research and
machine learning [1], [2] has emerged as a pivotal frontier,
fostering advancements in both nanotechnology and artificial
intelligence. Quantum dots (QDs), nanoscale semiconductor
particles, exhibit unique size-dependent optical and elec-
tronic properties, making them promising candidates for
applications ranging from bioimaging to quantum computing.
Harnessing the full potential of QD requires a deep under-
standing of their complex behavior, and this has prompted
the integration of machine learning (ML) methodologies to
unravel intricate patterns and unlock hidden insights within
vast datasets.

The associate editor coordinating the review of this manuscript and

approving it for publication was Larbi Boubchir

In the literature, there are numerous examples illustrating
the integration of QD with ML techniques. For example,
work [2] addresses the challenges of tuning and scaling large-
scale quantum devices, especially in QD-based architectures.
Deep convolutional neural networks (CNN) are employed
to characterize states and charge configurations of semicon-
ductor QD arrays based on currentvoltage characteristics of
transport. Study [3] addresses the challenge of limited and
inconsistent data in nanomaterials synthesis by employing
ML to predict outcomes of InP QD syntheses. Work [4]
demonstrates a significant advancement in semiconductor
QD devices by employing a machine learning algorithm
and optimization routine for experimental tuning, particularly
crucial for applications like quantum computing. Utilizing
machine learning, specifically Bayesian optimization, the
study [1] not only optimizes synthesis for monodispersity
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FIGURE 1. Visualization of promising application areas for Ag,S QD.

but also provides insights beyond the original parameter
space, guiding strategies for further improvements in PbS
CQD synthesis. Paper [5] emphasizes the conventional
time-consuming nature of materials development and intro-
duces the Materials Genome Initiative (MGI) to expedite
the process through computational tools and experimental
platforms. Machine learning is highlighted as a powerful
tool within MGI, showcasing its potential to accelerate
material discovery, predict structures, and optimize material
properties and performance of QD. In the realm of large-
scale semiconductor-based qubit initialization, the automated
tuning of gate-defined QD is crucial, requiring charge-state
detection based on charge stability diagrams. Article [6]
evaluates the prediction accuracy of ML models, emphasizing
the necessity of realistic QD simulations and noise models
for effective charge-state detection using supervised machine
learning. Significance of developing mathematical models for
predicting the optical band gap energy of zinc oxide (ZnO)
nanostructures to expedite the production of ZnO-based
devices is highlighted in [7]. The implementation of super-
vised machine learning, particularly Kernel Ridge Regression
(KRR) with quadratic features, and Artificial Neural Network
(ANN), is showcased for accurate prediction, revealing the
potential of machine learning models in automating semicon-
ductor property predictions to accelerate materials design and
applications. The developed ML algorithm in [8], utilizing
normalized spectral and time-resolved photoluminescence
(PL) data of CdTe QD emission, demonstrates a significant
advancement by achieving accuracies in low and high-
temperature regimes, howcases the potential of machine
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learning to accurately sense temperature in microfluidic and
nanofluidic devices.

The compound AgyS (silver(I) sulfide) is of significant
importance in the field of functional nanomaterials, such as:

« Optical Properties: Ag;S exhibits unique optical prop-
erties, particularly in the infrared spectrum [9], making it
a crucial material for applications in optical technology,
especially for infrared detectors and photonics.

o Semiconductor Characteristics: Ag,S is a semicon-
ductor, and its electronic properties can be effec-
tively tuned for use in electronics and semiconductor
devices [10].

« Photosensitivity: Due to its photosensitivity in the
visible and near-infrared spectrum, Ag,S is of interest
in photovoltaics and solar cells [11].

o Structure and Morphology: The structure [12]
and morphology of Ag,S can be modified into
nanostructures such as nanoparticles [13], [14] and
nanowires [15]. These nanostructures can be integrated
into functional nanomaterials to create new properties
and possibilities in nanotechnology.

ML techniques, driven by algorithms capable of learning
and adapting from data, offer a powerful toolkit for analyzing
and predicting QD temporal dynamics [16]. This synergistic
approach aims to bridge the gap between theoretical models
and experimental observations, providing a more comprehen-
sive understanding of QD dynamics.

Fig.1 illustrates showcases diverse sectors, including
electronics, optics, medicine, energy, environmental science,
materials research, scientific exploration, future technolo-
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gies, agriculture, and transportation, where Ag>S QD are
anticipated to make significant contributions.

In electronics, they exhibit potential for developing materi-
als and devices with enhanced electronic characteristics [17],
[18], [19]. Their utilization in optics allows for the creation of
novel materials applicable in sensors [20], and other optical
devices [21].

In the medical field, Ag>S QD demonstrate promise in
the development of biomedical technologies such as cell
labeling, diagnostics, and tumor therapy [22], [23]. Their
unique optical and electronic properties make them attractive
for applications in disease detection and treatment. [24]

In the energy sector, AgoS QD can be used to create
new materials in solar cells and other devices [25] aimed
at efficiently harnessing solar energy [26]. They may also
find applications in environmental science, contributing to
the development of effective methods for water and air
purification.

In materials science, Ag>S QD provide unique opportuni-
ties for creating new materials with improved properties [27].

The application of AgyS QD in sensors represents a
promising avenue for detecting various pollutants in the air,
water, and soil [28]. It makes a significant contribution to
environmental monitoring, ensuring reliable detection and
control of various pollutants.

AgyS offer size-tunable energy levels [29] and quantum
confinement effects [30], [31], making them suitable for
qubits in quantum information processing [32]. Their long
coherence times [33], compatibility with diverse mate-
rials [34], and efficient light-matter interaction position
them for integration into quantum processors and quantum
communication devices.

Undoubtedly, Ag,S QD represent unique research objects
with prospects for applications in various fields, making
them a subject of heightened interest in modern science and
technology.

We posit that a robust machine learning models can
effectively capture the complex nonlinear patterns inherent
in the spectral data, thereby enabling accurate prediction
of integral intensity dynamics over time. Central to our
methodology are the machine learning models utilized for
spectral prediction. We employ a diverse ensemble of regres-
sion algorithms, including but not limited to ElasticNetCV,
AdaBoost, Bagging, and CatBoost.

By emphasizing precision and signal integrity, we presents
an innovative perspective in the realm of photoluminescence
modeling. The aim of this study is to assess and identify
optimal predictive ML models for the temporal dynamics of
luminescence degradation in colloidal Ag,S QD.

Il. THEORETICAL FRAMEWORK

In numerous systems, the decay behavior exhibits com-
plexity, characterized by slower-than-exponential decay. The
decline of the wideband emission progresses much more
gradually than an exponential decay, and over extended
durations, it assumes a stretched exponential (SE) pattern
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characteristic time 7. = 240 ns [35]. SE tail aligns with the
distribution of relaxation times, as depicted by the integral of
h(t)dt, as described in [36].

d exp [— (/1" “"”]

(1—ﬂ)-r(1;’3)m,

where G represents the gamma function. In simpler terms, the
observed value 8 = 0.5 suggests that the trap states exhibit a
straightforward exponential distribution of lifetimes.

For instance, when considering a luminescent decay
modeled as a sum of exponential processes characterized by
a distribution of relaxation times /(t), normalized such that
fol h(t)dt = 1, and the duration of the excitation pulse is short
compared to the fastest relaxation time in the spectrum, the
photoluminescent decay S,(¢) can be expressed as [35]:

_ B .
exp [%], with an exponent of B =

h(t)dr =

t
Sy() = / tle th(r)dt
0

where the radiated light is normalized such that fol Sp(t)dt =
1. The arithmetic average relaxation time 7y is then calculated
as [, 1S,(t)dt.

While such models provide valuable insights, they are
often complex and computationally intensive. This motivates
the exploration of machine learning techniques, which offer
the potential to approximate these complex nonlinear and
dynamic models with more lightweight alternatives for faster
predictive modeling.

Therefore, it is hypothesized that machine learning models
can effectively approximate the behavior of luminescence
decay, capturing the essential features of the underly-
ing processes while reducing computational complexity.
By leveraging machine learning algorithms, it is anticipated
that predictive solutions can be generated more efficiently,
facilitating rapid analysis and interpretation of luminescence
data.

Ill. MATERIALS AND METHODS

A. EXPERIMENTAL SETUP

The AgyS nanoparticles were synthesized using the tech-
nique of photoinduced growth in ethylene glycol, provid-
ing passivation of their surface with 2-mercaptopropionic
acid [37]. Silver nitrate was used as the silver source and 2-
mercaptopropionic acid (2-MPA) taken in molar ratio twice
the amount of silver nitrate was used as the sulfur source.
The synthesis was carried out in a glass flask thermostated
at 25 A°C and under constant stirring with a magnetic
stirrer. 2.4 mmol of silver nitrate was placed in 30 mL of
ethylene glycol and then 4.8 mmol of 2-mercaptopropionic
acid was added also as a solution in ethylene glycol. The
growth of nanoparticles was carried out in a dark room
overnight. Reduction of the size dispersion of the resulting
nanoparticles was realized by photolysis by irradiating the
resulting solution with 405 nm laser irradiation and an
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FIGURE 2. Experimental setup. The inset shows a photograph of QD embedded in a dielectric matrix.

average power of 100 mW under constant stirring for a day.
After the photolysis procedure, the nanoparticles were kept
in the dark for three days for stabilization.

Further in-depth insights into the characteristics and
properties of Ag>S/2-MPA colloidal QD can be gleaned from
comprehensive studies available in the papers [37], [38],
[39]. These publications delve into the intricate synthesis
methodologies, structural analyses, and unique optical and
electronic behaviors exhibited by Ag2S/2-MPA QD.

The nanoparticles were embedded by infiltration of the
resulting solution into an optically passive dielectric organic
matrix based on a 5 pum thick semipermeable membrane
made of regenerated cellulose (the inset of Fig. 2); the
characteristic pore sizes of the membrane were of the order of
3 nm. To record photoluminescence spectra, QD embedded
in a dielectric organic matrix were clamped between two
glasses.

Fig. 2 shows a schematic of the experimental setup for
measuring the photoluminescence spectra of QD. The light
source (was PicoQuant LDH-C 400 pulsed laser (excitation
wavelength: A\, = 405 nm; pulse duration: At = 75 ps;
repetition rate: v = 40 MHz). Laser radiation was redirected
using mirrors to the sample. The luminescence of the sample
was focused using two lenses with a focal distance of
10 cm and collected by an optical fiber. Luminescence
was transferred to an Ocean Optics Maya 2000Pro CCD
spectrometer, which was connected to a desktop computer.
Photoluminescence spectra of QD were recorded under
continuous laser irradiation for 1 hour. Similar experimental
setups for studying the photoluminescence of QD can be
found in the work of [40].

Morphology of the synthesized colloidal QD was studied
with the use of a Libra 120 transmission electron microscope
(TEM).
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The absorption spectrum of the colloidal solution of Ag>S
nanoparticles was recorded with a Perkin-Elmer Lambda
45 spectrophotometer with an operating wavelength range of
190...1100 nm and a spectral resolution of 1 nm.

B. MORPHOLOGY AND OPTICAL PROPERTIES

The synthesized QD were characterized with the use of the
transmission electron microscopy (Fig. 3). Fig. 3 shows the
TEM images of the synthesized nanocrystals. The samples
are ensembles of AgrS colloidal QD. The size distribution
of nanoparticles is presented by histograms The histogram
indicates the formation of AgrS QDs with an average
diameter of 2.6-2.7 nm and a dispersion of 40%.

Fig.4 shows the absorption spectrum of the colloidal QD.
The spectral band has a large width and a feature. The max-
imum of this feature is centered at the energy 1.80 eV. This
feature corresponds to the interband absorption [41]. In the
framework of the strong confinement approximation [42],
using the effective mass approximation, we can estimate
the average size of colloidal QD from the blue shift of the
exciton absorption band maximum in the ground state. For
this purpose, let’s use Brus’s expression [42]:

2.2 2
FODs _ pbulk hem B 1.8e
8 8 2uR? &R

Here, EgDs is the QD band gap value, Eé,’“lk =1.0eVis

the bulk crystal band gap [43], [44], R is the QD radius, ¢
= 5.95 is the permittivity [45], u = memy, /(me + my,) is the
reduced mass, m, = 0.42mg and my; = 0.81mg are electron
and hole effective masses [46]. The average diameter of the
investigated QD was 2.61 nm, which correlates well with the
TEM study.
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FIGURE 3. TEM image of the synthesized colloidal QD. The inset shows
the size distribution histogram of QDs and the Gaussian distribution fit to
the data.
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FIGURE 4. Absorption and photoluminescence spectra of Ag, S colloidal
QD.

Photoluminescence spectrum of Ag>S/2-MPA colloidal
QD is shown in the Fig.4. The emission peak was centered
at 1.38 eV. The full width at half maximum (FWHM)
was 0.31 eV. This emission spectrum is associated with
trap-state luminescence and corresponds to the 2.61 nm
Ag>S QD [47]. The maxima of the photoluminescence and
absorption spectra of colloidal Ag,S/2-MPA QD are shifted to
the short-wavelength region relative to the bulk Ag> S crystal,
which is due to the quantum confinement effect.

C. DATASET PROCESSING

In this study, we focused on the processing of a dataset
containing fluorescence spectra of AgrS at various time
points, specifically recording information every 0.5 seconds
over the course of one hour using a spectrometer. The
recorded parameters included energy (E) and intensity (I(E)).
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The data processing pipeline involves the following steps:

1) Importing necessary libraries including os, pandas,
curve_fit from scipy.optimize, and numpy.

2) Defining the Gaussian function for curve fitting.

3) Setting the path to the folder containing the.txt spectra
files.

4) Creating an empty DataFrame to store the results.

5) Iterating through each file and fitting selected range of
spectra by Gaussian function using curve_fit.

6) Appending the Gaussian coefficients (A, B, C) as the
results to the DataFrame.

7) Utilizing various polynomial regressors to explore the
potential behavior of these Gaussian coefficients over
the next hour.

8) Analyzing the trends and patterns observed in the
coefficients to gain insights into the dynamic changes
in the spectral data.

9) Assessing the predictive performance of the poly-
nomial regression models in capturing the temporal
dynamics of the Gaussian coefficients.

10) Comparing the performance of different polynomial
regressors based on metrics such as mean squared error,
R-squared value, and visual inspection of predicted
versus actual values.

To approximate the photoluminescence spectrum, we
employed a Gaussian function A - e~@—=B?/C? that corre-
sponds to radiative transitions from traps [48], where A is
amplitude (Intensity) of the Gaussian function, B is energy
at which the intensity reaches its maximum, C is FWHM.
To mitigate noise in the raw data and improve the accuracy
of the photoluminescence spectrum approximation, Gaussian
function fitting was performed for signal data within the
energy range of 1.16 to 1.8 eV. This specific range was chosen
as substantial noise was consistently observed, typically
falling between 1.1 to 1.2 eV on each graph 2. By avoiding
the noisy regions during the Gaussian fitting process, the
approximation is less influenced by erratic fluctuations or
artifacts in the data. This ensures that the extracted Gaussian
parameters (A, B, C) more accurately represent the true
characteristics of the photoluminescence signal. A similar
operation was conducted for all 7180 records, enabling us
to capture the dynamics of Gaussian coefficients (A, B, C)
over time. Subsequently, employing machine learning meth-
ods, particularly time series techniques, we forecasted
the dynamics of these coefficients for the next three
hours.

Among the diverse time series techniques explored in
this study, Polynomial Features [49] stood out as the most
effective method for capturing the underlying physics of the
AgyS fluorescence spectra dynamics over time. Polynomial
Features is a feature engineering technique that, when applied
to time series data, generates polynomial combinations of the
original features, allowing the model to better capture non-
linear relationships. This method proved particularly adept at
handling the intricate and non-linear dependencies present in
the dataset, resulting in superior forecasting accuracy.
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In contrast, other well-established time series tech-
niques, including Autoregressive Integrated Moving Average
(ARIMA) [50], Seasonal Decomposition of Time Series
(STL) [51], Prophet [52], Exponential Smoothing State Space
Models (ETS) [53], Long Short-Term Memory (LSTM)
Networks [54], Gated Recurrent Unit (GRU) Networks [55],
XGBoost and LightGBM [56], Dynamic Time Warping
(DTW) [57], Hybrid Models [58], Bayesian Structural Time
Series (BSTS) [59], and Ensemble Methods [60], did not
yield comparable success in capturing the nuances of the
Ag»>S fluorescence spectra.

Application of more traditional methods, such as poly-
nomial regressions, might provide more interpretable and
accurate results for the analysis of Ag>S temporal dynamics.

The inadequacy of these techniques can be attributed to
the specific characteristics of the dataset, such as complex
non-linear dependencies [61], intricate seasonal patterns,
and the need for capturing long-term dependencies. Some
models, like ARIMA and ETS, struggled to adapt to the
non-linear dynamics, while others, such as LSTM and GRU
networks, faced challenges in effectively capturing the long-
term dependencies present in the fluorescence spectra.

Moreover, models like XGBoost and LightGBM, which
require feature engineering to convert time series data into
a tabular format, were less suited for the unique structure
of the dataset. Despite their popularity, these methods could
not overcome the inherent complexities present in the Ag>S
fluorescence spectra dataset.

Fig. 5 illustrates experiment pipeline designed [62] to
ascertain the optimal interval for approximating original
data with a Gaussian function, followed by the extrac-
tion of coefficients. Our methodology involves employing
various Machine Learning Time Forecasting techniques to
forecast the coefficients A, B, and C of the Gaussian
approximations. To determine the most suitable forecasting
method, we conduct a thorough examination by utilizing
30 distinct regressors and experimenting with different
polynomial degrees. This systematic analysis aims to identify
the optimal configuration, providing valuable insights into the
polynomial features that effectively capture the underlying
patterns in our Gaussian approximations. The selection of the
best regressor and polynomial degree is crucial for accurate
forecasting. As a result, we observe diffrent luminescence
degradation scenarios in AgyS QD, highlighting the signifi-
cance of the chosen forecasting technique in predicting [63]
the temporal evolution of QD behavior.

In summary, the success of Polynomial Features under-
scores the importance of tailored feature engineering methods
for specific datasets, highlighting the limitations of con-
ventional time series techniques in capturing the intricate
dynamics of AgyS fluorescence spectra. Among the various
regressors utilized, they can be broadly categorized into
several classes based on their underlying algorithms [64] and
functionalities. All regressor mentioned in Appendix.

The choice of different polynomial degrees provided the
flexibility to adapt the model to more complex nonlinear
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dependencies in the data [65]. For instance, with a degree
of 9, the model could account for high-level nonlinear effects,
which might be crucial for accurately predicting changes in
Gaussian coefficients.

However, it is worth noting that higher polynomial degrees
also increase the risk of overfitting [66], especially with a
limited amount of data. In the context of this study, using
degrees 2-9 struck a balance between capturing complex
dependencies and preventing overfitting, making the model
more flexible and capable of adapting to the dynamics of
coefficient changes in the spectra.

This exploration of regressor categories highlights the
versatility and adaptability of the PolynomialFeatures
method. In order to develop predictive models for the
target coefficients, a systematic approach was adopted,
involving the partitioning of the dataset into training and
testing sets. This division, implemented with an 80-20 split
(80% for training and 20% for testing), ensures a robust
evaluation of model performance [67]. Employing diffrent
Regression modeling techniques like in paper [68], a various-
degree polynomial was chosen, allowing for flexibility
in capturing non-linear relationships within the data. The
features were transformed using Polynomial Features to
introduce polynomial terms, and an each Regression model
was trained for each target coefficient. This modeling
strategy is designed to extract and encapsulate intricate
patterns inherent in the data, fostering accurate predictions
of the target coefficients. The resulting models, represented
by instances of various regressors and the corresponding
polynomial transformations, are poised to contribute valuable
insights into the nuanced relationships between features and
target gaussian coefficients.

IV. RESULTS

Fig. 6 illustrates the temporal evolution of coefficients A, B,
and C, comparing the actual data to the predictions made by
various models over a span of one hour.

Additionally, it showcases the best forecasts for each
coefficient extending into the subsequent hour of the
coefficients approximating Gaussian functions, mimicking
the dynamic behavior of the luminescence spectra of AgaS
QD. The visual representation captures the efficacy of the
forecasting models in capturing the nuanced changes in the
coefficients, offering a valuable tool for understanding and
predicting the temporal dynamics of these nanomaterials.

In Fig. 7, the comparison between real Spectra and
Gaussian Approximations over 600-Second Intervals.

Notably, the Gaussian approximations, both individually
tailored for each time point and those with coefficients
modeled using PolynomialFeatures (ElasticNetCV regressor
with a degree of 2), exhibit an alignment within the margin
of error. This close correspondence is particularly evident
in the context of the inherent noise present in the original
data, showcasing the robustness of the modeling approach.
The agreement between the approximated profiles and
those modeled with PolynomialFeatures and ElasticNetCV
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FIGURE 5. Experiment pipeline.

underscores the reliability of the obtained results. These
findings further emphasize the practical convergence of the
Gaussian representations.

Fig. 8 a) depicts the approximations of the initial
spectra using Gaussian curves, with the areas beneath each
curve shaded accordingly. These approximations reflect the
temporal evolution of the emission intensity of AgsS QD.
The shaded areas under the Gaussian curves illustrate how
the ingral intensity changes over time. Additionally, the
inset provides numerical values for the corresponding areas,
offering a more detailed assessment of the dynamics of
emission intensity throughout the experiment.

In Fig. 8 b) illustrates Temporal Evolution of integral
intensity: Comparison between the experimentally observed
and predicted integral intensity over time. The blue curve
represents the integral intensity derived from initial data,
while the orange, green and red curves depicts the integral
intensity predicted using PolynomialFeatures with regressor
ElasticNetCV, Ridge and Lasso with polynomial degre 2, 2,
3 respectively.

These extended curves provide a glimpse into potential
scenarios for the degradation of luminescence in AgxS QD
over a two-hour period. To address the presentation of results
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degree

The PolynomialFeatures model emerges as the optimal choice for
forecasting the coefficients (A, B, C) of our Gaussian approximations.
Conduct a systematic analysis by running the model with 30 distinct
regressors and varying polynomial degrees 2..9.

we conducted an additional experiment to observe the decay
of the integral intensity of Ag>S quantum dots. Unlike the
initial experiment which lasted for one hour, this extended
experiment spanned over two hours (Fig. 8b, lightgreen
curve). The results revealed that the decay behavior was
slower than exponential, indicating the presence of complex
dynamics.

Furthermore, we compared the predictions generated by
the Ridge regression model with the observed decay behavior.
Remarkably, the Ridge model accurately captured the slower
decay dynamics, aligning well with the experimental observa-
tions. This direct comparison between the model predictions
and real data underscores the validity and significance of the
Ridge regression approach in capturing the nuanced behavior
of the integral intensity decay.

V. DISCUSSION

In our investigation of various regression models for pre-
dicting the integral intensity over time, we have uncovered
distinct behaviors in their performance. Certainly, the Ridge
regression model notably demonstrated an almost linear
decay of the initial data, suggesting a trend that smoothly
traverses through all the original data points. In contrast, the
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FIGURE 6. Temporal evolution of coefficients A, B, and C: real vs. predicted data over 1 hour (3600 s) and best forecast for the following hour (up to

7200 s) for regressor a) ElasticNetCV b) Ridge c) Lasso with polynomial degre 2, 2, 3 respectively.

ElasticNet and Lasso models exhibited a downward trend. models exhibited an upward convexity, which contradicts the
Specifically, the ElasticNet model displayed a parabolic slower-than-exponential decay pattern observed in the data.

shape, diverging from a linear fit, whereas the Ridge model Understanding the reasons behind model behavior is a key
showcased a polynomial behavior that encompassed all orig- aspect of result analysis and can help explain differences

inal data points, indicating a slower rate of decline compared in their predictions. Here are several possible aspects to
to ElasticNet. Additionally, both the ElasticNet and Lasso consider for a better understanding of model behavior:
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different regularization approaches and sensitivity to outliers
and nonlinear dependencies.

Regularization plays a crucial role in controlling the
complexity of machine learning models and preventing
overfitting. There are various approaches to regularization,
each of which introduces unique adjustments to the model
training process. For example, Ridge regression adds a
quadratic penalty term to the loss function, reducing the
magnitude of coefficients and preventing overfitting. In con-
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trast, Lasso regression applies L1 regularization, leading to
feature selection and potentially setting some coefficients
to zero, making the model more interpretable and robust to
multicollinearity. ElasticNet, on the other hand, combines
both L1 and L2 regularization, striking a balance between
feature selection and preventing overfitting. Each of these
approaches has its own advantages and disadvantages, and the
choice of a specific method depends on the characteristics of
the data and the desired level of interpretability of the model.
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FIGURE 9. R2 score for coefficient a in various regression models at different degrees of the regressor.

The sensitivity of machine learning models to outliers
and nonlinear dependencies is an important aspect of their
application in real-world tasks. Some models may be more
robust to outliers and better able to handle nonlinear
dependencies in the data. For example, the Ridge regression
model, due to its quadratic penalty, is less sensitive to outliers
compared to Lasso regression, which uses L1 regularization
and can set some coefficients to zero. However, Lasso
regression may be less effective in modeling nonlinear
dependencies in the data due to its feature selection property.
ElasticNet, which combines both regularization methods,
offers a compromise approach that can provide a balance
between robustness to outliers and the ability of the model
to capture nonlinear relationships in the data.

Furthermore, an intriguing observation arises from our
analysis, where the most optimal models consistently yield
decreasing curves for the Gaussian area. This behavior aligns
with the physical intuition that the intensity of fluorescence
spectra tends to diminish over time. Notably, alternative
models occasionally produced counterintuitive outcomes,
indicating an increase in the Gaussian area, which contradicts
the expected physical behavior. Such discrepancies may stem
from inherent complexities in the interplay of the underlying
processes, challenging the models’ ability to generalize
effectively.

Fig. 9 compares R? metrics for coefficient A in different
regression models at various degrees of the regressor. R,
or the coefficient of determination, provides crucial insights
into the quality of model fitting to the data. In an ideal fit, the
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R? value is equal to 1. However, if all metrics for one regressor
at different degrees are equal to 1, it may indicate overfitting.

Opverfitting [69] occurs when the model overly tailors itself
to the training data, including its noise and random variations,
making it incapable of generalizing to new data. In such cases,
a high R? is observed, but the model will struggle to predict
new values accurately. Therefore, analyzing R”> metrics at
different degrees of the regressor allows assessing the optimal
complexity of the model and avoiding overfitting.

Conversely, when the R? value is too low, it signals
insufficient learning [70] of the model from the provided
data. Poor model fitting quality can lead to non-physical
behavior in predicting coefficients, making it less reliable in
various practical scenarios. Thus, the R? metric becomes a
key tool in evaluating the balance between model complexity
and its ability to generalize to new data, providing an optimal
representation of the physical properties of the system

In some instances, certain models resulted in predicted
curves represented by horizontal lines, indicating a lack of
sensitivity to the temporal evolution of the Gaussian area.
This behavior raises questions about the model’s ability
to capture the nuanced dynamics and adapt to variations
in the underlying physical processes. Potential reasons for
this phenomenon may include insufficient complexity in the
chosen models, underfitting of the training data, or the neglect
of critical features influencing the Gaussian area.

The diverse outcomes underscore the importance of not
only selecting the most accurate model but also choosing
one that aligns with the expected physical behavior. The
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exploration of regression models in predicting Gaussian
area dynamics provides valuable insights into the challenges
and nuances of capturing intricate temporal patterns in
fluorescence spectra.

VI. CONCLUSION

In conclusion, our exploration of time series forecasting
techniques for predicting the dynamic evolution of Gaussian
parameters in fluorescence spectra unveils the intricate
relationship between model selection and physical inter-
pretability. While various substances may exhibit unique
behaviors necessitating tailored modeling approaches, our
study establishes a robust framework for uncovering the
temporal nuances in fluorescence dynamics.

The identified best models of PolynomialFeatures with
diffrent regressors, such as Lasso, ElasticNet, and Ridge,
emerge as promising candidates for predicting Gaussian
area changes, demonstrating their capacity to align with the
expected physical trends. These findings suggest that the
proposed methodologies could serve as valuable tools in
unraveling the time-dependent characteristics of fluorescence
spectra for a wide range of substances.

The broader implications of our work extend beyond the
specific case of Ag>S fluorescence, providing a roadmap
for researchers in different domains to navigate the intricate
landscape of time series modeling. By addressing the
challenges and nuances associated with predicting dynamic
changes in Gaussian parameters, our study contributes to the
development of versatile methodologies applicable to diverse
spectral datasets. As we embark on further investigations into
different materials, the insights gleaned from this research
pave the way for advancing our understanding of complex
temporal phenomena across various scientific disciplines.

Future Directions for this work can include:

1) Feature Engineering: Investigate additional features
or engineered features derived from employing various
approximation methods for the spectra of different
quantum dots, potentially altering the dataset and
improving model performance. This process may
require domain-specific expertise to identify pertinent
predictors capable of more accurately capturing the
underlying patterns within the data.

2) Model Optimization: Continuously refine and opti-
mize the ML models by experimenting with different
algorithms, hyperparameters, and ensemble methods.
Techniques such as cross-validation and grid search
can be employed to identify the best-performing model
configurations.

3) Incorporating Temporal Dynamics: Develop models
that explicitly capture the temporal dynamics of the
integral intensity over time. Time series forecasting
methods, recurrent neural networks (RNNs), or atten-
tion mechanisms can be explored to handle sequential
data and dependencies between observations.

4) Integration with Domain Knowledge: Incorporate
domain knowledge from luminescence physics or
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materials science into the modeling process. This could
involve integrating physical constraints or insights into
the ML algorithms to improve the interpretability and
accuracy of the forecasts.

5) Validation and Evaluation: Conduct comprehensive
validation and evaluation of the ML models using rigor-
ous statistical methods. This includes assessing model
performance on unseen data, conducting sensitivity
analyses, and evaluating the robustness of the models
to different scenarios or perturbations.

6) Deployment and Integration: Explore methods for
deploying the trained ML models into practical applica-
tions, such as real-time monitoring systems or decision
support tools. Integration with existing infrastructure or
workflows may require additional considerations such
as scalability, reliability, and interpretability.

7) Interdisciplinary Collaboration: Foster collabora-
tion between researchers from diverse fields such
as physics, materials science, computer science, and
statistics. Collaborative efforts can lead to novel
insights, interdisciplinary approaches, and more holis-
tic solutions to complex problems in luminescence
forecasting.

8) Exploration of Alternative Techniques: Investi-
gate alternative techniques beyond traditional ML
approaches, such as deep learning, reinforcement
learning, or Bayesian methods. These techniques may
offer advantages in handling complex data structures,
non-linear relationships, or uncertainty quantification.

9) Addressing Data Limitations: Overcome challenges
associated with data collection, which may arise due to
constraints or limitations inherent in the experimental
setup.

APPENDIX

DATA AVAILABILITY

The code implementing the described experiments is
available in the repository at QuantumDots-Luminescence-
Dynamics. Researchers and enthusiasts can access, review,
and contribute to the codebase for further exploration and
collaboration.

APPENDIX
UTILIZED REGRESSION MODELS
1) Traditional Regression Models:
o Linear Regression: Utilizes a linear approach to
model the relationship between the independent
and dependent variables [71].
« Ridge Regression: Addresses multicollinearity by
introducing regularization to the linear regression
model [72].
o Lasso Regression: Incorporates L1 regularization,
encouraging sparsity in the regression coeffi-
cients [73].
« Elastic Net: Combines L1 and L2 regularization
to overcome limitations of Lasso and Ridge [74].
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LARS Lasso: Performs Lasso regression using the
Least Angle Regression algorithm [75].

Huber Regressor: Robust regression model that
combines qualities of both mean squared error and
mean absolute error [76].

RANSAC Regressor: Robustly fits a linear
regression model to data with a significant pres-
ence of outliers [77].

Orthogonal Matching Pursuit (OMP): Itera-
tively selects features that most correlate with the
target variable [78].

Theil-Sen Regressor: Robust method for estimat-
ing the slope of a linear regression model [79].

2) Ensemble Models:

Bagging Regressor: Constructs multiple models
and combines their predictions to reduce overfit-
ting [80].

Adaboost Regressor: Boosting algorithm that
focuses on the weaknesses of preceding mod-
els [81].

Gradient Boosting Regressor: Builds an additive
model sequentially, each correcting errors of the
previous one [82].

Random Forest Regressor: Ensemble of decision
trees with random feature selection [83].
Stacking Regressor: Combines multiple regres-
sion models to improve overall performance [84].
Extra Trees Regressor: Similar to arandom forest
but with additional randomness in the feature
selection process [85].

HistGradient Boosting Regressor: Optimized
version of gradient boosting that uses histograms
for splitting [86].

3) Support Vector Machines (SVM) Regressors:

Support Vector Regressor (SVR) with Linear
Kernel: Utilizes linear kernel for SVM-based
regression [87].

SVR with Polynomial Kernel: Applies a polyno-
mial kernel to capture nonlinear relationships [88].
SVR with Radial Basis Function (RBF) Kernel:
Uses radial basis functions to map input data into
higher-dimensional space [89].

4) Advanced Models:

K-Nearest Neighbors (KNN) Regressor: Pre-
dicts the target variable based on the average of its
k-nearest neighbors [90].

Decision Tree Regressor: Models decisions as
a tree structure, splitting data based on feature
conditions [91].

XGBoost Regressor: Gradient boosting algorithm
known for its speed and performance [92].
CatBoost Regressor: Gradient boosting algorithm
designed for categorical features [93].
LightGBM Regressor: Gradient boosting frame-
work that uses tree-based learning [94].
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o Gaussian Process Regressor: Models the tar-
get variable distribution using Gaussian pro-
cesses [95].

« Bayesian Ridge Regression: Applies Bayesian
methods to linear regression [96].

o Kernel Ridge Regressor: Combines ridge regres-
sion with the kernel trick for nonlinear relation-
ships [97].

+ Gamma Regressor: Models the gamma distribu-
tion [98].
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