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ABSTRACT Few-shot learning continues to pose a challenge as it is inherently difficult for visual
recognition models to generalize with limited labeled examples. When the training data is limited, the
process of training and fine-tuning the model will be unstable and inefficient due to overfitting. In this
paper, we introduce NegCosIC: Negative Cosine Similarity-Invariance-Covariance Regularization, a method
that aims to improve the mean accuracy from the perspective of stabilizing the fine-tuning process and
regularizing variance. NegCosIC incorporates a negative simple cosine similarity loss to stabilize the
parameters of the feature extractor during fine-tuning. In addition, NegCosIC integrates invariance loss and
covariance loss to regularize the embeddings in order to reduce overfitting. Experimental results demonstrate
that NegCosIC is able to bring substantial improvements over the current state-of-the-art methods. An in-
depth worse case analysis is also conducted and shows that NegCosIC is able to outperform state-of-the-
art methods on worst case accuracy. The proposed NegCosIC achieved 2.15% and 2.13% higher accuracy
on miniImageNet 1-shot and 5-shot tasks, 3.22% and 2.67% higher accuracy on CUB 1-shot and 5-shot
tasks, and 2.13% and 7.74% higher accuracy on CIFAR-FS 1-shot and 5-shot tasks in terms of worst-case
accuracies.

INDEX TERMS Few-shot learning, negative cosine similarity, invariance, covariance, regularization.

I. INTRODUCTION
Over the years, the field of deep learning has seen significant
advancements in standard computer vision tasks, such as
object recognition. However, there remain many challenges
in maintaining high accuracy when training data is limited.
For example, in the field of medical imaging, labeled training
data is difficult to obtain. This leads to the issue of overfitting
that affects the robustness and generalization of themodel [1],
[2], [3]. Although there are different augmentation methods
based on generative models and image transformations such
as rotation and scaling, they are not efficient because their
effectiveness depends on the specific sub-domains. This
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prompts researchers to explore the prospect of few-shot
learning. The goal of few-shot learning is to identify new
objects with just a small number of training examples per
class, which closely resembles real-world situations where
obtaining labeled data could be challenging and costly.
Similar to human intelligence that is capable of learning
based on a few examples, developing machine learning
models that are able to learn with a few training samples
across different classes is also an important step to advance
artificial intelligence in general.

Common methods to mitigate the challenge of few-shot
learning are based on the ‘‘learning to learn’’ mechanism
or meta-learning. In meta-learning, the model is trained
based on a series of different few-shot classification tasks
and subsequently evaluated on test data in order to learn
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parameters that easily generalize to new tasks [4], [5], [6].
In recent years, another branch of few-shot learning methods
called metric-based methods have garnered more interests
from researchers due to their better performance over other
few-shot learning methods. In general, many metric-based
methods use a feature extractor pre-trained on the base
classes for feature extraction, and then train a classifier based
on a selected metric to compute the differences between
feature embeddings of test data for classification. Some of
the popular metric-based methods are: matching networks [7]
that compared the query features with support features based
on cosine distance and memory mechanism; prototypical
networks [8] that compared the query features with the
embedding prototype of support features from each class
with Euclidean distance; relation networks [9] that examined
the query features with the embedding prototype of support
features from each class using a relation module where its
parameters were fine-tuned.

Despite making some progress in few-shot learning,
researchers still find ways to rethink the efficiency and the
way evaluations are made in the field. When the training
data is limited, the process of training and fine-tuning the
model will be unstable and inefficient due to overfitting.
In view of this, we introduce a new few-shot learning
framework that incorporates a negative cosine similarity loss
together with invariance loss and covariance loss during the
training of few-shot classifiers. Negative cosine similarity
loss improves the model by preventing the fine-tuned
representations from deviating significantly from the original
learned representations during the fine-tuning phase of
feature extractor. Meanwhile, invariance loss and covariance
loss improve the model by regularizing the variance of
the feature representations. This in turn will boost the
performance of the model.

In addition, [10] recently argued that the usual evaluation
metrics, namely mean accuracy and 95% confidence interval
are not practical because they are the average accuracy over
a series of different episodes of few-shot tasks. The authors
showed that the accuracy of individual episode varies a lot
and is unstable, with the worst being 37.33% accuracy and
the best being close to 100%, while the average accuracy was
68.96% and the 95% confidence interval was [68.07, 69.85].
In most real world applications, it is not practical to run many
experiments on few-shot tasks and pick the best or average
episode among them, which is the way few-shot learning
models are currently evaluated in the field. Therefore, it is
more important to focus on one episode instead of the average
of many episodes. Thus, we also adopted worst case accuracy
additionally in evaluating our model during the experiments.

The main contributions of this paper are summarized as
follows:

1) To stabilize the parameters of the feature extractor
during fine-tuning, a negative cosine similarity loss is
introduced in order to encourage the original learned
representations to remain similar to the fine-tuned
representations.

2) In addition, to reduce overfitting, invariance loss and
covariance loss are incorporated to regularize the
variance of the learned feature representations. With
features that are more robust, we then use a cosine
classifier to make predictions for the few-shot tasks.

3) Through extensive experiments, we show that the
proposed NegCosIC is able to achieve higher average
accuracy on few-shot recognition datasets.

4) We also conducted an intensive worse case analysis
and show the proposed NegCosIC is able to achieve
significantly higher worst case accuracy on few-shot
recognition datasets.

II. RELATED WORK
Conventionally, few-shot learning is commonly done in an
inductive manner. The model is first trained on a set of
train data, and subsequently evaluated and used on other test
data without the need of leveraging other unlabeled data for
fine-tuning. Generally, few-shot learning is categorized into
3 groups, which are gradient-based methods, hallucination-
based methods and metric-based methods.

A. GRADIENT-BASED FEW-SHOT CLASSIFICATION
Gradient-based methods aim to fine-tune the model based
on a small number of data samples to address the few-shot
learning problems [4], [5], [6], [11], [12], [13], [14], [15],
[16], [17]. These methods can be categorized into two
types: initialization-based methods [5], [6], [11], [13], [14]
and optimization-based methods [4], [12], [15], [16], [17].
Initialization-based methods learn a good initialization for
the model’s parameters across multiple tasks. By doing so,
the model is able to perform well in new tasks with few
data samples and parameter updates. For example, Model-
Agnostic Meta-Learning (MAML) [5] aimed to find optimal
parameters for the model based on the loss from a set of tasks,
making the fine-tuning process for new tasks more efficient.

In contrast, optimization-based methods aim to learn a
good optimizer that allows the model to adapt rapidly to
new tasks with few data samples and parameter updates.
These methods often replace the standard optimizer with a
new kind of optimizer, such as a Long Short-Term Memory-
based meta-learner [4] or a mechanism with external memory
for updating the parameters [12]. Recently, an end-to-end
framework called GCLR-SVM [15] was proposed to embed
representations into a latent space and enhances the represen-
tations by reconstructing the latent codes using variational
information. In addition, the authors in [16] introduced a
Multi-level Second-order (MISo) network that included a
Second-order Pooling (SoP) and Feature Matching (FM)
module to reweight their respective branches for relation
learning. They also added a self-supervised discriminator
to improve the distinctiveness of the representation by
predicting the index of abstraction and scale. Moreover, [17]
proposed a new learning paradigm A-MET that adaptively
removes unwanted and incomplete features learned during
the pre-training stage and tackles the objective discrepancy
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between the transfer learning and meta-learning. They also
introduced a GSCM metric that represent samples by jointly
re-embedding the sample features to get prediction results
that are more consistent. Reference [18] proposed Adaptive
Learning Knowledge Networks (ALKN) that has an adaptive
learning knowledge module to store the memory of learned
knowledge and a decoder that ingests the query representation
and the data from the adaptive learning knowledgemodule for
classification.

B. HALLUCINATION-BASED FEW-SHOT CLASSIFICATION
In few-shot learning, data deficiency is a common issue.
To address this, hallucination-based techniques have been
proposed in recent years. These methods, as described in
[19], [20], [21], and [22], aim to augment the available
data to produce more training samples. The techniques
can be divided into two categories: the first type transfers
appearance variations from the initial data categories, as seen
in [19] and [21], while the second type uses generative
adversarial networks (GANs) to transfer the style, as seen
in [20]. These techniques are often used together with other
few-shot learningmethods, resulting in increased complexity.
Reference [22] proposed to transform the base classes into
Gaussian form with power transformation for Maximum A
Posteriori (MAP) estimation. After that, the Gaussian mean
of the novel classes are estimated under the Gaussian prior
given few samples from it. In the end, every novel classes
is represented by a unique Gaussian distribution where
sufficient trainable features can be sampled and this in turn
improves the prediction.

C. METRIC-BASED FEW-SHOT CLASSIFICATION
Metric-based methods have gained progressively more atten-
tion in recent literature as they are the most effective few-shot
learning techniques. These methods learn to differentiate
between objects using limited examples by leveraging the
information about the similarity of the limited available
data. Typically, a CNN-based feature extractor is first
trained on a larger dataset. The feature extractor is then
used to extract features from the limited data of novel
classes. Subsequently, a metric-based classifier is trained
to recognize the objects given the features. The metric can
be any of the following: cosine similarity [7], Euclidean
distance [8], custom convolutional neural network-based
distance module [9], [23], [24], or graph neural network [25],
[26], [27].

Matching Network [7] used an end-to-end weighted
nearest neighbor classifier based on an attention mechanism
that utilized cosine similarity of two feature embeddings.
Next, Prototypical Network [8] calculated the mean of the
extracted features of the support data and compared the
Euclidean distance between the class mean and the query
data for classification. In addition, Relation Network [9]
concatenated the feature maps of the training set and passed
them into a relation module that contains the score for each

class and converted them into one-hot vectors later. The
relation module was optimized through mean square error
(MSE) by regressing the value of the score to the true label.
Moreover, Task Dependent Adaptive Metric (TADAM) [23]
introduced a dynamic task-conditioning module that extracts
task representations, which were used to improve the feature
extractor. They also applied metric scaling and auxiliary
task co-training to improve the few-shot learning algorithm.
Recently, DeepEMD [24] adopted Earth Mover’s Distance
(EMD) to generate the minimum matching cost between the
feature vectors of the support and query images for few-
shot classification. Reference [28] proposed a multi-scale
decision network (MSDN) that utilizes feature fusion and
feature weighting to enhance the fitting ability of Relation
Network during feature concatenation.

On the other hand, the authors of [25] formulated a graph
neural network (GNN) framework for few-shot learning,
where the extracted features act were used as an input to
a GNN that consists of different layers of nodes and graph
convolutional layers. Reference [26] improved on [25] by
introducing Edge Graph Neural Network (EGNN) to predict
the edge-label on the graph based on the similarity within
the cluster and dissimilarity between different clusters. Addi-
tionally, Distribution Propagation Graph Network (DPGN)
[27] introduced a dual complete network made of a point
graph and a distribution graph. The label information was
then propagated from labeled data to unlabeled data for a
number of updates.

D. TRANSDUCTIVE FEW-SHOT CLASSIFICATION
Transductive few-shot learning is a subfield of metric-based
few-shot learning. It has been shown to achieve significant
improvement over other few-shot learning methods such
as inductive metric-based methods, gradient-based methods,
and hallucination-based methods, as evidenced in recent
studies [29], [30], [31], [32], [33], [34], [35], [36], [37].
In inductive few-shot learning settings, models are first
trained on observed and labeled training data, and sub-
sequently used to make predictions on unobserved and
unlabeled test data. In contrast, transductive few-shot learning
models are trained using both observed and labeled training
data, as well as observed and unlabeled test data, and then
used to classify the test data.

The Transductive Propagation Network (TPN) [31] was
the first work to explicitly model transductive inference
in few-shot learning settings. TPN proposed a framework
for learning to propagate labels between data instances
for unseen classes through episodic meta-learning. In [32],
a simple method was proposed that minimizes the entropy
of model predictions on unlabeled query samples, which
surprisingly achieved competitive performance over complex
meta-learning methods. Another study [33] proposed using
pseudo-labeling and feature shifting in a prototypical network
based on cosine similarity. PT-MAP [34] applied Power
Transform (PT) to the data to better align it with typical distri-

VOLUME 12, 2024 52869



W. H. Liu et al.: NegCosIC for Few-Shot Learning

bution assumptions, and used Maximum A Posteriori (MAP)
to compute class centers for classification. Reference [36]
obtained a regularized manifold by leveraging the unlabeled
query data and using non-parametric embedding propagation
to smooth decision boundaries by outputting a set of
features interpolations based on a similarity graph. Similarly,
[29] performed parameterless feature fusion between the
query data and the support data to propagate information
across features for better feature representations. Later,
[35] proposed to minimize a quadratic binary-assignment
function, which achieved competitive performance. The
function contains a unary term assigning query samples to
the nearest class prototype and a pairwise Laplacian term.
In doing so, it encouraged nearby query samples to have
consistent label assignments. Additionally, [30] proposed
a method that maximizes mutual information between the
query features and predictions of a few-shot task while
subjecting to supervision constraints from the support set.
In another study [37], a transductive clustering procedure
based on a conditional neural-adaptive feature extractor
was developed to produce better class means for few-shot
classification.

E. PRESERVING INFORMATION CONTENT OF FEATURE
EMBEDDINGS
When the pre-trained models are fine-tuned or trained
again based on a limited set of data, there is an inherent
bias-tradeoff going on in the few-shot scenario. Recent work
by [38] proposed a novel loss term to prevent an issue known
as informational collapse, in which variables in a neural
network carry redundant information, leading to inefficient
and ineffective learning. The proposed loss term aimed to
produce decorrelated embedding vectors by minimizing the
distance between the normalized cross-correlation matrix of
the embedding vectors from the two branches and the identity
matrix. By minimizing this distance, the network was encour-
aged to learn independent and discriminative features, which
can enhance the network’s ability to generalize and improve
performance on downstream tasks. In addition, the authors
in [39] preserved the information content of the embeddings
in the process of training joint embedding architectures by
using invariance, variance and covariance loss terms. This
explicitly prevents a collapse due to a shrinkage of the
embedding vectors towards zero. Moreover, it also prevents
an informational collapse due to redundancy between the
embedding variables. On the other hand, The authors in [10]
tackled this issue by only allowing the parameters of the
feature extractor’s final layer to be updatable to reduce bias.
They also utilize the base images and the novel images
together to update the feature extractor. A simple negative
cosine similarity loss function was employed to prevent the
learned representations from deviating dramatically from
the subsequent fine-tuning, which reduces variance and
overfitting. These strategies help to improve not only the

mean accuracy of few-shot models but also the worst-case
accuracy.

III. METHODOLOGY
In this section, the common few-shot setting is first intro-
duced. Then, the details of the proposed method NegCosIC
are described. A summary of NegCosIC is depicted in Fig. 1.

A. FEW-SHOT SETTING
We consider few-shot learning in the context of a labeled
training set Dbase = {xj, yj}

Nbase
j=1 , where each sample is

represented by its raw images xj and its corresponding
one-hot encoded label yj. The set of classes for this base
dataset is denoted by Ybase. In few-shot settings, there is a
distinct test dataset Xtest = {xj, yj}

Ntest
j=1 with a set of classes

Ytest such that Ybase∩Ytest = ∅. For the few-shot classification
tasks, the labeled data samples are randomly sampled from
the test dataset. Each task consists of N distinct classes, with
Ks labeled samples from each class, resulting in an N -way
Ks-shot task. The set of these labeled samples is referred to
as the support set, denoted by s. The size of the support set is
|s| = Ks · N . Additionally, each task has an unlabeled query
set q composed of Kq examples from each of the N classes,
resulting in a query set size of |Q| = Kq ·N . These examples
are typically unseen. After training the models on the base
classes, few-shot learning methods utilize the labeled support
sets to adapt to new tasks, with evaluations performed on the
unlabeled query sets. Meanwhile, the raw images from the
support set and query set areXs and Xq respectively, with their
actual labels Ys and Yq. The predicted labels of the support set
are known as Ŷs, whereas the predicted labels of the query set
are Ŷq.

B. REGULARIZATION WITH NEGATIVE COSINE
SIMILARITY LOSS, INVARIANCE LOSS, AND COVARIANCE
LOSS
There are two stages in the proposedNegCosIC, which are the
pre-training stage and the fine-tuning stage. During the pre-
training stage, a feature extractor is first pre-trained on the
base dataset. After that, the classification layer is removed.
A new learnable classification head W is added at the final
layer, and the few-shot model is fine-tuned based on the
novel set during the fine-tuning stage. The embeddings from
both the pre-training stage feature extractor fθ (x) and f̂θ (x)
are defined as z = [z1, . . . , zn] and z′ = [z′1, . . . , z

′
n]

respectively, with θ being the parameters of the feature
extractor. During fine-tuning, θ and W are updated based
on the loss and learning rate η. Note that the parameters of
the feature extractor fθ (x) will be fixed, while the parameters
of f̂θ (x) will be updated. Then, the predicted labels Ŷ are
obtained through a cosine similarity classifier based on the
feature embedding input z̃ and classification head input W̃ :

P(̃z, W̃ ) = τ ·
z̃ · W̃
∥̃z∥

∥∥W̃∥∥ (1)

where τ is a scaling factor.
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FIGURE 1. The proposed few-shot recognition method NegCosIC. First, a feature encoder network fθ (x) is trained using the data from base set. After
that, the final classification layer is removed. The backbone is subsequently fine-tuned into f̂θ (x) based on the samples from the novel set, with an
additional new classification layer W . The stability of f̂θ (x) is achieved by the negative cosine similarity loss LS . Through LIC , each embedding’s
variance is maintained above a threshold, and the covariance between the embeddings are attracted to zero, de-correlating the variables from each
other. In addition, the standard cross entropy loss LCE minimizes error to increase the average accuracy.

In many metric-based few-shot methods, the parameters
of the feature extractor are frozen and not updated during
the fine-tuning phase based on the query data to reduce
overfitting on the limited data. In the proposed NegCosIC, the
final layer of the feature extractor is unfrozen for updating the
parameters. In order to reduce severe overfitting, a negative
cosine similarity loss function is proposed to stabilize the
fine-tuning phase by enforcing the fine-tuned representations
to remain similar to the original learned representations:

LS (z, z′) = −
z · z′

∥z∥∥z′∥
(2)

During the fine-tuning phase, instead of using the novel
data for computing LS , a set of 256 randomly sampled
data from the base set is used. LS is minimized when
f̂θ (x) and fθ (x) are similar to each other. By doing so,
the parameter update becomes more stable and thereby
reduce the overfitting. In addition to LS , invariance loss and
covariance loss terms that are introduced as parts of the final
loss.

The invariance loss term LI between z and z′ as the
mean-squared euclidean distance between each pair of
vectors, without any normalization:

LI (z, z′) =
1
n

∑
j

∥zj − z′j∥
2
2 (3)

After that, the covariance matrix of z̃ is formulated as:

C (̃z) =
1

n− 1

n∑
j=1

(̃zj − ¯̃z)(zj − ¯̃z)T , ¯̃z =
1
n

n∑
j=1

z̃j (4)

where z̃ is a feature vector input. Then, the covariance
regularization term c can be defined as the sum of the squared

off-diagonal of C (̃z), accompanied by a factor 1/d with
the purpose of scaling the criterion as a function of the
dimension:

c(̃z) =
1
d

∑
j̸=k

[C (̃z)]2j,k (5)

where d is the dimension of the feature embedding.
This covariance regularization term decorrelates the dif-
ferent dimensions of the embeddings and prevents them
from encoding similar information by encouraging the
off-diagonal coefficients of C (̃z) to be close to 0.

The covariance loss is subsequently defined as:

LC (z, z′) = c(z)+ c(z′) (6)

The overall invariance-covariance loss is a weighted
average of invariance loss and covariance loss:

LIC (z, z′) = λ · LI (z, z′)+ ρ · LC (z, z′) (7)

where λ and ρ are hyper-parameters controlling the impor-
tance of each term in the loss function.

Finally, a standard cross entropy loss LCE that aims to
maximizing the average accuracy is used as well:

LCE (y, ŷ) = −
1
n

n∑
j=1

yj log(ŷj) (8)

where ŷ is the predicted label.
Overall, the final loss is defined as:

L = α · LS + β · LIC + ϵ · LCE (9)

with α, β, and ϵ set to 1, 0.0001, and 0.1 respectively in all
experiments. The training procedure of the fine-tining stage
is presented in Algorithm 1.
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Algorithm 1 The Training Procedure During The
Fine-Tuning Stage of the Proposed NegCosIC

input : Xbase, Xs, Ys, fθ , f̂θ , η
receive θ from pre-training stage
randomly initializeW
zbase← fθ (Xbase)
z′base← f̂θ (Xbase)
zs← fθ (Xs)
for epoch← 0 to 100 do

Ŷs← P(zs,W ) (1)
Compute loss LS (zbase, z′base) (2)
Compute loss LIC (zbase, z′base) (3, 4, 5, 6, 7)
Compute loss LCE (Ys, Ŷs) (8)
Compute final loss L (9)
θ ← θ − η∇θL
W ← W − η∇WL

end

C. SUMMARY
In summary, the proposed NegCosIC incorporates negative
cosine similarity loss that encourage the original learned
representations to remain similar to the fine-tuned representa-
tions. This stabilizes the parameter updating of the pre-trained
feature encoder. In addition, the proposed NegCosIC utilizes
invariance loss and covariance loss that regularize the
variance of the extracted features. As a result, the feature
representations are more robust and this in turn improves the
accuracy of the model.

IV. EXPERIMENTS
In this section, the datasets, evaluation protocols, imple-
mentation details, and results obtained by the proposed
NegCosIC are described. Three common benchmarks are
used to evaluate the performance, which are miniImageNet,
CIFAR-FS and CUB.

A. DATASETS
miniImagenet: This is a widely used dataset [4], [7] in
few-shot image classification. It is a subset of ILSVRC-12
[40] that contains 60,000 randomly selected images from
100 classes with the size of 84 × 84 pixels. The dataset is
split into 64 training classes, 16 validation classes, and 20 test
classes.
CIFAR-FS: This dataset is a randomly sampled subset of

CIFAR-100 [41]. It is partitioned into 64 base, 16 validation
and 20 novel classes. For each class, there are 600 random
images with the size of 32 × 32 pixels.
CUB: This fine-grained classification dataset consists of

a total of 6,033 images from 200 classes [42]. Following
the protocol of [43], it is split into 100 training classes,
50 validation classes, and 50 test classes with the images
resized to 84 × 84 pixels.

B. EVALUATION PROTOCOLS
The experiments are evaluated based on the standard few-shot
classification settings, which are 5-way 1-shot and 5-way 5-
shot tasks. The training data consist of 1 or 5 labeled data from
each of the 5 classes, while the test data consist of 15 instances
randomly selected from the same classes.

The experimental results are reported in average accuracy
(ACCm). The average accuracy is based on the reported
results from respective work. In addition, we also adopted
the worst case accuracy metric inspired from [10]. The worst
case accuracy metrics are the worst 1 accuracy (ACC1),
average of worst 10 accuracy (ACC10), and average of
worst 100 accuracy (ACC100). The worst accuracy of other
compared methods are based on the respective official
implementation of each work. Note that the experiments are
conducted based on the same 500 episodes for each dataset
in order for making the comparison fair.

C. TRAINING PROCEDURE AND HYPERPARAMETERS
During the pre-training phase of feature extractor, ResNet-
18 [43], [44] and WRN-28-10 (Wide Residual Network with
28 layers and width factor of 10) [45] network architectures
are used. At the last block of the network architecture, average
pooling is utilized to obtain the feature vectors. The network
is trained by using Adam optimizer [46] for 400 epochs with
batch size of 256. The learning rate is set to 0.001, β1 and
β2 are set to 0.9 and 0.999 respectively, and ϵ is set to 1e-8.
In the fine-tuning phase, all the hyperparameters are

kept constant throughout all the experiments for simplicity.
In summary, the coefficient λ of invariance loss LI and
the coefficient ρ of covariance loss LC are set to 1 and
0.04 respectively. Meanwhile, the coefficient β of LIC is
set to 0.0001. Similarly, the objective function is optimized
with Adam optimizer with the parameters recommended
in [46], with the learning rate of 0.001, β1 and β2 of 0.9 and
0.999 respectively, and ϵ of 1e-8. A cosine classifier is
employed as the classification head. The fine-tuning process
is executed for 100 iterations in each episode.

D. COMPARISON WITH THE STATE-OF-THE-ART
METHODS
Experiments of standard 5-way 1-shot and 5-way 5-shot
classification tasks are carried out on three datasets: mini-
ImageNet, CUB and CIFAR-FS. For a fair comparison, only
the results based on the backbone ResNet-18 and WRN-
28-10 are compared. As shown in Table 1, the proposed
NegCosIC outperforms other state-of-the-art methods in
terms of average accuracy (ACCm) on miniImageNet and
CUB datasets. With WRN-28-10 backbone, it achieves
69.41% on miniImageNet 5-way 1-shot task and 85.98% on
miniImageNet 5-way 5-shot task. Meanwhile, the accuracy
of the model on CUB 5-way 1-shot and 5-way 5-shot task
is 85.68% and 94.66% respectively. Furthermore, it achieves

52872 VOLUME 12, 2024



W. H. Liu et al.: NegCosIC for Few-Shot Learning

TABLE 1. Mean accuracy ACCm (%) on mini-ImageNet, CUB, and CIFAR-FS 5-way 1-shot and 5-way 5-shot classification tasks. ACCm is the average
accuracy from respective published papers unless otherwise noted.

higher accuracy than most of the methods on CIFAR-FS 5-
way 1-shot and 5-way 5-shot task at 73.98% and 87.33%.

Typically, the model performance of existing methods
is evaluated by calculating the mean accuracy of a set of
episodes (ACCm) along with the 95% confidence interval.
As shown in [10], this model performance evaluation is
not stable as the accuracy of individual episode varies a
lot, which does not translate well to the practicality in
real-world applications. In contrast, metrics that focus on
worst-case scenarios, such as the accuracy of the worst
case (ACC1), the average accuracy of the 10 worst cases
(ACC10), and the average accuracy of the 100 worst cases
(ACC100), are more representative of the actual challenges
faced in real-world applications. As a result, these metrics
can more useful for evaluating few-shot learning models.
Thus, we have also evaluated our proposed NegCosIC based
on these metrics. Noticeably, the proposed NegCosIC with
WRN-28-10 backbone achieves much higher accuracy in
worst case accuracy relatively to comparedmethods as shown
in Table 2.

On miniImagenet, NegCosIC outperforms other methods
with the highest accuracy of 42.67%, 45.20%, 55.00% in
1-shot tasks and 65.33%, 67.60%, 76.68% in 5-shot tasks
respectively at ACC1, ACC10, ACC100, with improvement as
much as over 2%.

Likewise, in comparison with other methods on CUB,
NegCosIC obtains higher accuracy at 56.00%, 60.00%,
72.11% in 1-shot tasks and 78.67% and 82.67%, 88.29%
in 5-shot tasks respectively at ACC1, ACC10, ACC100, with
improvement as much as over 3%.

In addition, the proposed NegCosIC improves accuracy as
much as close to 8% compared to other methods on CIFAR-
FS dataset. A performance of 38.67%, 44.93%, 57.24% in
1-shot tasks and 64.00%, 67.20%, 76.08% in 5-shot tasks
respectively, is achieved at ACC1, ACC10, ACC100.

It can be seen that the proposed method has significant
improvement over the worst case and the worst 10 cases.
This demonstrates that the proposed NegCosIC is able to
perform better over harder and more extreme recognition
tasks compared to other methods. In addition, this also shows
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TABLE 2. Worst case accuracy ACC1, ACC10, ACC100(%) on mini-ImageNet, CUB, and CIFAR-FS 5-way 1-shot and 5-way 5-shot classification tasks.

TABLE 3. Results of ablation studies on 5-way 1-shot and 5-way 5-shot classification tasks on miniImageNet with WRN-28-10 backbone.

that the stabilization of the feature extractor’s parameters with
LS as well as the variance regularization with LIC during the
fine-tuning process are helpful to boost the performance of
the few-shot model not only in terms of mean accuracy but
also worst case accuracy.

E. ABLATION STUDIES AND DISCUSSIONS
To investigate the effects of the major components of the
proposed NegCosIC, an ablation study is conducted on mini-
ImageNet, CUB and CIFAR-FS with WRN-28-10 backbone
to study the effects of negative cosine similarity loss LS ,
invariance loss LI and covariance loss LC . Table 3, 4 and 5

show that LS is crucial to improve the mean accuracy and
worst-case accuracy of the model. In both scenarios where
LS is or is not used, optimal performance is obtained when
LI and LC are used together. This suggests that incorporating
both losses in themethod ismost beneficial when the variance
is regularized. In most cases, including either invariance or
covariance loss in the method improves the performance of
the model in terms of mean accuracy and also the worst case
metrics.

Additionally, an ablation study is conducted to study the
effect of invariance loss and covariance loss LIC . Table 6
shows the effect of different values of β on LIC . When β is
too big, it brings a slightly negative effect on the performance
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TABLE 4. Results of ablation studies on 5-way 1-shot and 5-way 5-shot classification tasks on CUB with WRN-28-10 backbone.

TABLE 5. Results of ablation studies on 5-way 1-shot and 5-way 5-shot classification tasks on CIFAR-FS with WRN-28-10 backbone.

TABLE 6. Effects of different β values of LIC on 5-way 5-shot
classification tasks on CIFAR-FS.

TABLE 7. Effects of different ρ values on LC on 5-way 5-shot
classification tasks on CIFAR-FS with WRN-28-10 backbone.

of the model as it restricts the model to be less adaptive from
the base and novel samples due to variance regularization.
Conversely, if the value of β is too low, there may not be a
significant improvement in the model’s performance whether
or not LIC is used. From the experimental results, we found
that the optimal value is 0.0001, where the model is able to
perform the best consistently throughout different datasets.

Moreover, we utilized 2-dimensional UMAP [53] for
feature visualization to show the effect of employing LIC in
the model. The UMAP graph of the feature representations
from novel images based on a randomly sampled 5-way 1-
shot task from miniImageNet is shown in Figure 2. From
the visualization, it can be seen that without LIC , the data
points of each class are more scattered and have longer
intra-class distance and shorter inter-class distance. With

FIGURE 2. UMAP 2-dimensional visualization [53] of the features of
75 query images based on a randomly sampled 5-way 1-shot few-shot
classification task from miniImageNet.

LIC , it can be seen that the data points of each class
are more clustered together and have shorter intra-class
distance and longer inter-class distance. This signifies that
the proposed loss terms are useful to improve the ability
of the model to have better class discrimination in low-data
settings.

On top of that, another ablation study is done on the values
of ρ on LC . Table 7 demonstrates that when the value
of ρ is higher, there is a marginal deterioration in the
performance of the model. When the value of ρ is 0.04, the
proposed NegCosIC performs the best in terms of ACCm,
ACC1, ACC10 and ACC100. This shows that NegCosIC is
more effective when ρ is not too big in order to avoid
overregularization.

Although several hybrid loss functions have been applied
in different works in the literatures [54] and [55], they have
been used in different architectures and with different data
types. Ablation studies in this work indicated the efficiency of
the proposed loss function. As an extension of this work, the
proposed approach can be tested with medical image types
such as dermoscopy images.

VOLUME 12, 2024 52875



W. H. Liu et al.: NegCosIC for Few-Shot Learning

V. CONCLUSION
In this paper, NegCosIC is proposed for few-shot learning.
The proposed NegCosIC utilizes a negative cosine similarity
loss term to encourage the original learned representations
to remain similar to the fine-tuned representations. This in
turn stabilizes the parameters of the feature extractor during
fine-tuning. In addition, to reduce overfitting during fine-
tuning, we incorporate invariance loss and covariance loss to
regularize the variance of the learned feature representations.
This helps to reduce the possibilities of high variance when
the pre-trained feature encoder is fine-tuned. By doing so, the
learned representations become more robust, which allows
the few-shot recognition model to achieve good performance
not only in conventional mean accuracy over multiple
few-shot episodes but also in the neglected worst-case
accuracy. Through extensive experiments, the performance
of the proposed NegCosIC is shown to be able to outperform
many state-of-the-art methods in few-shot learning in both
mean accuracy and worst-case’s metrics. Based on the result,
the proposed NegCosIC is able to improve the performance
of themodel across different network architectures, which are
the commonly used ResNet-18 and WRN-28-10. Moreover,
through UMAP visualization, it is shown that the proposed
NegCosIC improves the class discrimination ability of the
model because the data points of each class have shorter
intra-class distance and longer inter-class distance. Thus,
the proposed framework in this work is applicable to many
practical problems.
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