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ABSTRACT The healthcare fraud detection field is constantly evolving and faces significant challenges,
particularly when addressing imbalanced data issues. Previous studies mainly focused on traditional
machine learning (ML) techniques, often struggling with imbalanced data. This problem arises in various
aspects. It includes the risk of overfitting with Random Oversampling (ROS), noise introduction by the
Synthetic Minority Oversampling Technique (SMOTE), and potential crucial information loss with Random
Undersampling (RUS). Moreover, improving model performance, exploring hybrid resampling techniques,
and enhancing evaluation metrics are crucial for achieving higher accuracy with imbalanced datasets.
In this paper, we present a novel approach to tackle the issue of imbalanced datasets in healthcare fraud
detection, with a specific focus on the Medicare Part B dataset. First, we carefully extract the categorical
feature ‘‘Provider Type’’ from the dataset. This allows us to generate new, synthetic instances by randomly
replicating existing types, thereby increasing the diversity within the minority class. Then, we apply a hybrid
resamplingmethod named SMOTE-ENN,which combines the SyntheticMinority Over-sampling Technique
(SMOTE) with Edited Nearest Neighbors (ENN). This method aims to balance the dataset by generating
synthetic samples and removing noisy data to improve the accuracy of the models. We use six machine
learning (ML)models to categorize the instances.When evaluating performance, we rely on commonmetrics
like accuracy, F1 score, recall, precision, and the AUC-ROC curve. We highlight the significance of the Area
Under the Precision-Recall Curve (AUPRC) for assessing performance in imbalanced dataset scenarios. The
experiments show that Decision Trees (DT) outperformed all the classifiers, achieving a score of 0.99 across
all metrics.

INDEX TERMS Healthcare fraud, imbalanced data, machine learning (ML), noisy data.

I. INTRODUCTION
Healthcare systems globally face a significant challenge due
to fraud, which impacts both their financial stability and
moral principles. In particular, the U.S. Medicare program,
a key element of the healthcare sector, experiences substantial
financial loss from such fraudulent practices. According
to the Federal Bureau of Investigation, healthcare fraud
represents 3–10% of the total healthcare costs, leading to
yearly losses between $19 billion and $65 billion [1]. These
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illegal activities not only deplete financial resources but
also affect the operational efficiency and trustworthiness of
healthcare systems. Therefore, it is imperative to implement
effective and strong fraud detection strategies, especially
in Medicare, which serves a broad and diverse population.
Ensuring efficient fraud detection is vital for the protection of
public funds and guaranteeing that resources are distributed
fairly for necessary healthcare services and patient care. The
challenge in healthcare fraud detection lies in the evolving
nature of fraud schemes, which are complex and diverse.
Traditional, rule-based detection methods fall short in this
dynamic environment, lacking the necessary adaptability and
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scalability to address the sophisticated nature of modern
healthcare fraud. Machine learning (ML), a subfield of
Artificial intelligence (AI) has demonstrated exceptional
proficiency in healthcare fraud detection, particularly in
processing the Medicare dataset released annually by the
U.S. government [2]. This dataset is a crucial resource for
researchers focusing on healthcare fraud detection. This
reflects the government’s commitment to combating fraud by
equipping specialists with vital data, thereby facilitating the
development of more sophisticated fraud detection strategies
based on ML. Its strength lies in its ability to learn from
historical data and adapt to emerging fraudulent patterns,
making it effective in analyzing large datasets to identify
anomalies and fraud indicators. This adaptability renders
ML indispensable in creating efficient, responsive systems
for large-scale operations like Medicare, positioning it is
an indispensable asset in combating healthcare fraud [3].
Machine Learning (ML), however, excels in this aspect.
Its ability to learn from historical data and adjust to
new fraudulent patterns allows it to process and analyze
vast datasets, detecting anomalies and patterns indicative
of fraud. This capability positions ML as a crucial tool
in creating more effective and responsive fraud detection
systems, especially for large-scale operations like Medicare.
Its dynamic approach makes it an indispensable asset in the
ongoing fight against healthcare fraud [3].
Recent studies, such as those by [4], [5], [6], [7], and

[8] demonstrate the successful application of ML techniques
using the Medicare dataset to uncover fraudulent activities.
The Medicare datasets [9], disseminated by the Centers for
Medicare and Medicaid Services, exhibit a pronounced class
imbalance characterized by a disproportionate representation
of non-fraudulent cases relative to fraudulent instances. This
class imbalance presents a formidable impediment to the
efficacy of ML algorithms deployed for fraud detection.
Predominantly, ML models are predisposed to a bias towards
the majority class, in this case, non-fraudulent transactions,
leading to a heightened incidence of false negatives. This
phenomenon occurs when the algorithm erroneously catego-
rizes fraudulent activities as legitimate, a direct consequence
of the skewed training data [2], [10]. Such imbalance in
the dataset precipitates the development of ML models
that demonstrate suboptimal performance in the accurate
detection of fraudulent activities. This deficiency critically
undermines the overarching effectiveness and reliability
of the fraud detection mechanism within the healthcare
domain. To ameliorate this situation, it is imperative to
establish datasets that are balanced, thereby ensuring that
ML algorithms are more adept at discerning the minority
class, which in this context refers to fraudulent transactions.
A balanced dataset is instrumental in enabling the algorithm
to detect nuanced patterns and anomalies that are indicative
of fraudulent activities [5].

A notable gap in current research endeavors within health-
care fraud detection is the inadequate focus on addressing
the challenges posed by imbalanced data. The preponderance

of research has been directed towards classification tasks,
with insufficient attention to the intricate issue of data
imbalance. Although there has been a notable deficiency
in addressing data imbalances within healthcare fraud
detection, some researchers have begun to address this gap
using resampling techniques. These methodologies, which
includeRandomOversampling (ROS) [5], Adaptive synthetic
sampling approach (ADASYN) [11], and Synthetic Minority
Over-sampling Technique (SMOTE) [12]. Concurrently,
undersampling of the majority class is executed using
Random Undersampling (RUS) [13] to achieve a balanced
dataset. Despite the efficacy of these techniques, challenges
persist. ROS methods, for instance, may be susceptible to
overfitting, potentially compromising the generalizability of
the model. Meanwhile, the application of SMOTE carries
the risk of introducing noise to the dataset. Moreover, the
implementation of RUS comes with its own set of concerns,
notably the risk of discarding crucial data, potentially leading
to a loss of important information. The intricate trade-offs and
considerations associated with each resampling technique
underscore the complexity of addressing the class imbalance
in healthcare fraud detection datasets. To address the
limitations identified in prior research, we focus on three
main areas:
• Advancing research into techniques for managing
imbalanced datasets

• Evaluating resampling approaches, with an emphasis on
the drawbacks of ROS, which can cause overfitting, and
SMOTE, which may add noise to the dataset.

• Examining the impact of RUS on the potential loss of
essential data, which could lead to overlooking critical
indicators of fraud.

This paper introduces a novel approach to address imbal-
anced datasets in healthcare fraud detection, particularly
focusing on the Medicare Part B dataset. A key innovation
lies in the meticulous separation of the categorical features
from the numerical features, enabling the random generation
of synthetic instances to enrich minority class diversity. Our
proposed Synthetic Minority Over-sampling technique with
Edited Nearest Neighbors (SMOTE-ENN) hybrid resampling
method contributes significantly by simultaneously rebalanc-
ing the dataset and eliminating noisy data, which is then
evaluated using various ensemble classifiers. To the best
of our knowledge, this paper proposes an approach that
combines the separate generation of categorical features, with
the SMOTE-ENN technique and a variety of ensemble learn-
ing classifiers. Additionally, we incorporate the use of the
Area Under the Precision-Recall Curve (AUPRC) metric for
evaluation, enhancing the robustness and comprehensiveness
of our analysis.

The main contributions of this paper can be summarized as
follows:
• Randomly generate the categorical feature ‘‘Provider.
Type’’ based on existing categories in the dataset

• Application of the SMOTE-ENN hybrid resampling
method to balance the dataset and remove noisy data.
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• Evaluation of the effectiveness of the proposed approach
using ensemble learning classifiers.

• Employing the Area Under the Precision-Recall Curve
(AUPRC) metric for a more effective evaluation of
model performance in the context of an imbalanced
dataset

The structure of this paper is organized as follows:
Section II provides an overview of the related work, with
an emphasis on studies that utilized ML and data balancing
techniques. The proposed system is detailed in Section IV.
The experimental results and a discussion are presented in
Section V. Finally, the paper concludes with Section VI,
summarizing the main outcomes.

II. RELATED WORK
Detecting fraud in healthcare has been the subject of
extensive exploration in the literature. This section presents
and evaluates different papers in the field of healthcare fraud
detection based on two principal aspects that align with the
objectives of our study. Firstly, there is a significant amount of
literature that focuses on the utilization of AI methodologies
to detect healthcare fraud. Many studies highlight the
effectiveness of ML techniques in effectively identifying
fraudulent behavior within healthcare systems [14]. Another
area of research examines the challenge of imbalanced data
in healthcare fraud detection. Researchers have explored
various strategies to handle this problem, aiming to improve
the effectiveness of ML models in accurately detecting
healthcare fraud [15].

A. WORKS ADDRESSING THE USE OF AI IN HEALTHCARE
FRAUD DETECTION
Recent advancements in AI, especially ML, have led to
diverse and innovative approaches to detecting healthcare
fraud. The authors in [16] aimed to improve decision-tree-
based ensemble techniques for healthcare fraud detection,
utilizing the large Part D Medicare dataset with around
175 million records. The authors in [17] introduced a ML
framework that transforms prescription claims into statistical
modeling features, focusing on business heuristics, provider-
prescriber relationships, and client demographics. The study
by [2] employed an ensemble feature selection technique
in ML models for Medicare fraud detection. This approach
improved explainability and reduced data complexity. The
work proposed by [18], introduced a Bayesian Belief Net-
work (BBN) model for healthcare fraud detection, involving
preprocessing and feature engineering of Texas Medicaid
prescription claims. This approach outperformed baseline
models in scalability and interpretability.

In [19], the authors concentrated on applying a data-centric
AI approach to detect U.S. Medicare fraud. This significantly
enhanced ML models’ performance through careful data
preparation and feature engineering. Their approach showed
superior results compared to traditional datasets in Medicare
fraud classification tasks. Reference [6] proposed a study

to detect healthcare fraud instances by applying four ML
algorithms. In their research, they identified 19 essential
features, which they organized into four primary categories.

Upon examining the studies, we can observe the use
of diverse methods in detecting fraud, such as ensemble
methods, decision-tree-based techniques, and BBN. More-
over, several works emphasize the important role of data
preparation, feature engineering, and feature selection in
enhancing the model’s performance. However, a common
limitation observed is the reliance on the significantly
imbalanced Medicare dataset for experimentation, an issue
that remains largely unaddressed and could potentially result
in misclassification outcomes.

B. WORKS ADDRESSING THE PROBLEM OF IMBALANCED
DATA IN HEALTHCARE FRAUD DETECTION
The following studies present some of the common methods
applied in the field of healthcare fraud detection to handle
imbalanced data.

The paper [20] tackled the problem of imbalanced data
by experimenting with different class distributions in their
ML models. Using the Medicare Part B dataset, the authors
applied six ML models across seven class distributions to
address the data imbalance. The results indicate that employ-
ing a 90:10 ratio of non-fraud to fraud cases outperformed
other models. In their study, [21], the authors addressed the
challenge of the imbalanced data in the Medicare dataset by
employing ML models for classification and six sampling
techniques to balance the dataset. The study’s findings
demonstrated that RUS consistently gave strong results
across all ML models. A semantic embedding approach
was proposed in [22]. The author proposed a semantic
embedding approach to convert healthcare procedure codes
(HCPCS) from the Medicare fraud dataset into semantic
embeddings. To address the imbalanced data issue, the
work employed a simple undersampling method. Another
semantic embedding approach was proposed in [23]. The
authors developed semantic embeddings for medical provider
types using both pre-trained (Global Vectors for Word
Representation (GloVe), Medical Word2Vec (Med-W2V))
and custom (HcpcsVec, RxVec) embeddings from Medicare
claims data. This method improved the representation of
provider specialties and was validated using various ML
algorithms. Additionally, the study tackled the issue of
imbalanced data by employing random over-sampling (ROS)
and under-sampling techniques. The authors in [14] applied
ML and DL techniques to identify financial fraud in
healthcare credit card transactions. Additionally, they tackled
the challenge of imbalanced data by recommending a hybrid
resampling approach, although the study did not specify the
particular methods used for this resampling.

In their study, [24], the authors proposed unsupervised
DL techniques to detect procedure code overutilization in
medical claims. To tackle the imbalanced data, the test set was
composed of outliers representing potential fraudulent cases.
The paper, [25], focused on assessing the performance of ML
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classifiers in the Medicare imbalanced dataset. The authors
applied the RUS method with various ensemble learning
techniques to address class imbalances. Another paper, [26],
explored the classification of healthcare fraud using the
highly imbalanced Medicare dataset by employing the RUS
method to address the imbalance issue. The results showRUS
enhanced the AUC scores while reducing the training data
size. In the paper [11], the authors proposed the use of two
data balancing techniques, namely: Class Weighing Scheme
(CWS) and ADASYN. Moreover, to classify instances, the
authors applied a range of ML algorithms.

C. DISCUSSION OF RELATED WORK
The reviewed papers demonstrate a focus on employing
ML techniques for detecting various forms of healthcare
fraud. A significant challenge across these studies is the
management of imbalanced datasets, a prevalent issue in
fraud detection. References [21], [22], [25], and [26] applied
the RUS method, which randomly removed samples from the
majority class to match the number of samples in the minority
class. While it reduces time complexity and computational
load, RUS significantly limits healthcare fraud detection. Its
main drawback is the potential loss of critical information,
as it randomly removes majority-class instances. On the
other hand, ROS, as applied by [23], can be effective in
providing a balanced dataset without losing information.
However, it can lead to overfitting. By duplicating minority
class samples, ROS can make the model specific to the
existing fraud instances, reducing its generalizability to new
or slightly different types of fraud. Thus, it is important
to apply new methods that generate new instances, such
as the SMOTE method. One paper in the related works
adopted a hybrid resampling approach [14], which combines
under-sampling and over-sampling methods to mitigate their
drawbacks. However, there is a lack of information regarding
the methods used. Their hybrid approach leaves a gap
in understanding its efficacy and applicability in diverse
healthcare fraud scenarios. Moreover, in [11], two methods
were applied, namely: ADASYN and CWS. ADASYN
generates synthetic samples for the minority class based on
a density distribution, which helps in creating more diverse
and representative samples. However, in complex Medicare
fraud datasets, this method can introduce noise. Overall,
the major gaps in the studies on Medicare fraud detection
using ML largely stem from an inadequate exploration
of more sophisticated techniques to handle imbalanced
datasets. There is a need for methods that can manage the
complex, high-dimensional nature of Medicare data. The
SMOTE method, known for its effectiveness in generating
representative minority class samples, is notably not well
explored in this field. Additionally, the problem of noisy
data when generating new instances is not discussed; thus,
taking this challenge into account is important when dealing
with imbalanced datasets. Leveraging the power of hybrid
methods should also be taken into account. Furthermore,
these resampling methods could be significantly enhanced

when combined with ensemble learning classifiers, known
for their robustness and generalizability. Addressing these
gaps with such advanced methodologies could significantly
improve the accuracy and efficiency of healthcare fraud
detection in Medicare systems.

Table 1 provides a comprehensive comparative overview
of the related works in the field of healthcare fraud detection.
It details the datasets used, ML methods applied, data
balancing techniques employed, and the evaluation metrics
achieved in each study.

III. PROBLEM FORMULATION
Given the significant class imbalance in the Medicare Part
B dataset, as illustrated in Figure 1, with a ratio of 1:11,312
between fraudulent (minority class) and non-fraudulent
claims (majority class), traditional ML models face substan-
tial challenges in accurately detecting instances of fraud.
This imbalance biases models towards the majority class,
severely undermining their capability to generalize and
identify fraudulent activities effectively.

To address this imbalance, we propose the use of the
SMOTE-ENN algorithm.We denote the set of fraud detection
models as {fm}Mm=1, each trained on its respective subset of
data Dm, where Dm = {(xmi , ymi )}

Nm
i=1. Here, x

m
i represents

the feature vector for the i-th claim, and ymi indicates its
corresponding class label.

The SMOTE-ENN algorithm (see Algorithm 1) is applied
to each subsetDm, to generate a balanced datasetD′m through
synthetic sample generation and noise reduction. This process
is formulated as:

D′m = SMOTE-ENN(Dm). (1)

The primary challenge is to validate the effectiveness of
the SMOTE-ENN approach to balancing the dataset and
improving the detection accuracy of the models fm. The
performance of the models trained on the balanced dataset
D′m will be assessed and compared to their performance on
the original imbalanced dataset Dm, with a focus on their
accuracy and generalization in detecting fraudulent activities.

IV. PROPOSED SOLUTION
This section outlines the proposed solution, focusing on
achieving dataset balance. It begins by generating categorical
data and applying the SMOTE-ENN technique to numerical
data, specifically for the classification task. The approachwill
be detailed in two phases: first, providing a comprehensive
overview of the entire architecture, followed by a thorough
explanation of each component.

A. OVERALL OVERVIEW
The significant disparity in class distribution shown in the
Medicare dataset poses a difficult obstacle to effectively
identifying fraudulent claims. This challenge highlights the
need for a strong technique that can fix imbalances to enhance
model performance. Equation 1 presents the SMOTE-ENN
algorithm as our recommended solution, which tackles the
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TABLE 1. Comparative table of related works.

imbalance by increasing the size of the minority class and
refining the dataset.

Figure 1 presents the proposed architecture for healthcare
fraud detection based on generating categorical data and the
SMOTE-ENN method formulated in 1. In our architecture
for classifying healthcare fraud claims, we first partition
the dataset based on data type and then apply a series of
preprocessing steps to enhance data quality. To tackle data
imbalance, we utilize SMOTE-ENN, a hybrid resampling
method. Along with this, we augment categorical data
using the Random Sampling without Replacement method.
Finally, we employ various ensemble learning classifiers for
classification.

B. DATA COLLECTION
The datasets used for the study include publicly accessible
Medicare data Physician and Other Practitioners (PartB) of
the year 2020, provided by the Centers for Medicare &
Medicaid Services (CMS) [27], and the List of Excluded
Individuals and Entities (LEIE).

The Medicare dataset was obtained in a comma-delimited
format (CSV), making it suitable for additional data

processing procedures. To facilitate an in-depth compre-
hension of the data, the CMS provides methodological
documentation that clarifies its techniques for collecting and
processing data. This is further supported by data dictionaries
that outline the definitions of all attributes present in the
datasets. The proposed study is specifically centered on the
dataset known as ‘‘Medicare Part B Summary by Provider
and Service 2020.’’ This dataset contains approximately
9,449,361 records and a range of 29 distinct features. Many
of the attributes are provider demographic data, which we
do not use for modeling purposes. As a result, it serves as
a valuable resource for our analytical investigations. The List
of Excluded Individuals and Entities (LEIE) is managed by
the Office of Inspector General (OIG) in compliance with
Sections 1128 and 1156 of the Social Security Act [28]. The
Office of Inspector General (OIG) maintains the authority
to exclude healthcare providers from engaging in federally
financed healthcare programs due to a range of legitimate
reasons. It is worth mentioning that individuals who are
placed on the exclusion list are considered unable to receive
payments from Federal healthcare programs for any services
that they provide. To pursue reinstatement, those who have
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FIGURE 1. Proposed architecture for healthcare fraud detection based on SMOTE-ENN.

been excluded must adhere to a prescribed procedure after
successfully fulfilling the duration of their exclusion. The
current structure of the LEIE data consists of 18 attributes
that give relevant information regarding the provider under
investigation and outline the precise reasons for their
exclusion.

C. PREPROCESSING
Data were carefully preprocessed under the Centers for
Medicare & Medicaid Services (CMS) methodological doc-
umentation, which provides valuable insights into their data
processing procedures and comprehensive data dictionaries
that meticulously define the dataset’s attributes. We carefully
follow the data preparation method proposed in [19]. We start
by adding a new column that serves later for labeling, denoted
as ‘‘Year.’’ The value ‘‘2020’’ is assigned, representing the
year of the dataset. Following this, we move on to identifying
and rectifying any instances of missing values. To facilitate
this procedure, we utilized the methodology described in the
data dictionary files that were supplied by the Centers for
Medicare & Medicaid Services (CMS) [29]. The process
of imputing missing data was conducted systematically.
Specifically, when faced with missing information regarding
the gender of providers, we introduced a third category
denoted as ‘‘U’’ to represent unknown values. Next, the
gender value was encoded numerically, with the assignment
of M=1, F=0, and U=2. A comprehensive assessment
was conducted to analyze the characteristics of the missing
values in the remaining columns, particularly concerning the
absence of provider names and geographic details. Due to
their low relevance to our study, we have chosen to eliminate
these columns from further consideration. Our subsequent
step involved the selection of specific rows that met the
condition of having the value ‘N’ in the ‘HCPCS_Drug_Ind’
column as recommended in the CMS documentation. The
second dataset used in this study, which plays an essential
role in the labeling procedure of the Part B dataset, is the
LEIE dataset. It is formatted as a character-separated value
file (CSV). The relevant features of this dataset are NPI,
the exclusion type, the exclusion date, waiver data, and the

reinstatement date. In the LEIE CSV file, these elements
are named: NPI, EXCLTYPE, EXCLDATE, REINDATE,
WAIVERDATE, and WVRSTATE, respectively. We fol-
lowed the same methodology presented in [20], to prepare
the LEIE data. After preparing the two datasets, we proceed
to the labeling step using the LEIE dataset. During the
process of labeling, two crucial criteria are created for the
detection of fraudulent activities: First, the National Provider
Identifier (NPI) from Part B claims should be present in
the LEIE dataset. Secondly, the year of Part B precedes the
year in which the exclusion period concludes. When these
conditions are met, the record is labeled as fraud; otherwise,
it is labeled non-fraud. The labeling technique we describe
here is the same technique outlined in [8], [30], [31], and
[32]. After labeling the dataset, we remove the columns
with low pertinence in the dataset, namely: NPI, YEAR,
HCPCS_Drug_Ind, and keep only 9 features. Table 2 presents
the features used in experiments based on work [31].

Finally, we normalize the dataset to ensure that each feature
contributes equally during analysis or modeling. This phase
protects statistical learning methods by preventing larger
numeric values from overwhelming smaller ones [33].

D. SPLITTING DATASET BASED ON DATA TYPE
In this step, the dataset is divided according to the data
type, whether numerical or categorical, to facilitate separate
treatment and preservation of the local structure of the infor-
mation. The dataset comprises eight numerical features and
one categorical feature, denoted as ‘‘Rndrng_Prvdr_Type’’.
Figure 2 represents the splitting into numerical and categori-
cal data.

The provider type attribute is a categorical variable that
describes the provider or supplier’s medical speciality, which
encompasses 102 distinct types (e.g., Internal Medicine,
Family Medicine, Cardiology, etc.). The objective is to
generate instances based on the existing ‘‘Provider Types’’.
To accomplish this, the Random Sampling without Replace-
ment method is employed. Initially, the 102 provider types
are shuffled to ensure a random order. Subsequently, each
Provider type is selected sequentially from this shuffled
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TABLE 2. Description of medicare data features.

FIGURE 2. Splitting the dataset based on data type.

list, ensuring every type is selected once before any type
is selected again. After exhausting all 102 types, the list is
reshuffled, and the selection process is repeated. This process
continues until the desired number of k instances is reached.
This method guarantees that each provider type is represented
fairly and equally across the total instances, preventing any
bias towards certain types. Figure 3 explains the generation
of ‘‘ProviderType’’ based on 102 existing types.

E. TRAIN-TEST-SPLIT
To accurately evaluate our models’ performance, we divide
our dataset into training and test sets, using the ‘‘Train_test_
split’’ method. This approach enables assessing the models’
ability to perform effectively on new, unseen data and
determining their overall efficacy. We split the dataset into
Train_Test_Sets based on the ratio 80:20, where 80% of the
dataset was assigned to the training set, while the remaining
20% constitute the test set.

F. SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE
WITH EDITED NEAREST NEIGHBORS (SMOTE-ENN)
SMOTE-ENN is a composite resampling approach, amal-
gamating the principles of both oversampling and under-
sampling to tackle the challenge of imbalanced datasets,
as proposed by [34]. The initial phase involves augment-
ing the minority class representation through the SMOTE
algorithm, which synthesizes synthetic instances by linear
interpolation between existing minority class samples and
their nearest neighbors [35]. Nevertheless, the randomness in
selection intrinsic to SMOTE can introduce noise, potentially
impeding the model’s ability to generalize [36]. To mitigate
such effects, the Edited Nearest Neighbor (ENN) method
is employed after SMOTE. This subsequent step aims to
purify the dataset by discarding instances that introduce
noise or redundancy. The procedure involves examining each
instance to ensure the consistency of its class label with
those of its nearest neighbors, thus enhancing the dataset’s
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FIGURE 3. Generation of provider type.

overall quality for subsequent modeling. Using the SMOTE-
ENN approach, we generated 7,119,172 synthetic instances,
thereby balancing the dataset and achieving a better class
distribution.

Figure 4 demonstrates the detailed steps of this procedure,
showing how SMOTE generates synthetic instances and ENN
eliminates noise examples. Having a strong methodological
foundation is essential for creating reliable fraud detection
algorithms that can generalize effectively across various types
of claims. The relationship between the problem statement
presented in Equation 1 and the methodological framework
shown in Figures 1 and 4 demonstrates our thorough strategy
for addressing the class imbalance problem. This interaction
is the foundation of our technique, improving the accuracy
and generalization capacities of the detection models and
tackling the core difficulty posed by the Medicare Part B
dataset.

Algorithm 1 presents the SMOTE-ENN method, specif-
ically tailored for balancing the Medicare Part B Dataset
through a combined approach of oversampling minority
classes and undersampling majority classes. In its initial
phase, the algorithm focuses on oversampling. It randomly
selects a minority class instance xi and determines its k
nearest neighbors, thereby creating a subset Sk . A synthetic
instance p is then interpolated between xi and a random
member from Sk , which is subsequently labeled as part of
the minority class and integrated into the dataset S. This
process enhances theminority class’s presence, mitigating the
imbalance.

The algorithm then transitions to undersampling, aiming
to refine the majority class by excising instances likely to
introduce classification noise. It selects a random instance
xr from S and identifies its k nearest neighbors. Should xr
predominantly associate with the opposite class, it is pruned,

FIGURE 4. SMOTE-ENN process.

reducing the risk of overfitting and bolstering the classifier’s
generalizability.

The culmination of this two-phase procedure is a balanced
dataset S ′, primed for training resilient machine learning
models. By leveraging SMOTE for enrichment and ENN
for purification, the SMOTE-ENN algorithm significantly
elevates the dataset’s utility, thus serving as an essential
instrument in optimizing classifier efficacy amidst the
complex terrain of healthcare fraud detection.

G. CLASSIFICATION
To classify data as fraud or legitimate, we employ six ML
classifiers, namely: Extreme Gradient Boosting (XGBoost),
Adaptive Boosting (Adaboost), Light Gradient Boosting
Machine (LGBM), Decision Trees (DT), Logistic Regression
(LR), and Random Forest classifiers. Ensemble approaches
like XGBoost, Adaboost, LightGBM, and RF are widely
recognized for their resilience and effectiveness within the
field of ML [37].

• Extreme Gradient Boosting (XGBoost): a highly effi-
cient and scalable variant of gradient boosting, rec-
ognized for its exceptional performance and speed,
making it a fundamental component of our ensemble of
classifiers [38].

• Adaptive Boosting (AdaBoost): this method improves
the performance of basic models by concentrating on
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Algorithm 1 SMOTE-ENN Algorithm for Balancing Medicare Part B Dataset
1: function SMOTE-ENN(Dm)
2: Input: Training dataset Dm = {(xmi , ymi )}

Nm
i=1

3: Output: Balanced dataset D′m
4: Oversampling ▷ Step 1: Oversampling the minority class
5: Select a sample (xmi , ymi ) randomly from minority class instances in Dm
6: Sk ← Find the k nearest minority class neighbors of xmi
7: p← Generate a synthetic sample by interpolation between xmi and a randomly selected xk from Sk
8: Assign the minority class label to the new sample p
9: Add the new sample p to the dataset Dm

10: Undersampling ▷ Step 2: Undersampling the majority class
11: Select a sample (xmr , ymr ) randomly from Dm
12: Sk ← Find the k nearest neighbors of xmr
13: if the majority of xmr ’s neighbors are from the majority class then
14: Remove (xmr , ymr ) from Dm
15: end if
16: D′m← Balanced dataset
17: return D′m
18: end function

instances that were incorrectly identified by earlier
models [39].

• Light Gradient Boosting Machine (LightGBM): a
popular gradient boosting framework known for its
efficiency in handling large-scale data while reducing
computational resources [40].

• Decision trees (DT): are used for their simplicity and
interpretability to classify data by dividing the dataset
recursively [41].

• Logistic Regression (LR): Utilizes a logistic function
to predict probabilities, offering an accurate model for
binary classification tasks like distinguishing between
fraudulent and legitimate transactions [42].

• Random Forest (RF): improve predictive accuracy and
prevent overfitting by combining predictions frommany
decision trees, each trained on different subsets of data.
This makes them a crucial component of our ensemble
strategy [43].

Our choice of these classifiers is based on their combined
robustness and effectiveness in the field of machine learn-
ing [37]. Ensemble approaches like XGBoost, AdaBoost,
LightGBM, and RF excel at combining different models to
capture a wider range of patterns and linkages in the data.
This characteristic is especially beneficial in healthcare fraud
detection, where the intricate and ever-changing fraudulent
patterns require advanced, flexible analytical approaches
[44]. We utilize the distinct capabilities of each classifier to
tackle the difficulties involved in identifying healthcare fraud,
guaranteeing the ongoing effectiveness of our model despite
changing fraud patterns.

V. EXPERIMENTAL RESULTS
This section provides an evaluation and validation of the
performance of the presented models in the detection of

healthcare fraud. We utilize a variety of libraries available
in the Python programming language, including Pandas,
Numpy, and Matplotlib packages from the sklearn library.
To assess the effectiveness of the models, a series of perfor-
mance experiments are conducted on the dataset outlined in
Section IV. This dataset comprises both valid and fraudulent
healthcare claims. The following subsections describe the
validation, methodologies, and evaluation metrics employed.

A. VALIDATION
To assess the performance of the proposed models,
we employ two commonmethods: Train_TestSplit andCross-
validation. The Train-Test Split method involves dividing the
dataset into two separate subsets: a training set and a testing
set. This partitioning enables the evaluation of the model’s
performance on unseen data. In our work, we adopt an 80:20
split ratio, allocating 80% of the data for training and 20% for
testing purposes. On the other hand, k-fold Cross-validation
is crucial in the context of healthcare fraud detection, and
involves partitioning the data into five distinct subsets.
Cross-validation significantly mitigates false positives and
negatives, enhancing the model’s accuracy in identifying
fraud and ensuring a more robust and reliable evaluation.

B. EVALUATION METRICS
Evaluation metrics are important when it comes to assessing
the efficacy of ML models in the detection of healthcare
fraud. Accuracy, precision, recall, F1 score, and area under
the curve (AUC) are frequently used metrics. Specifically,
the AUC metric plots the true positive rate against the false
positive rate at various threshold settings [45]. Additionally,
in the context of the imbalanced dataset, we use the Area
Under the Precision-Recall Curve (AUPRC) which offers
better insight into the classification performance. It measures
the relationship between precision-recall and presents it
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in a single value. A higher AUCPR value indicates good
performance in correctly identifying positive cases [46]. The
rest of the metrics are described as follows:
• True positive (TP): a fraud sample is correctly identi-
fied as a fraud.

• True negative (TN): a non-fraud sample is correctly
identified as non-fraud.

• False positive (FP): a non-fraud sample is incorrectly
identified as fraud.

• False negative (FN): a fraud simple is incorrectly
identified as non-fraud.

• Total positive (P): TP+FN.
• Total negative (N): TN+FP
• Accuracy: The accuracy metric represents the percent-
age of occurrences that are correctly classified. It is
calculated using the following formula [47]:

TP+ TN
P+ N

(2)

• Recall: Also referred to as sensitivity, the true positive
rate is a measure of the proportion of correctly classified
instances in the positive class. It is computed using the
following formula [48]:

TP
TP+ FN

(3)

• Precision: it indicates the ratio of the positive samples
that are fraud. It is calculated as follows [49]:

TP
TP+ FP

(4)

• F1-score: it is the weighted average of both Precision
and Recall. The F1 score is computed using the
following formula [50]:

2 ∗
Precision ∗ Recall
Precision + Recall

(5)

C. RESULTS
The objective of our study is to assess different models and
their implications for enhancing fraud detection within the
healthcare industry. This section provides a comprehensive
analysis and discussion of the outcomes obtained through
the implementation of the suggested approach on the
Medicare PartB dataset. We apply Logistic Regression LR,
DecisionTrees DT, Random Forest RF, XGBoost, Adaboost,
and LGBM, as classifiers, with accuracy, F1-score, precision,
and recall as evaluation metrics.

1) CLASSIFICATION RESULTS AT BASELINE
Table 3 presents the obtained results of different MLmethods
to detect healthcare fraud using the Train_Test_split method.
While the classifiers have a remarkable accuracy of 0.9999,
they exhibit shortcomings in reliably identifying positive
instances, as demonstrated by precision, recall, and F1-score
values of 0.0000. The AUC values range from a low value of
0.5030 in the case of the DT to a high value of 0.8337 for

TABLE 3. Baseline classification using Train_Test_split.

TABLE 4. Baseline classification using cross-validation.

TABLE 5. Classification results using SMOTE-ENN and Train_Test_split.

XGBoost. These values indicate a moderate capability for
distinguishing between the two classes. Table 4 displays
the obtained results of baseline classification of various
ML algorithms using Cross-validation. All the classifiers
achieve a perfect accuracy of 0.9999, which signifies good
classification of the instances. Nevertheless, the F1-score,
precision, and recall metrics for all classifiers continuously
exhibit a value of 0.0000. For the AUC values, XGBoost
achieves the highest at 0.7444 and RF the lowest at 0.4966.
These AUC values still present a significant challenge to
effectively discriminating between classes.

2) CLASSIFICATION RESULTS USING SMOTE-ENN
Table 5 presents the obtained classification results using
SMOTE-ENN and train-test-split methods. We can observe
that the DT classifier exhibits the highest performance across
all metrics, with accuracy, F1-score, precision, recall, and
AUC, each at 0.99. XGBoost also presents good results with
an accuracy, F1-score, and AUC of 0.95, a precision of 0.94,
and a recall of 0.96. RF and LBGM classifiers achieve a
similar accuracy of 0.90; RF achieves an F1-score of 0.90,
a precision of 0.82, a 0.94 AUC, and a high recall of 0.99.
Whereas LGBM obtains an F1-score of 0.89, precision of
0.88, recall, and AUC of 0.90. Conversely, LR and Adaboost
demonstrate relatively poor results. LR obtains an accuracy
of 0.65, an F1-score of 0.68, a precision of 0.57, a 0.67 AUC,
and a high recall of 0.83. For Adaboost, the results show
a low accuracy of 0.64, an F1-score of 0.69, a precision of
0.56, a 0.67 AUC, and a notably high recall of 0.89. Table 8
displays the classification results using SMOTE-ENN and
cross-validation. DT outperforms the other classifiers with
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FIGURE 5. ROC curve for each model in train-test-split.

TABLE 6. Classification results using SMOTE-ENN and cross-validation.

accuracy, F1-score, and recall of 1.00, precision of 0.99,
and 0.95 AUC. Following this, XGBoost attains remarkable
results, with an accuracy, F1-score, precision, recall of 0.96,
and a good AUC value of 0.99. RF presents good results, with
0.95 for all metrics and 0.99 for AUC. LGBM also presents
good results with 0.91 accuracy, F1-score, and recall. The
model also achieves a precision of 0.90 and an AUC of 0.97.
Simultaneously, LR and Adaboost classifiers attain closely
similar outcomes, with an accuracy and F1-score of 0.65,
precision of 0.69, recall of 0.67, and a 0.73 AUC for LR.
For AdaBoost, the metrics indicate an accuracy of 0.65, an
F1-score of 0.64, a precision of 0.70, a recall of 0.67, and an
AUC score of 0.68.

D. DISCUSSION
This paper introduces a new ML approach, employing
the hybrid resampling method SMOTE-ENN to tackle the
imbalanced data problem within the Medicare dataset. Addi-
tionally, it investigates the unique treatment of categorical
features alongside numerical data to enhance the efficacy
of the fraud detection process. This approach demonstrated
efficacy compared to traditional techniques such as ROS,
RUS, and the basic SMOTE method, particularly in its
proficiency in handling imbalanced data while reducing
noisy data. The experiments show significant performance
variations among different ML models.

1) DISCUSSION OF THE BASELINE CLASSIFICATION RESULTS
The initial baseline results from both Train_test_split and
cross-validation methods exhibit high accuracy (0.9999)

FIGURE 6. AUPRC curve for each model in train-test-split.

across all classifiers. Nevertheless, these high results of
accuracy are misleading, especially when facing a highly
imbalanced dataset. When the majority class dominates the
minority class, the models always predict the majority class
without actually learning to identify the characteristics of the
minority class, in this case, the fraudulent instances. This
is highlighted by the low results of precision, recall, and
F1-score among all classifiers, underscoring their ineffec-
tiveness in accurately identifying fraud instances. Moreover,
while AUC scores show some improvement, reaching the
highest score of 0.8337 by XGBoost, these values are still
not optimal for reliable fraud detection.

In the Appendix A, we present the obtained results of base-
line classification utilizing train-test splits with two ratios,
specifically 25:75 and 30:70. The baseline classifications
for the 25:75 and 30:70 ratios showed high accuracy with
LR, DT, RF, XGBoost, Adaboost, and LGBM classifiers.
However, they had notably low F1-Scores, Precision, Recall,
and AUC values, suggesting a limited ability to predict the
minority class effectively. These findings indicate that a
severe class imbalance can significantly impact the results of
the classification task.

2) DISCUSSION OF THE CLASSIFICATION RESULTS USING
SMOTE-ENN
The SMOTE-ENN technique, which generates new minority
class instances and removes overlapping samples from the
dataset, has varying effects on different classifiers. It notably
improves tree-based and ensemble methods but has limited
influence on LR and Adaboost. For instance, DT exhibits per-
fect results with 0.99 across all metrics with Train_test_split.
Similarly, for cross-validation, the model attains perfect
results of 1.00 with accuracy, F1-score, and recall. These
strong results affirm the effectiveness of the proposed
approach to boost the classifier’s performance on imbalanced
data sets. The difference in the algorithms’ handling of
imbalanced data and synthesized instances is due to LR’s
linearity and Adaboost’s sensitivity to noise, which prevent

VOLUME 12, 2024 54409



R. Bounab et al.: Enhancing Medicare Fraud Detection Through ML: Addressing Class Imbalance

FIGURE 7. ROC curve for each model in cross-validation.

them from fully utilizing over-sampling benefits. Our strategy
focuses on enhancing fraud detection by adjusting class
distribution and strengthening the models’ capacity to learn
from the minority class. Creating new fraudulent transactions
and removing noisy data helps improve generalization from
training to unseen data, enhancing the effectiveness of fraud
detection across different classification methods.

3) DISCUSSION OF AUPRC CURVE
Another important point in the imbalanced data is the analysis
of the ROC-AUC and AUPRC curves, which plays a crucial
role in understanding the performance of ML models in
the context of imbalanced datasets for healthcare fraud
detection. The ROC-AUC curve in figures 6 and 8 reinforces
our initial findings, notably highlighting the perfect results
of DT. This consistency between the ROC curve results
and our initial findings presents a comprehensive validation
of the model’s performance, particularly in the context of
imbalanced datasets in healthcare fraud detection. Moreover,
the AUPRC curves in 6 and 8, which are relevant in the case of
imbalanced data, confirm the obtained results. These findings
from the ROC-AUC and AUPRC curves are important to
understanding our models since they give a clear overview
of each model’s strengths and weaknesses.

4) COMPARAISON WITH STATE-OF-THE-ART
Our research significantly contributes to the healthcare fraud
field by addressing the imbalanced data problem. By utilizing
the SMOTE-ENN technique, along with the generation of
the categorical feature, we have enhanced the ability of ML
models to accurately identify instances of fraud. This method
surpasses traditional techniques like ROS, RUS, and basic
SMOTE, as well as other studies that focus on different
sampling techniques or embeddings. Our research, therefore,
contributes to the ongoing efforts to develop effective systems
to detect fraud in healthcare.

Tables 10, 11, and 12 in Appendix B B present the
obtained results of different classifiers (LR, DT, RF,

FIGURE 8. AUPRC curve for each model in cross-validation.

XGBoost, Adaboost, and LGBM) using three distinct data
sampling methods: RUS, ROS, and SMOTE combined with
Train_Test_split for the classification task. For instance,
when using RUS, performance measures show a respectable
level of accuracy, with the LGBM classifier slightly outper-
forming in accuracy (0.74), recall (0.77), and AUC (0.75).
Nevertheless, all classifiers face challenges in achieving
precision and F1-score, with both metrics registering zero.
RUS may enhance model sensitivity but significantly reduce
precision, resulting in a high rate of false positives. Con-
versely, ROS significantly improves accuracy for RF and
XGBoost models but fails to enhance precision or recall for
minority class predictions, revealing a crucial limitation in
detecting the minority class. SMOTE provides the highest
accuracy, especially for DT and RF, yet does not address the
problem of near-zero precision and recall.

SMOTE-ENN excels at handling imbalanced datasets by
effectively balancing and removing noisy data, surpass-
ing approaches such as RUS, ROS, and SMOTE. This
method effectively addresses the limitations of singular
balancing methods, providing a sophisticated approach to
improve the classifier’s performance in the presence of class
imbalances. Table 7 compares the best outcomes achieved
by each method, specifically RUS, ROS, SMOTE, and
our proposed methodology. Our methodology outperformed
standardmethods in all evaluatedmeasures, demonstrating its
effectiveness.

Figure 9 illustrates a comparison between RUS, ROS,
SMOTE, and our proposed approach, highlighting the
superior performance of our technique in terms of accuracy,
F1-score, precision, recall, and AUC, surpassing traditional
methods significantly.

5) LIMITATIONS
Despite this, our researchmethodology has certain limitations
that need to be addressed. While this approach demonstrates
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FIGURE 9. Comparison with traditional methods.

TABLE 7. Comparison with traditional methods.

remarkable results, it was not uniformly observed across all
ML models. In addition, the study relies on the Medicare
PartB dataset, which might limit the generalizability of our
findings to other datasets. Future work could explore several
promising directions. One direction is the exploration of
a new dataset, such as Medicare PartD, that encompasses
prescription drug benefits. This presents a different set of
challenges and patterns of fraud compared to other parts of
Medicare. Moreover, advanced deep learning models like
Long Short-Term Memory (LSTM), Convolutional Neural
Networks (CNN), and Recurrent Neural Networks (RNN)
show potential for addressing imbalanced datasets [15].
These models are adept at capturing intricate patterns in
extensive datasets, making them especially well-suited for
applications where the minority class is vital, such as fraud
detection. LSTM networks, a type of RNN, are highly effec-
tive at assessing sequential data, such as time-series medical
billing information or patient treatment sequences, to identify
anomalies or fraudulent trends [51]. Similarly, Convolutional
Neural Networks (CNNs) excel at handling class imbalance
by leveraging their feature extraction capabilities, particularly
in high-dimensional data spaces like images and signal
processing. This renders them appropriate for complex
tasks that challenge traditional techniques, such as medical
imaging for diagnosing rare conditions among several normal
cases. Their hierarchical learning method efficiently reveals
important patterns in imbalanced datasets, demonstrating

its adaptability in various fields, such as natural language
processing and healthcare diagnostics [52]. By exploring
these avenues, future research can build upon our findings,
potentially leading to more robust and comprehensive fraud
detection systems in healthcare.

VI. CONCLUSION
This study emphasizes the need to address imbalanced data
in healthcare fraud detection by introducing a novel ML
framework based on the SMOTE-ENN hybrid resampling
method. This method effectively balances datasets by creat-
ing synthetic samples while eliminating noisy data, thereby
enhancing the model’s accuracy. Another aspect of our study
is the application of the AUC and AUPRC as evaluation
metrics. These metrics facilitated a thorough analysis of
the models’ performance, with the AUPRC proving to be
especially critical in the context of imbalanced datasets. Thus,
this approach serves as a basis for new researchers to apply
new approaches to detect healthcare fraud. Future research
directions include evaluating SMOTE-ENN’s performance
in diverse healthcare fraud scenarios and combining it with
innovative AI technologies such as deep learning (DL) to
enhance the effectiveness of fraud detection methods.

APPENDIX A
BASELINE CLASSIFICATION WITH DIFFERENT
TRAIN_TEST_SPLIT RATIOS
The appendix provides two tables demonstrating the perfor-
mance of six different classifiers (LR, DT, RF, XGBoost,
Adaboost, and LGBM) across two training-to-testing ratios
(25:75 and 30:70) on the Medicare PartB dataset. Both
tables 8 and 9 present a comparative comparison across
various metrics: Accuracy, F1-Score, Precision, Recall, and
AUC.
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TABLE 8. Baseline classification using 25:75 ratio Train_Test_split.

TABLE 9. Baseline classification using 30:70 ratio Train_Test_split.

TABLE 10. Classification results using RUS and Train_Test_split.

TABLE 11. Classification results using ROS and Train_Test_split.

TABLE 12. Classification results using SMOTE and Train_Test_split.

APPENDIX B
CLASSIFICATION RESULTS USING STATE-OF-THE-ART
RESAMPLING METHODS
This appendix presents the results of the classification
utilizing six algorithms as well as traditional resampling
methods, including ROS, RUS, and SMOTE. Table 10
presents the classification results using the RUS method;
Table 11 shows the experiment results using ROS; and
Table 12 outlines the obtained results using the SMOTE
method.
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