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ABSTRACT Modern production lines are often composed of machinery from different vendors that must
be connected with each other to increase the overall interoperability and flexibility. A common problem that
arises in such systems is the complexity of the configuration task: they usually require each component to
be manually configured. Thus, machinery requires different configuration strategies, negatively impacting
scalability and increasing the chance of human errors. Furthermore, each time the manufacturing system has
to be updated, the entire procedure must be repeated. This paper proposes a software architecture abstracting
the complexity of existing production lines by enabling the service-oriented manufacturing paradigm. Then,
it presents a strategy to model manufacturing systems, covering the topology of the production plant,
machinery, and production recipes. The paper also proposes a model-based methodology to automatically
configure the reference software architecture and hence the machines in the system. The application of the
contributions to a fully-fledged production line shows the effectiveness of relying on model-based automatic
configuration.

INDEX TERMS Smart manufacturing, computer aided manufacturing, flexible manufacturing systems,
software architecture, systems modeling.

I. INTRODUCTION
Information technologies in manufacturing enable a wide
set of new functionalities in manufacturing systems, making
production lines more flexible and turning them into complex
Cyber-Physical Production Systems (CPPSs). To maximize
the benefits of such a revolution, principles from the Service-
oriented Architecture (SoA) paradigm has been introduced
in manufacturing [1], generating the concept of Service-
oriented Manufacturing (SoM) [2]. This paradigm assumes
that the functionalities carried out by pieces of equipment
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are organized into ‘‘machine services’’, hiding internal
implementation details, and exposing only the machine’s
interaction protocols, by means of specific drivers [3].
Exploiting service-oriented principles implies moving

complexity from the system design phase to the system
configuration phase [4]. However, configuring a manufactur-
ing system is typically a time-consuming and manual task.
It consists of setting upmachines and the controlling software
architecture. Furthermore, each component’s configuration
is specific and tightly coupled with other component’s
configurations. This strict relation is typically the most
common source of errors. Furthermore, the same procedure
occurs each time the configuration must be modified during
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FIGURE 1. Overview of the proposed methodology, centered around System Modeling Language (SysML). The left side depicts the conceptual
model represented using the SysML language. The right side depicts the proposed SoM architecture, automatically configurable from models.

the system’s life-cycle, or when newmachines are introduced
or replaced in the system.

For such reasons, we define a software architecture able
to support SoM principles, and an automated configuration
methodology for SoM production systems, which relies on
Model-based System Engineering (MBSE) techniques [5].
An overview of the methodology is depicted in Figure 1.
At the core, SysML is used to model both the manufacturing
architecture and the desired architecture functionalities. The
structure of the proposed SoM architecture is represented
in the right portion of Figure 1. It consists of three main
components: decision through the Automation Manager,
communication through a dedicated factory communication
infrastructure, and control through OPCUnified Architecture
(OPC UA) servers and machine drivers. Starting from the
bottom, the machines are connected with the architecture
through the communication protocol OPC UA. Industrial
Internet of Things (IIoT) message brokers enable communi-
cation between the components of the architecture; the choice
of the appropriatemessage broker for the architecture is based
on a qualitative and quantitative analysis, which is presented
later in this paper. On top, the Adaptive Manufacturing Con-
troller (AMC) handles the interaction with theManufacturing
Execution System (MES) and the machines. The architecture
is designed according to the principles of the cloud-native
architectures, which are extensively used for SoAs [6]. The
left side of Figure 1 reports the architecture functionalities.
On the one hand, we propose a methodology to create SysML
models of machines and drivers by reusing structural models
expressed using different languages (e.g., the Automation
Markup Language (AutomationML)). On the other hand,
we propose a strategy to model production tasks and
recipes. The resulting models encapsulate the information
necessary to automatically generate the configuration and
code necessary to control the reference SoM architecture.

The main contributions can be summarized as follows:
1) A cloud-native SoM architecture, which introduces

advanced scheduling and dynamic production recon-
figuration, extending the functionalities of a traditional
MES. While the proposed architecture is general, an
in-depth analysis of the most common IIoT message
brokers will guide the concrete realization of the
proposed architecture;

2) A modeling strategy to represent manufacturing sys-
tems using SysML, defining the topology of the
plant, the production recipes to be executed and the
requirements of the system;

3) A methodology relying on the SysML models to
generate the configuration files for the proposed
SoM architecture and automating its deployment on a
Kubernetes cluster;

4) The application of the architecture and its configuration
on a full-fledged reconfigurable manufacturing system.
The results estimate the necessary effort to add a
new machine, comparing it to a manual approach. In
addition, we compare the scheduling implemented by
a commercial MES with the one implemented on top of
our proposed architecture, showcasing its advantages.

The paper is organized as follows: Section II presents
the necessary background and analyzes the state-of-the-
art software architectures for manufacturing systems and
modeling of CPPSs. Section III describes the proposed SoM
architecture. Sections IV and V describe the model-based
methodology to specify the architecture and the functional-
ities of a production system. Section VI details the method-
ology for exploiting the models to automatically configure
of the architecture. Section VII presents a qualitative and
quantitative analysis of the most common message brokers;
the analysis will be used to concretely instantiate the
SoM-enabled architecture to control the system used in
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Section VIII to experimentally evaluate the contribution in a
full-fledged production system. Finally, Section IX will draw
some conclusions.

II. BACKGROUND
This section will first summarize the state-of-the-art and
practice on software architectures for production systems;
then, it describes the current literature on production systems
modeling. Finally, it presents the most used communication
protocols used in IIoT systems.

A. SOFTWARE ARCHITECTURES FOR MANUFACTURING
SYSTEMS
Software governing manufacturing systems is organized
according to the Automation Pyramid since 1985 [7], and it is
still in use alsowhen looking at themost recent trends, such as
the German plan for Industrie 4.0 [8] orMade in China 2025.
According to the automation pyramid, systems are organized
into five layers, from the bottom up to the top:

• the Field Level is made of the sensors and actuators
physically interfacing with themachinery on the produc-
tion floor, as well as the software governing sensors and
actuators;

• theControl Level is composed by a set of Programmable
Logic Controllers (PLCs), each one governing the
control algorithms of each machine in the plant;

• the Supervisory Level allows human operators to
monitor the production processes being carried on by
the system. Its main components are the Supervisory
Control and Data Acquisition (SCADA) systems and the
Human-Machine Interaction (HMI) interfaces;

• the Planning level is in charge of deciding which
operations has to be carried out and how to allocate the
resources already available. The decisions are taken by
the MES, the main actor on the level.

• the Management level connects the production facil-
ities with the other areas of the company. Its main
component is the Enterprise Resource Planning (ERP)
software, which takes care of planning the resources
supplying, their management, and in general, it plans the
medium-term activities of a production system.

The complexity of actual architectures additionally
demand the definition of a standard terminology and
a unique data representation used throughout all the
automation levels. For this reason, the International Society
of Automation (ISA) defined the IEC 62264 standard (also
known as ISA-95) [9]. The standard defines functionalities,
responsibilities, standard terminology, and data exchange
within the pyramid and between the production and corporate
parts of a manufacturing company.

While the automation pyramid has been guiding the design
of manufacturing systems, the strict delimitation among its
layers may limit the flexibility of production lines. Hence,
this design is being replaced in more recent work with
network-structured architectures. However, the ISA-95

standard is still able to capture the aspects of this kind of
architectures [10].

As a matter of fact, our proposed architecture is both
network-structured and a classic automation pyramid and its
design can be fully expressed using the concepts outlined in
the ISA-95 standard.

B. PRODUCTION SYSTEMS MODELING
MBSE techniques [11] allow the encapsulation and abstrac-
tion of systems architectures and functionalities into models
that are able to capture widely heterogeneous components,
dynamics, and behaviors, as well as a large variety of different
viewpoints [12]. Thus, the MBSE approach is especially apt
for designing advanced manufacturing systems [13], [14].

In particular, SysML and AutomationML are popular
modeling languages in this field [15]. SysML is widely used
for software and systems model engineering. It provides a
set of diagrams over Unified Modeling Language (UML),
to represent systems and systems-of-systems in addition to
plain software. As such, it is natively capable of representing
manufacturing systems and expressive enough to enable
performing analysis over models. Specializations of SysML
have been proposed [16] to aid the development of automa-
tion software (i.e., PLC software) for smart manufacturing
systems. Models can be used to automatically generate
and integrate control software into machines. SysML has
also been used to ease the development and the integration
of a MES in a production line [17]. AutomationML is
an XML-based data format, created to provide a formal
exchange model for heterogeneous engineering tools [18].
It is capable of describing plant components from different
points of view, from the plant topology to a machine’s
kinematics. Different standards are strongly intertwined
within AutomationML to compose a complete description of
the system to be characterized. In particular, the Computer
Aided Engineering Exchange (CAEX) (IEC 62424) provides
features to represent a topological view of the system, with
relations between objects.

C. COMMUNICATION PROTOCOLS
Among the plethora of today’s manufacturing standards,
OPC UA became a de facto standard for Machine to Machine
(M2M) communication in industrial automation. OPC UA is
a platform-independent, service-oriented protocol developed
by the OPC Foundation and standardized in IEC 62541 [19].
The communication is based on a client/server structure,
where the server contains and exposes its information model.
Due to its versatility, OPCUA allows modeling data transport
that is compliant with the ISA-95 standard [20].
Distributed applications need scalable, fault-tolerant, and

low-latency communication channels to interact with each
other. Publish-subscribe is a popular communication protocol
used in SoAs, in which a set of entities (publishers) sends
messages to other entities (subscribers) through queues
created on a central broker. The broker acts as a router
between producers and consumers, and follows a delivery
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FIGURE 2. General structure of the proposed SoM-enabled architecture.

policy that may include prioritization and filtering. Among
the plethora of message brokers available, the most diffused
ones are [21], [22]: Apache Kafka [23], RabbitMQ [24], and
KubeMQ [25].

Apache Kafka is an open-source message broker designed
to process high volumes of event streams. It only supports
the asynchronous messaging pattern, in which events are
processed independently. Published events are organized
into topics and further divided into partitions (the smallest
storage unit holding a subset of records owned by a topic)
managed by multiple brokers, guaranteeing persistence and
resilience. RabbitMQ is an open-source message broker
supporting different messaging protocols and messaging
patterns. It supports both asynchronous and synchronous
messaging patterns enabling Remote Procedure Call (RPC).
Messages can be sent directly to queues or to exchanges that
filter and forward messages to other queues based on the
messages’ metadata. KubeMQ is a message broker designed
to perform better in a Kubernetes cluster. It supports all the
most common messaging patterns, thus being specifically
tailored for a microservice environment, offering persistence,
scalability, and resilience.

Section VII presents a quantitative and qualitative com-
parison of the most used brokers. This analysis will be
used to choose the most suitable brokers for the proposed
architecture.

III. SERVICE-ORIENTED MANUFACTURING
ARCHITECTURE
A SoM-enabled software architecture must be able to inter-
face and manage highly different pieces of equipment, while
scaling on a large application scenarios. Furthermore, it must
guarantee robustness and provide high levels of Quality of
Service (QoS). To fulfill these requirements, we propose to
rely on containerization and virtualization by implementing
the entire software architecture as a Kubernetes cluster.
It consists of different Kubernetes containers connected
through Internet of Things (IoT) message brokers, also

running within Kubernetes containers. Figure 2 depicts a
general view of the proposed architecture: it spans from the
control level up to the planning level of the classic automation
pyramid. It connects the MES to the machinery via two main
components: the Factory Communication Platform (FCP)
in charge of handling the communication in the system,
and the AMC monitoring and supervising the system. The
FCP collects and stores machine data and provides RPC
communication to query and command the resources in
the infrastructure. The AMC manages the connection with
the MES, and it extends its functionalities by introducing
dynamic reconfiguration of the production line, autonomous
execution of production recipes, and advanced scheduling.
The integration of these components, detailed below, injects
automation at the supervisory level of the pyramid, thus
shaping an automated supervisory level.

A. FACTORY COMMUNICATION PLATFORM (FCP)
The FCP monitors the equipment, stores the gathered data,
and propagates the commands invoked by the AMC to the
machines. It acts as a service platform allowing, among other
functionalities, to interact with the other containers through
the RPC paradigm. Its structure is highlighted by the red
rectangle in Figure 2, and is composed of one IoT broker,
a set of OPC UA servers and clients. All the components run
on the nodes of a Kubernetes cluster.

All the flows of data are managed by an IoT broker
exposing and listening a set of topics. Many communication
brokers are suitable to be used to manage the communi-
cation in the FCP. Many broker solutions are suitable to
implement the proposed architecture. As long as the solution
supports publisher/subscriber semantics, data persistence,
high availability (e.g., the possibility of being replicated on
different nodes in the cluster), and minimum requirements
of throughput and security. The most common potentially
suitable broker solutions (i.e., Kafka, KubeMQ, RabbitMQ)
are analyzed qualitatively and quantitatively in Section VII.

Each machine in the production system is controlled by
an OPC UA server. The piece of equipment and its server are
strongly intertwined: the data model (e.g., machine status and
sensors data) exposed by the server depends on the underlying
drivers that communicate with themachine.Machine services
are implemented through OPC UA methods, which allow
exposing functions in a RPC fashion. Then, the OPC UA
data model is enriched with state variables that a client
may read to get the status of the running operation. The
OPC UA method acts as a wrapper on top of the machine-
dependent code. In fact, by modifying the data model and the
implementation of machine services, it is possible to modify
or add functionalities without dealing with the complexity of
PLC functions.

The FCP communicates with the equipment through mul-
tiple OPC UA Client nodes: an instance (and configuration)
is active for each OPC UA server. This node creates a
persistent connection with the machine and creates aOPCUA
subscription to the OPC UA variables, listening for data
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FIGURE 3. The internal structure of the AMC.

changes. Each time a variable changes, the client is notified
with the new value. The value is written to a topic captured by
the IoT broker. The OPC UA client nodes are also connected
to the broker to listen for RPC requests. The allowed client
requests are: read a variable, write a variable and invoke the
execution of a OPC UA method.

B. ADAPTIVE MANUFACTURING CONTROLLER (AMC)
The AMC handles the communication with the MES and
the machines transparently, and its sub-components are
organized in three different layers, as depicted in Figure 3.
The information gathered from the MES and the machinery
is used to continuously make decisions about production
adapting it to the current status of the system. It is a
refinement and an extension of the Automation Manager
software module we originally presented in [26]. The top
layer is the MES connector: a driver interfacing the AMC
with the upper layers of the automation pyramid. The
bottom layer is the FCP connector: a driver connecting the
manager with the lower layers of the pyramid. The middle
layer contains the manager Core, a set of Applications,
and the Logger module. The AMC is compliant with the
ISA-95 standard and any existing software infrastructure
based on the same standard. The AMC takes in input the
information coming from both the MES and from a set of
configuration files describing the machine capabilities and
the implemented recipes. These characteristics are meant to
ease its integration within already existing manufacturing
plants. Thus, the architecture is meant to be integrated
within legacy manufacturing systems to introduce advanced
production features.

1) DRIVERS
The Driver levels contain the components enabling commu-
nication with other pieces of software. The FCP Connector
exposes the basic functionalities of OPCUA, such as variable
read/write, methods call, and subscriptions for data changes.
It also communicates with the OPC UA clients connected
to the machines in the cluster. The MES Connector is

implemented as a RPC client, calling functions defined by a
RPC server connected directly with the MES. An advantage
of using RPC interfaces is that the integration with any
other MES only requires to implement the corresponding
RPC server. The driver allows navigating through the MES
configuration and notifying the actions executed by the
architecture, such as the execution of a set of operations
or a triggered reconfiguration. The last driver is the Logger
that publishes log messages on two different topics: one for
the debugging messages, while the other includes messages
logging actions executed by the architecture (e.g., execution
of recipes or machine services). This allows notifying the
entire architecture of the status of each level.

2) CORE
The second level contains the Core components, defining
and implementing production processes. TheMES represents
production recipes as a sequence of dependent tasks, each
associated specifically to a class of working cells (e.g.,
a work center). This allows modeling production processes
at a higher level of abstraction, hiding the implementation
details (e.g., PLC cycles). However, this is not enough to
execute tasks without human intervention. Therefore, the
recipe representation in the Core of the AMC is extended
with a lower-level model describing the implementation of
tasks on the working cells. This representation consists of an
ordered sequence of actionswith input and output parameters,
formalized as a directed cyclic graph where actions are
nodes connected by directed edges to represent dependencies.
SectionVwill describe how the production recipes, tasks, and
services are modeled.

An action can be a service exposed by a piece of
equipment or a logical construct (e.g., creation of variables,
the sum of variables, if, cycles, etc.) proposed by the
Core. This extension allows executing tasks with a simple
visit of the graph nodes. Then, the actual execution of
tasks is managed by the Resource Manager that retrieves
the manufacturing structure from the MES and, for each
working cell, it connects to the correct machine’s client. Thus,
ensuring clients’ isolation when executing the particular
production operation. Furthermore, the resource manager
guarantees that a maximum of one operation is executed on a
working cell at the same time.

3) APPLICATIONS
The AMC is a modular piece of software with modules
(i.e., the AMC apps) implementing advanced functionalities
to refine the control of the system. Among these software
modules, the most important are the production scheduler,
and the applications collecting, organizing, and analyzing the
production data to detect anomalies [27], [28].

Optimal scheduling of production processes on different
machines in a dynamic environment is still an open prob-
lem [29] known as Dynamic Flexible Job Shop Scheduling
(DFJSS). Although there are many solutions to the static
counterparts of this problem, such as Job Shop Scheduling
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(JSS) and Flexible Job Shop Scheduling (FJSS). However,
once introduced the dynamic component that characterizes
real systems, the solutions for these problems are not
applicable. The main reason is that every time an unexpected
event occurs (e.g., the arrival of new orders, machine
breakdowns, and delays), the schedule is no longer optimal
or becomes infeasible. Therefore, a promising direction is to
introduce static-reactive scheduling, characterized by a first
phase that produces a static schedule of the jobs, dynamically
updated on the arrival of events [30]. The first implementation
of the proposed architecture relies on this hybrid approach
to implement scheduling. It consists of a static phase
exploiting constraint programming to produce an optimal
solution while minimizing energy consumption and delays.
Then, a dynamic component continuously recalculates the
scheduling to react whenever an unexpected event (e.g., new
job arrivals, or machine breakdowns) occurs in the system.

Furthermore, we developed a data analysis application
receiving timing data about executed production processes
to achieve more precise scheduling. The gathered data is
used to update the completion time estimation of production
processes. To support the integration of applications based
on different technologies, an expansion interface exposes the
functions of the SoA-enabled architecture’s Core.

IV. MODELING THE SYSTEM ARCHITECTURE
The methodology hereby described creates the production
plant model alongside the computational infrastructuremodel
within the same SysML description. This is a fundamental
feature that enables the reuse of models and improves
the design process for complex systems. This section
details the steps necessary to build the SysML diagrams
representing the architecture of the production system. First,
it proposes a methodology to build the structural description
of the production plant by reusing AutomationML models.
Then, it presents a strategy to model the computational
infrastructure using SysML.

A. SYSTEM’S STRUCTURE DEFINITION VIA MODELS REUSE
Our model reuse methodology is inspired by the work
proposed in [31] and, which presents a mapping of the
AutomationML language elements into SysML. Automa-
tionML models describe the hierarchy of components in a
production line, their parameters, and relations. Therefore,
on the one hand, AutomationML models can be exploited
to create the structural part of SysML models, which is
necessary to define the components to be configured and
their target parameters. On the other hand, AutomationML
limitations on representing functionalities, protocols, etc.
require exploiting SysML, which is more expressive and
includes a wider set of language constructs. Table 1
presents a set of conceptual constructs used by the proposed
methodology. It provides a concretization of such constructs
on AutomationML language elements, also describing a
mapping to appropriate SysML language elements. The
Table organizes the modeling strategy by subdividing the

FIGURE 4. SysML Block Definition Diagram of a OPC UA server controlling
two machines: a UR5 robot arm and a milling machine.

set of constructs into four categories, from the most basic
one to the most complex: classes, Internal Classes Fields,
Components Instances and Relations and Libraries. The
first category describes a means to specify component
types, their roles within the production environment and
their interfaces to other components. The second category
details a way to customize the components through a set of
parameters and actual instances. The third category outlines
the instantiation of components and the relations between
instances, to construct a system as a hierarchy of concretized
components. Finally, the third category provides a method
to collect different concepts (e.g., components classes) in
specific libraries.

Both languages exploit object-oriented principles. There-
fore, classes can inherit properties from other classes or
can implement abstract classes. As a consequence, different
relations can be expressed using different constructs. As an
example, in SysML, the Generalization connector between
blocks represents the inheritance relation of AutomationML,
expressed between a superclass (which is the actual gen-
eralization) and the sub-class. Furthermore, AutomationML
requires that a role class must be associated to a simple class:
the RoleRequirement is the specific construct that defines the
relation between a class and a role. In addition, an element
may be associated with multiple roles, expressed by multiple
SupportedRoleClass AutomationML relationships. Roles
are mapped to abstract classes in SysML. Therefore, the
association of a role class to a class or an internal element
is mapped to the realization relation between SysML blocks.

B. COMPUTATIONAL INFRASTRUCTURE MODELING
Manufacturing systems characterize their current state and
its evolution through data, typically describing operating
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TABLE 1. The set of conceptual constructs of the proposed models reuse strategy, their concretization on AutomationML language elements and their
mapping to SysML.

parameters (e.g., the temperature of a component, its
rotational velocity, or a possible alarm status). Such data
is retrieved through machine drivers: software components
responsible for the collection of the parameters’ values
from PLCs or edge-nodes, and sending them to the plant’s
computational systems. In SysML, the structure of the
data transmitted and received is modeled by BDDs: each
component can be represented as a single block, while
block properties are used to specify the details of the
component. Figure 4 shows a BDD of the OPC UA server
in a multi-system working cell. The main entity is the
OPCUA server, which coordinates two independent systems:
a UR5 collaborative robot and a milling machine. SysML
blocks are used to model both the OPC UA server and the
two machinery’s edge servers. The interaction between each
component is carried out by means of an interface (i.e.,
machine driver). This detail is represented by a composition
relation between the machine drivers and the OPC UA
server. In SysML, interfaces (i.e., drivers) are represented by
interface blocks.

In Figure 4, the driver blocks (‘‘RobotURInterface’’ and
‘‘BinaryDNCINterface’’) represents different BDDs, which
contain all the properties and methods that are exposed
by the machine edge server through the drivers. Each
driver interface block is the main block of another BDD
(not reported in Figure 4) that defines the semantics of
the different parameters available in the machine driver’s

data model. As an example, a parameter can be a driver
variable with an elementary data type(e.g., int, float) or a
driver object represented hierarchically by another block.
For instance, in Figure 4 the ‘‘EmcoCNCEdgeServer’’ driver
contains a property for the milling machine parameters
(‘‘MachineParameters’’). This property refers to a compo-
sition of blocks modeling the status of the machine (e.g.,
‘‘AxesParameters’’, ‘‘WorkingAreaParameters’’, and ‘‘Tool-
SystemParameters’’). The blocks identifying a machine edge
server (‘‘UR5EdgeServer’’ and ‘‘EmcoCNCEdgeServer’’ in
Figure 4) are connected to the respective interface blocks
through a dependency relation. In fact, the edge server block
uses the driver to exchange data with the OPC UA server
blocks, and therefore, it depends on the driver. This relation
describes the communication channel between the driver
interface and the machine edge server, encapsulating the
connection parameters.

V. MODELING THE SYSTEM BEHAVIOR
The models of the architecture describe the execution
platform where the manufacturing is executed, as well as the
computational platform governing the infrastructure. How-
ever, they do not describe how tasks are performed, that is
the behavior of the system and its components. In the context
of SoMmanufacturing, modeling the system behavior means
modeling the functionalities provided by the machines,
i.e., the services provided by the infrastructure, as well as
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FIGURE 5. SysML Activity Diagram of a OPC UA method, which represents
the milling operation flow between two different machines orchestrated
by the OPC UA server.

the recipes to be implemented, i.e., the services required
to produce a product or a set of products. Furthermore,
a production system is intrinsically a distributed system,
therefore communication is another aspect to be modeled.
Indeed, SysML is well suited to model all these aspects.
Thus, many modeling strategies are suitable to model SoM
systems, as long as the services provided by the infrastructure,
and those required by the recipes can be properly identified
in the model. In this work, we rely on the modeling
strategies we previously introduced in [32] to model the
components’ behavior, and in [33] to model the production
recipes.

A. COMPONENTS BEHAVIOR MODELING
Other than sending data to the external world, a OPC UA
server also allows exposing its functionalities through
OPC UA commands. Our SoM architecture relies on this
principle to expose the services provided by the pieces of
equipment available in a manufacturing line. Therefore, it is
necessary to represent such functionalities by specifying the
operations to be performed, the machine driver interface,
and the machine’s behavior triggered by a specific condition.
In a typical UML fashion, SysML models this aspect with
block methods, as discussed in the previous section, and
with connected behavioral diagrams describing the process
implemented by the piece of equipment.

In this context, the behavioral diagrams provided by
SysML are most suited to describe the services and func-
tionalities of the production plant are Activity diagrams,
State Machine diagrams and Sequence diagrams. Activity
diagrams and State Machines are well-suited to describe the
behavior of the equipment, while Sequence diagrams are
best suited to describe the communication services provided
by the computational infrastructure. Indeed, following the
philosophy of SysML that grants freedom to the designer,
a designer may use any of these types of diagrams to model
the behavior of a component.

For example, in Figure 4, the method Mill() coordinates
the robot and a milling machine to pick, cut, and place the
piece back on the transportation system.

The method is associated with the Activity Diagram shown
in Figure 5, which expresses an operational flow between the
two machines. The control procedure interacts with both the
robot and the milling machine, checking and enabling control
variables necessary to perform the desired functionality.

B. PRODUCTION RECIPES MODELING
In the context of SoM, production recipes can be modeled
with different levels of granularity. Indeed, describing more
granular processes enables more schedule optimizations;
however, a finer granularity leads to more complex models,
harder to be developed by users. For this reason, we adopt
a three-level hierarchical modeling approach to model
production recipes. Each level depicts a particular abstraction
perspective of the production process: from the high-level
representation of production recipes as a set of tasks, to a
sequence of atomic operations performed by the machines
and the infrastructure. Figure 6 provides a simple example of
the three levels of a simple four-task recipe. All three levels
are described in SysML by using Activity diagrams.

1) TASK LEVEL
The first level represents at the highest abstraction level,
a production recipe as a set of macro-steps (i.e., tasks)
executed on a machine. It consists of a task-resource
graph, which is similar to a Resource Task Network (RTN)
representation. The nodes of the graph represent a task, while
the solid edges describe a partial order over the execution
of the tasks, as shown in Figure 6. Each task identifies a
contiguous production step executed on a machine and is
characterized by the required materials and the transformed
material states. A task can be allocated and executed on one
or more machines with which it is associated (represented
by the dashed edges in Section V-B). On these relations,
a set of attributes specifies the ‘‘cost’’ associated with the
tuple (resource, task). The attributes are the execution time,
the hourly cost, the electrical consumption, the estimated
efficiency, and the necessary tools. For the sake of clarity,
Section V-B reports only a subset of these parameters.

2) SERVICE LEVEL
In the second level, each tuple (task, resource) is refined with
a more detailed model of the sequence of machine services
implementing it (depicted in Section V-B). It consists of
a control flow graph, representing the interaction with the
machines and sensors through services, and their dependence.
This allows identifying the subset of services necessary to
carry out the task on the machines. Each node in the graph
represents either a service or a control flow statement.Control
flow statements model either the definition of variables,
arithmetical operations, conditional and iterative clauses,
enabling the representation of complex logical flows of

85266 VOLUME 12, 2024



S. Gaiardelli et al.: Enabling Service-Oriented Manufacturing

FIGURE 6. An example of the proposed three-layer representation for production processes. Figure 6 shows the first layer, which
defines tasks and their allocation onto machines. Section V-B specify in a control flow graph the sequence of ‘‘services’’
implementing the task T2. The third layer outlines machines’ functions implementing the Pick service (Section V-B).

services. Edges in the graph specify the order in which the
behaviors determined by the nodes are executed.

A service can be either a machine service or an infrastruc-
ture service:

• a machine service models a machine behavior as
a sequence of simpler operations called machine
functions.

• An infrastructure service models the interaction with
sensors, actuators and computational resources available
in the production system.

Each service is characterized by a set of input parameters
and output parameters that are used by the control flow
statements and as parameters for the machine services.
Variables defined within a task have a global scope within
the production recipes, allowing to make available the results
of machine services to subsequent tasks.

This level, combined, with the upper level, allows to high-
light the machine’s usage more precisely, enabling to further
optimize the machine schedule by developing methodologies
implementing tasks interleaving. Regarding Section V-B, the

service level models a task first requesting two materials
before assembling them with a robotic manipulator. In this
case, the robotic manipulator could perform other activities
meanwhile, materials are being moved to the robotic cell.

3) MACHINE FUNCTION LEVEL
The machine functions used in the second level is refined
in the third level. The purpose of this level is to represent
the actual control behavior of machinery at the PLC level
as a control flow graph. Unlike the upper level, the variables
defined in this level have private scope. Therefore, to access
variables defined in the outer scope each function has a list of
input and output parameters that can be variables or constants.

This level allows planning the execution of the machine
services, taking into consideration when a precise atomic
function will take place. In fact, it also allows getting a more
precise estimation of the time required to carry out a sub-task.
Consequently, it enables a better forecast on when certain
materials are necessary and on the used tools. With regard
to the example reported in Section V-B, the control function
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‘‘Pick’’ is refined in a sequence of four machine functions:
(1) move the robotic arm, (2) close the gripper, (3) move
back the arm, and (4) open the gripper to release the material.
In addition, the information represented at this level can also
be exploited to further optimize the process, to minimize the
machines’ setup and waiting times.

VI. MODEL-BASED SYSTEM CONFIGURATION
The FCP and the AMC, the main components of the
proposed SoM architecture, are generic pieces of software
that require to be configured for each specific production
system. The models created as described in the previous
sections provide all the information required to control the
system and its communication flows. This section describes
how the information stored in the model can be used
to automatically configure the software component in the
proposed architecture.

A. OPC UA SERVER CONFIGURATION
The OPC UA servers act as a communication interface
between the machine and the AMC, by interacting with
OPC UA clients. The automatic generation of a OPC UA
server requires a set of mandatory information: the details of
the communication channel to the machine, the interaction
protocol with the drivers (i.e., how to read data and
send commands), and which parameters and methods are
offered by the server. The required pieces of information
for the automatic generation are contained in the SysML
models described in Section Section IV. Such information
is extracted from the model and exploited to build a set
of configuration files (i.e., the inputs of the OPC UA
servers and clients). In particular, the files generated for the
OPC UA servers are the Information Model, the network
connection parameters, the drivers’ interface parameters, and
the implementation of the OPCUA server methods. The same
Information Model and network connection parameters are
then used by the OPC UA clients to correctly instantiate the
communication with the server. Driver’s interface parameters
are mapped into OPC UA variables using the value-type
specified in the SysML diagrams of the Information Model.

The generated Information Model is composed of the
driver’s interface parameters of the underlying system com-
ponents and the functionalitymodeled on top of them.A piece
of code implementing a OPC UA method is also generated
for each Activity Diagram associated with a OPC UA
server block. More specifically, the generated method
exploits the driver interfaces’ functions and implements the
interaction flow described in the SysML Activity Diagram.
The generated OPC UA server loads the driver interfaces
with the respective communication channel parameters, the
Information Model, and imports the code implementing the
OPC UA methods. Each driver interface periodically polls
the machine to obtain data changes, which are published for
the OPC UA clients. Therefore, data coming from the driver
interfaces are published directly to the specific OPC UA
parameters.

TABLE 2. Configurations complexity in the number and type of messages
sent each second on the chosen architectures.

B. AMC CONFIGURATION
AMC internally represents production recipes following
the structure presented in Section V: a multi-hierarchical
representation composed of three levels describing different
layers of knowledge. By exploiting this model, it is possible
to generate the configuration for the AMC. Each production
recipe is converted into a JSON file containing its graph
represented through SysML. Thus, machine services used
within the recipes are correlated with the services offered
by the machines. This allows to uniquely identify a machine
service and configure all the parameters necessary to call that
service at run-time.

VII. EVALUATION OF IIOT BROKERS
The performance of message brokers has been studied in the
literatures [21] and [22]. All these comparisons are centered
on the transmission of raw data (i.e., throughput), but as far
as we know, there are no available comparisons regarding
how message brokers perform with respect to their supported
specific types of communication paradigms.

In our proposed architecture, the communication between
the applications is based on RPC and events subscription
(e.g., machine data updates). For this reason, we performed an
in-depth comparison between the standard architecture (taken
as baseline) based only on OPC UA servers and OPC UA
clients and our proposed architecture, where the central IIoT
broker is one of the following: Apache Kafka, RabbitMQ,
and KubeMQ, for a total of 4 different architectures. The
analysis evaluates both themachinemessage’s delay (variable
read, variable write, method call, and variable update) and the
resource consumption (CPU usage, RAM usage, and network
load) of such architectures.

Table 2 reports the tested architecture’s configurations,
differing in the number and type of messages sent each
second, and identified by the tuple configuration type and
number of clients. Each configuration type (small, medium,
and large) differs in the number of variables in the information
model of the OPC UA server and their update frequency. The
increasing number of OPC UA clients allows analyzing the
scalability of the different architectures by evaluating their
behavior under different network loads. In total, we tested on
each architecture these 9 configurations (ranging from 1448
messages to 3360 per second) for a total of 36 test cases.
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FIGURE 7. Mean CPU usage in percentage, normalized between 0 and 100 of edge devices (on the left) and on the Kubernetes cluster (on the right).

All the tests have been executed on a Kubernetes cluster,
while the CPU usage, RAM usage, network traffic has been
collected by exploiting Prometheus [34] as metrics server.

A. PERFORMANCE ANALYSIS
Our proposed architecture can be divided based on the
hardware in which the software is executed into two parts:
1) machine interface (OPC UA servers) executed on edge
devices 2) FCP executed on a Kubernetes cluster. For the
sake of clarity, we have divided the subsequent performance
analysis in these two categories, to differentiate the impact
of our proposed architecture on both, edge devices and
Kubernetes cluster (respectively, left and right parts of
Figures 7 to 9).

Figure 7 depict the mean CPU usage, normalized between
0 and 100% of the different architectures, with an increasing
number of clients reading and writing data from the server.
From the left part, we can see that by introducing a SoM
architecture (independently of the chosen central message
broker) allows moving the CPU load from the edge devices
to the Kubernetes cluster. Thus, by increasing the number of
clients connected to the OPC UA server, this trend becomes
more visible, showing a decrement in CPU usage from 4 up to
10 times with KubeMQ as the message broker. This leverages
the edge devices (with limited computational power) from
executing non-priority tasks, leaving room for real-time tasks
and other on-the-edge applications.

Figure 8 depict themean RAMusage inMBof the different
architectures. In this case, we can see a minor difference
between the standard architecture and the proposed one.
The only difference is in the FCP, where the configurations
using Kafka and RabbitMQ consume more memory. This
phenomenon is caused on one side by the preventive
allocation of memory, and from the other side to the
messages’ delay, which requires more time to be consumed,
increasing the dimension of the message queues (discussed
in Section VII-B).

Figure 9 shows the mean MB/s received and transmitted
from the OPC UA server and from the Kubernetes cluster.
In the standard architecture, the network load is higher
on the OPC UA server, while in the SoM architectures

is moved to the Kubernetes cluster. This leads to a lower
impact on the Operational Technology networks (usually
composed of hardware with limited bandwidth) and a higher
load on the cluster network (local communication with
higher bandwidth and lower delays). Among the evaluated
technologies, KubeMQ stands out as the message broker with
better performance.

B. DELAY ANALYSIS
Another important parameter for a SoM architecture is the
messages’ delay. A lower message delay implies a faster
reaction from the applications subscribed to the same data
source. Table 3 reports the communication delay of our
proposed architecture with respect to direct connection with
OPC UA of variable read, variable write, method call, vari-
able update, and 50 consecutive variable updates. The results
show that a variable read, variable write, and method call
have higher delays in our proposed architecture. This is given
by the intermediate component in our proposed architecture
acting as a bridge between the OPC UA server and all the
applications connected to the message broker. The maximum
delay introduced is 5 milliseconds (for the architecture
configured with KubeMQ), a negligible delay considering
that the number of read requests can be reduced with
caching mechanisms and complex machine functionalities in
a SoM are enclosed into machine services (i.e., method call).
Moreover, we can see that with larger configurations and a
higher number of clients, where our proposed architecture
consumes less resources on the OPC UA server this gap
shrinks up and sometimes reverses.

Our proposed architecture reduces the delay of the variable
subscription. OPC UA variable subscription relies on server
polling to check if there are updates for the subscripted
clients, and if so, the clients must perform a variable read.
Having a single client connected to the OPC UA server
reduces thismechanism’s overhead by exploiting themessage
brokers for the messages’ persistence and immediate for-
warding of messages to multiple clients. This improvement
becomes more evident with an increasing configuration
complexity in which the improvement is 10%. Summing up,
among the message brokers, KubeMQ performs better in our
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FIGURE 8. Mean RAM usage in MB, of edge devices (on the left) and on the Kubernetes cluster (on the right).

FIGURE 9. Mean MB/s transmitted and received from edge devices (on the left) and from the Kubernetes cluster (on the right).

proposed architecture with regard to Kafka and RabbitMQ,
with lower delays and performance usages.

VIII. CASE STUDY: THE ICE LABORATORY
The Industrial Computer Engineering (ICE) Laboratory is
a research facility of the University of Verona, meant to
serve as a demonstrator for a wide set of computational tech-
nologies applied to the industrial manufacturing field.1 The
centerpiece of the laboratory is a complete and reconfigurable
manufacturing line. The facility is equipped with a vertical
automated warehouse storing the materials, semi-finished
and finished products. The production line accommodates
multiple diverse cells: a robotic assembly cell with two
collaborative robot arm manipulators equipped with gripper
and screwdriver tools; aQuality Checking (QC) cell equipped
with a set of camera and laser scanners to inspect products
for possible defects; an additive manufacturing cell equipped
with multiple 3D printers; a subtractive manufacturing
cell equipped with a four-axis Computerized Numerical
Control (CNC) milling machine; a functional control cell
equipped with a flying probe functional tester machine
for testing electronic boards. The ICE laboratory logistics
is also managed by a very flexible set of technologies:
two Autonomous Ground Vehicles (AGVs) to move objects

1The ICE laboratory: https://www.icelab.di.univr.it/.

and materials in the shop-floor, for instance from the
automated warehouse to the production line and vice versa;
a reconfigurable system of conveyors that moves a set of
mini-pallets between the different working cells in the line.

Each piece of equipment in the plant was originally
equipped with a OPC UA server, which exposes the services
provided by the machine. A state-of-the-art commercial MES
was governing the production line, scheduling the production
to send the work order machines, and tracing the products
in the line. While the commercial MES offers the possibility
to send commands to the machines for standard production,
this possibility cannot be exploited when managing a flexible
production line. In fact, reconfiguring the line would require
extensive downtime to reconfigure the MES.

The contributions of this paper have been all applied to
the ICE laboratory. The ICE laboratory’s production line has
been modeled in SysML, as described in Section IV, while
the production recipes to be realized by the system have
been modeled in SysML following the strategy described
in Section V. Then, to automatically generate the OPC UA
servers and the configuration for all the Kubernetes contain-
ers (e.g., the AMC and message brokers containers) we built
a software that analyzes the SysML model to extract the
represented knowledge. Specifically, the software analyzes
the XML Metadata Interchange (XMI) produced by any
SysML tool and produces the set of configuration files needed
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TABLE 3. Comparison between the communication delay with the proposed architecture with respect to a direct connection with OPC UA.

TABLE 4. Size of the generated files with different recipes and machine
configurations.

for the proposed architecture. Thus, the original MES-centric
architecture has been replaced by implementing the software
architecture described in Section III, while the protocols
choice has been guided by the results in Section VII. Lastly,
we showcase the advantages of our proposed SoM over the
commercial MES by comparing their scheduling capabilities.

In the following of this Section, we evaluate the complexity
of the proposed methodology, by showing how the size
of configuration files increases with respect to different
scenarios. Then, we evaluate the overhead introduced by our
proposed architecture. All experiments have been executed
on a 3.60 GHz Intel Core i7 with 32 GB of RAM.

A. AUTOMATIC GENERATION ANALYSIS
The configuration complexity of a production line is directly
proportional to the number of machines composing the plant.

TABLE 5. Comparison of the communication delay introduced by the
proposed SoM architecture, against a direct OPC UA connection.

Therefore, the complexity of the SysML model representing
the entire manufacturing system increases linearly with the
number of components in the system. Table 4 reports the
size of the configuration files automatically generated by our
software, applied to three different portions of the laboratory
machines. Each test consists of a SysML model containing
various combinations of recipes and machines. Specifically,
we divide the generated files into three main categories:
(1) OPC UA nodeset, (2) recipes, (3) container configuration.
The last column shows that the total size increases with
the number of machines and recipes. Without the automatic
generation provided by the presented methodology, the
configuration files would have been written manually by
the system installer or maintainer, in a time-consuming
and error-prone process. Therefore, the advantages of the
proposed methodology increase with the size of the system
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TABLE 6. Execution time when using the state-of-the-art versus the
proposed architecture to govern three different production recipes.

to configure. The categories that impact the most on the
total configuration files sizes are the container configuration
and the OPC UA nodeset. This is due to the fact that,
for each container, each software parameter enabling the
communication between the different components of the
proposed architecture must be set. Meanwhile, the OPC UA
nodeset contains the definition of all the nodes.

For all tests, our software generated the configuration in
less than 1 second. The time increases linearly with respect
to the number of machines. The generated configuration has
been tested on the real architecture to verify its correctness.

B. OVERHEAD ANALYSIS
Additional features of the architecture come at a price
in terms of computational overhead. Table 5 reports the
overhead induced by the architecture in calling machine
services through OPC UA functions, in comparison with a
direct connection to the machines. It compares the delay of
different services, such as the read/write of variables, the
method calls, and the subscription to variables. For each
operation, the last row reports the additional overhead (in
percentage) of the proposed architecture.

Comparing the results we find the maximum delay of
around 100ms in the variables subscription. This is due to the
structure of the OPCUA protocol which notifies clients when
data changes only at certain specific intervals.

The additional overhead implies a significant communi-
cation delay for the read, the write, and the methods call,
but is negligible for the subscription updates. However,
this communication delay is in the context of complex
physical processes, typically involved in a manufacturing
line. For this reason, we also evaluated the behavior of the
proposed architecture to coordinate different manufacturing
processes. Table 6 reports the total execution time for three
production recipes of different sizes. The table compares
the time required to execute the recipes using a state-of-
the-practice architecture against the proposed solution. The
total execution times do not consider the time required to
transport the materials through the conveyor belts. This is
because transportation data is highly variable and influenced
by many physical factors that may not be controllable by
the software architecture. The fourth and fifth columns of
the Table report the execution times obtained with the two
different configurations. The last column reports the overhead
introduced by the proposed architecture. Considering the
number of service calls for each recipe, the delay introduced
is negligible with respect to the total execution time.

TABLE 7. Comparison between the scheduling of 500 production recipes,
using a classical RTN-based representation against the proposed
hierarchical modeling approach.

Furthermore, comparing Tables 5 and 6, it is worth
noticing that while the additional overhead is significant
when considering single operations, it becomes negligible in
the context of a complete manufacturing process. In fact, even
at higher operation frequencies, physical processes typically
dominate computational processes in terms of execution
times. This is due to the fact that manufacturing processes are
strongly dominated by mechanic operations, in which delays
are measured in tens rather than tenths of seconds.

C. SCHEDULING ANALYSIS
To demonstrate the advantages of our proposed architec-
ture, we compare the results obtained by the scheduler
implemented by the commercial MES, which relies on
a classical RTN-based task representation, against the
service-based scheduler implemented on top of the AMC.
The implemented service-based scheduler, which has been
initially proposed in [33] allows exploiting the proposed
hierarchical representation of production recipes to optimize
the production schedule. Either schedulers have been tested
on 500 production orders, randomly sampled from a pool of
the 4 production recipes available within the ICE Laboratory.
Among these production orders, 450 are high-priority (HP)
orders, and 50 are low-priority (LP) orders. While the first
ones are considered available from time t = 0 and can
be scheduled at any time, the second ones are considered
available after time t ′, such that t ′ > 0, identifying new
production orders released at runtime. The obtained results
are reported in Table 7. The first row compares the total
makespan obtained with the scheduler. Our service-based
scheduler is able to reduce the total makespan by almost
40 minutes (equal to the 3.52%). The next rows compare the
average machines’ downtimes, utilization, and throughput.
The service-based scheduler reduces the average machine
downtimes by 14.17% and increases their utilization and
throughput by 4.45% and 5.98% respectively.

By having in-depth knowledge regarding the implemen-
tation of production recipes on the production plant, the
service-based scheduler is able to better exploit machine
downtimes. It does so by splitting low-priority tasks into a
sequence of sub-tasks (represented within the SysMLmodel).
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This allows the scheduling of a smaller portion of production
tasks, enabling a more precise interleaving with respect to
the state-of-the-art approach. By doing so, the scheduler is
free to fill the available gaps within the schedule with a
portion of low-priority production tasks. As a consequence,
this reduces the total makespan and machine downtimes and
increases the machine’s utilization and throughput. Lastly,
the last two rows compare the average time to complete
production recipes at high priority (HP) and low priority (LP).
We compute the completion time for a recipe as the difference
between the time instant in which the last task ends and the
time instant in which its first task starts. Our service-based
scheduler is able to handle the arrival of new production
orders more efficiently, reducing the completion time for both
new high and low priority orders. In general, the scheduler
routine in charge of managing the priorities of the tasks is
able to handle the allocation of sub-tasks more accurately
whether certain conditions are met (e.g., required materials
availability).

IX. CONCLUSION
In this paper, we presented a cloud-native architecture to
support flexible manufacturing.We also proposed amodeling
approach to specify the information required to automatically
deploy, configure, and control the proposed architecture.
Then, we benchmarked the main communication protocols
suitable to implement the proposed architecture. These three
main contributions create a unique framework centered
around the model, where the production system acts as a
service provider and production evolves by invoking the
infrastructure services.

The proposed software architecture has been implemented
to monitor and control a fully-fledged reconfigurable man-
ufacturing line; the system has been modeled in SysML
to automatically deploy and configure the architecture
components. Finally, the production requirements have been
also modeled in SysML as have also been the production
recipes. The proposed architecture has been validated on a
fully-fledged production line using different workloads. The
results show the architecture introducing very limited perfor-
mance degradation while enabling a wide range of production
optimizations, thus increasing overall productivity.

In the future, we plan to extend the proposed methodology
to automatically generate a digital twin from the SysML
model. This will enable the development of optimization
strategies exploiting the generated digital twin as a testbed.
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