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ABSTRACT The significance of fiducial marker detection in neuroimaging cannot be overstated, as these
markers serve as vital reference points for accurate spatial alignment during image registration. Our proposed
model addresses challenges in consistent marker placement and variability during MRI scanning, ensuring
reliable localization for subsequent analysis. This paper introduces an innovative approach to fiducial
marker detection in T1-weighted MRI volumes, specifically targeting the Left Preauricular Point (LPA),
Right Pre-auricular Point (RPA), and Nasion. The implementation employs a 3D Convolutional Neural
Network (CNN) to achieve precise localization of these crucial anatomical landmarks. Operating on a
high-performance system our algorithm demonstrated exceptional accuracy and sensitivity using MATLAB
R2023a as the primary tool for development and evaluation. Rigorous experiments on a diverse dataset
showcased the algorithm’s robust performance. For RPA detection, the model achieved 96.55% accuracy,
emphasizing sensitivity (96.78% recall) and precision (96.35%). LPA detection demonstrated an impressive
accuracy of 96.88%, with heightened sensitivity (96.95%) and precision (96.83%). The nasion detection
process exhibited precise localization, with a Mean Square Error (MSE) of 0.3439 for 36 volume data. These
results highlight the algorithm’s potential to enhance accuracy and efficiency in fiducial point detection for
improved neuroimaging studies.

INDEX TERMS Fiducial point detection, 3D MRI data, medical imaging, convolutional neural networks.

I. INTRODUCTION
In the dynamic landscape of medical imaging, particularly
Magnetic Resonance Imaging (MRI), plays a pivotal role
in diagnosing and understanding various neurological con-
ditions [1], [2], [3], [4], [5]. Fiducial markers, such as the
Left Pre-auricular Point (LPA), Right Pre-auricular Point
(RPA), and Nasion, are critical anatomical landmarks that
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serve as reference coordinates during image acquisition
and subsequent analysis of neuroimaging studies. These
fiducial points are used as accurate spatial references facil-
itating the accurate alignment and orientation of MRI data
during image registration with other neuroimaging studies
including modalities like electroencephalography (EEG) and
magnetoencephalography (MEG) ensuring precision in the
localization of brain structures and abnormalities.

The precise identification of fiducial points on three-
dimensional (3D)MRI is pivotal for a myriad of applications,
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such as source imaging, anatomical analysis, and surgical
planning. However, there are instances where fiducial
markers may not be consistently placed on the patient’s head
during MRI scanning. This variability can arise from factors
such as patient positioning, human error, or the absence
of standardized procedures. The absence of fiducial points
introduces challenges in post-processing tasks, hindering the
accuracy of image registration, anatomical localization, and
subsequent analysis of brain structures and abnormalities.

Traditionally, the detection of fiducial points has relied
on geometric features, machine learning techniques, and
image processing algorithms [6]. However, these approaches
often encounter challenges in achieving precise detection
due to variations in patient anatomy, image artifacts, and
modality-specific nuances.

Given that numerous medical conditions manifest in three-
dimensional structures, the significance of fiducial points,
such as LPA, RPA, and nasion, cannot be overstated in
ensuring accurate spatial referencing in medical imaging.
These fiducial points represent anatomical structures with
specific 3D coordinates. Leveraging 3D Convolutional Neu-
ral Networks (CNNs) becomes imperative to realistically
capture the intricacies of these structures, particularly in
tasks where preserving spatial relationships and positioning
is fundamental [7]. Unlike conventional 2D CNNs, which
may overlook the three-dimensional context, employing
3D CNNs guarantees a holistic comprehension of the
spatial distribution of these anatomical landmarks [8].
Distinct three-dimensional configurations may characterize
fiducial points like LPA, RPA, and nasion, and the use
of 3D CNNs enhances the extraction of pertinent features
associated with these points, facilitating more accurate
localization within volumetric data [9]. The adoption of 3D
processing minimizes data redundancy, optimizing computa-
tional resource utilization, a particularly pertinent efficiency
for tasks involving specific point detection in volumetric
data.

Our work focuses on the development of a 3D CNNmodel
designed for the precise detection of three specific landmarks:
the left auricular point, right auricular point, and nasion
in T1-weighted MRI data. The proposed system aims to
enhance the reliability and efficiency of neuroimaging studies
by ensuring consistent and accurate localization of fiducial
points. This work, therefore, not only aims to address the
challenges posed by inconsistent fiducial marker placement
but also endeavours to significantly contribute to the broader
field of neuroimaging. By introducing a state-of-the-art
approach to fiducial point detection, we seek to enhance
the reliability and efficiency of neuroimaging studies, with
the ultimate goal of utilizing these accurately detected
fiducial points for MEG-MRI co-registration in future
applications.

The subsequent sections of this paper delve into related
works, detailing the methodology of the proposed model,
evaluating its efficacy, and concluding with insights drawn
from our comprehensive study.

II. RELATED WORKS
The exploration of fiducial marker detection within MRI
volumes has been an evolving and dynamic field, with
researchers employing various methodologies to enhance
precision and reliability. This section reviews key works
related to fiducial marker detection, underscoring both the
advancements and persisting challenges. Research in the
literature indicates that manual identification is the common
method for pinpointing these anatomical landmarks [11],
[12], [13], [14]. The manual identification of these landmarks
introduces a subjective error, leading to inaccuracies in
MEG-MRI registration.

A. MACHINE LEARNING IN FIDUCIAL MARKER
DETECTION
Geometric features, machine learning techniques, and image
processing algorithms have been pivotal in fiducial marker
detection [6]. Chen et al. [15] focus on extracting distinctive
features fromMR images to identify fiducial points, employ-
ing both geometric features extraction and intensity-based
information. Amoroso et al. [16] incorporate a method that
integrates image segmentation, feature extraction, and pattern
recognition. Pereira et al. [17] utilize salient features and
discrete deformable models, combining feature extraction,
model fitting, and optimization techniques for automatic
landmark detection. Billot et al. [18] address challenges in
detecting and tracking landmarks in dynamic MRI time-
series data, employing temporal analysis, feature tracking,
or dynamic modeling. Additionally, Chang et al. [19]
employ automated techniques, utilizing machine learning
or pattern recognition for improved accuracy in landmark
detection.

These approaches have demonstrated efficacy but are
not without limitations. Variations in patient anatomy,
image artifacts, challenges in handling complex deformations
and modality-specific nuances, computational complexity
often pose challenges, leading to suboptimal detection
accuracy.

Lin et al. [20] present a comprehensive approach for
aligning MEG, MRI, and DIG data using the 3D Gen-
eralized Hough Transform (GHT). Three algorithms facil-
itate MEG-DIG and MRI-DIG co-registration, employing
DIG markers and HPI positions. The 3D GHT detects
and matches anatomical landmarks between modalities,
enhancing co-registration accuracy and automation.

Prabhu et al. [21] propose an automated method for LPA,
RPA, and nasion detection in MR images without fiducial
markers. Their Region-Based Convolutional Neural Network
(R-CNN) model identifies the Temporomandibular Joint
(TMJ) relative to LPA and RPA, while image processing
locates nasion. The handcrafted R-CNN achieves successful
TMJ detection, with a registration error of 3.6028 ± 1.4037,
4.0512 ± 1.736, and 2.7118 ± 2.7942 mm for LPA, RPA,
and nasion in automated MEG-MRI registration compared to
manual registration. This study underscores the efficacy of
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deep learning and image processing for marker-less anatom-
ical landmark detection, improving MEG-MRI alignment.

Zheng et al. [22] propose an AI-based pipeline for
automated epileptic source detection from MEG. Their
method achieves MEG-MRI co-registration without manual
intervention, utilizing an autolabeling technique and a
pattern recognition approach. This process automates fiducial
point calibration, including nasion, LPA, and RPA, through
an image-feature-based landmark labeling algorithm and
iterations of the iterative closest point algorithm. The method
relies on features extracted from individual anatomical
images.

B. GAPS AND OPPORTUNITIES
While existing literature has made significant strides in
fiducial marker detection, there remains a gap in achieving
consistent and accurate localization, particularly in the
context of 3D MRI volumes. This motivates our work, which
introduces a dedicated 3DCNNmodel tailored for the precise
detection of specific fiducial points in T1-weighted MRI
data.

By synthesizing insights from traditional methods, recent
machine learning approaches, and the emerging realm of 3D
imaging, our proposed model seeks to address the limitations
identified in current literature, paving the way for improved
accuracy and reliability in fiducial marker detection for
neuroimaging studies. The following section outlines the
methodology employed in developing our novel 3D CNN
model for fiducial point detection.

III. METHODOLOGY
The precise detection of fiducial points in T1-weighted
MRI scans is achieved through careful preprocessing, the
design of an appropriate network architecture, and the
implementation of effective training procedures. The step-by-
step methodology employed for this purpose is described in
this section.

A comprehensive approach was utilized for anatomical
landmark detection in medical imaging. The LPA and RPA
were identified through a 3D CNN, and advanced image
processing techniques were employed to localize the nasion.
The necessity for this hybrid approach arose from the
limitations of relying solely on a 3D CNN. Importantly,
defaced images are commonly found in publicly available
MRI volume datasets, and crucially, the section containing
the nasion is often absent from these datasets. Therefore, the
incorporation of advanced image processing methods was
deemed essential to address these challenges and accomplish
accurate nasion localization.

The algorithm was implemented on a high-performance
system featuring a 12th Gen Intel Core i9- processor,
128 GB RAM, and an NVIDIA RTXA5000 GPU. MATLAB
R2023a served as the primary tool for implementing and
evaluating the algorithm, ensuring a comprehensive and
effective approach to fiducial point detection.

A. DETECTION OF LPA AND RPA
1) DATASET AND PREPROCESSING
The dataset for training the CNN model was gathered from
three distinct MRI datasets on OpenNeuro database [23],
[24], [25], each originating from different sources and clinical
contexts. By merging these datasets, we created a single,
comprehensive 3D CNN training dataset. The resulting
dataset contains 500 head MRI scans, providing a rich
and diverse set of images for training and evaluation. One
benefit of utilizing the dataset from OpenNeuro is that
the head MRIs come pre-labelled with fiducial markers.
This eliminates the laborious process of manually labeling,
a crucial step in training and validating neural networks.
The model was also validated on the dataset obtained
from MEG Research Centre at NIMHANS, Bangalore,
India with IEC approval(NIMH/DO/IEC(BS&NS DIV.)10th
MEETING/2018).

The T1-weighted MRI datasets from the OpenNeuro
database underwent comprehensive preprocessing steps.
These steps included normalization to a standardized inten-
sity range, elimination of noise through thresholding, and
hole filling using morphological operations. These prepro-
cessing stages aimed to ensure consistency in image intensity
and resolution, facilitating effective feature learning by the
network.

Following the preprocessing phase, we obtained 2 classes
of training patches measuring 30× 50x50 from the entire set
of 500 3DMRI datasets for training the 3DCNN. The positive
class patches were extracted with manually labelled LPA
and RPA coordinates available with the dataset serving as
the centroid. Data augmentation techniques, such as rotation
around the centroid, scaling, and random cropping, were
implemented to enhance dataset diversity, generating a total
of 116 patches per auricular point. The data resulting from
these operations were assigned the label 1 representing the
positive class.

Additionally, patches representing the negative class were
generated by shifting across different axes away from the
LPA/RPA fiducial points. Employing nested loops, with an
initial minimum shift of 5 pixels in the x, y, and z directions,
while keeping two directions constant at a time, the centroid
was shifted away from the LPA/RPA points. These negative
patches partially overlapped with each other and the positive
patch. This process resulted in a total of 116 patches (around
LPA/RPA) per auricular point, labelled distinctly as class
2. The number of negative patches (58,000) equalled that
of the positive class after augmentation, contributing to a
total of 116,000 patches per auricular point across the entire
500 dataset.

2) NETWORK ARCHITECTURE
The classification of extracted patches into positive and
negative classes is performed by the network architecture
depicted in Figure 2 comprising a 3D CNN. The input
layer accepts the 3D patches of dimension [30 × 50 × 50].
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FIGURE 1. Processflow of LPA/RPA patch extraction and training.

The network consists of three convolutional blocks, each
containing a 3D convolutional layer, batch normalization, and
ReLU activation. Two max-pooling layers with a pool size of
2 and a stride of 2 follow the first and second convolutional
blocks. The architecture also includes a fully connected
layer with 256 neurons, followed by batch normalization,
ReLU activation, and a dropout layer with a rate of 0.5.
The output layer consists of a fully connected layer with
2 neurons, a softmax layer for probability distribution, and
a classification layer.

3) TRAINING PROCEDURE
The extracted patch dataset is divided into training, valida-
tion, and test sets to assess model performance. A typical split
of 70% for training, 15% for validation, and 15% for testing
was involved. The CNN model is trained using the training
dataset to learn the prediction of patches by minimizing the
defined loss function. The trained model is evaluated on the
test set to assess its generalization capability and performance
in detecting the patches.

We conducted a grid search over various combinations of
hyperparameters to optimize the performance of the CNN

TABLE 1. Hyperparameter grid search details.

model. Table 1 lists the various hyperparameters and the
corresponding tested values.

These combinations aimed to find the optimal configura-
tion that maximized the performance of the CNN model on
the task of fiducial point detection in neuroimaging data. The
best model identified through grid search involved the Adam
optimizer with an initial learning rate of 0.01, a batch size
of 128, and a piecewise learning rate schedule that reduced
the learning rate by a factor of 0.1 every 5 epochs, and
training for 20 epochs utilizing GPU acceleration. Adam
optimizer maintains moving averages for each parameter,
adapting learning rates dynamically during training. This
adaptive approach is effective for handling sparse gradients,
noisy data, and non-stationary objectives, providing a balance
between quick convergence and stability during training.
Training progress, including metrics like loss and accuracy
is visually observed.

The model’s performance was monitored on the validation
set to prevent overfitting. Validation was performed every
50 iterations using a separate dataset, ensuring the model’s
generalization ability was assessed. Early stopping was
applied when the validation loss plateaus, with a patience
of 10 validations without improvement, ensuring efficient
model convergence.

4) LPA AND RPA DETECTION
Two separate model were trained for LPA and RPA, hence,
the detection of LPA and RPA is conducted independently.
The MRI volume is loaded and subjected to preprocessing
using the same procedures employed in the training phase to
ensure consistency.

Patches of dimensions 30 × 50 × 50 are systematically
extracted from predefined regions of interest and input
into the pre-trained CNN for predictive analysis. Specific
regions of interest within the preprocessed MRI volume are
delineated for focused examination, with patches sourced
from the left side of the head for LPA detection and the
right side for RPA detection. This targeted approach not
only streamlines computational demands but also reduces
processing time. The identified point with the highest
confidence is selected, and its center point represents the
coordinates of either LPA or RPA.

B. DETECTION OF NASION
The nasion is often a landmark on the mid-sagittal slice of the
head. To locate the nasion on a mid-sagittal slice, we would
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FIGURE 2. Overview of 3D CNN architecture implemented in Matlab®.

FIGURE 3. Process flow of nasion coordinate detection.

look for the point where the frontal bone and the nasal bones
come together [29], typically appearing as a depression or
a distinct landmark on the image. The steps involved in
the detection of nasion coordinates are explained below and
depicted in Fig. 3.

Once the preprocessing was completed, the nasion detec-
tion process involved the selection of the mid-sagittal slice
(since nasion lies on this plane), which was then converted
into a binary image. Within this binary representation,
boundary points, where the pixel value changes from 1 to 0,

FIGURE 4. The preprocessed mid-sagittal slice depicting the midpoint
selected from the LPA and RPA reference and the range restriction lines
(blue dashed line) within which the nearest boundary is searched for
nasion coordinates.

were identified, representing the edges or contours of
anatomical structures present in the image, specifically the
edge of the entire head as shown in Fig. 4.
The subsequent step involved calculating Euclidean dis-

tances from the mid-point coordinate (derived from the
previously detected LPA and RPA coordinates) to the
boundary within the angle that encompasses the nasion
point and the limited surrounding region (at a right angle
from the mid-point towards the fronto upper face region)
as marked by the blue dashed line on Fig. 4. This targeted
angle ensured avoiding the false negative detection of nasion
coordinates.

The final determination of the nasion’s precise location
was made by selecting the closest boundary point based
on the minimum Euclidean distance within the designated
angle range. While the mid-sagittal slice number gives the
x coordinate, the detected 2-D coordinates provide the (y, z)
coordinates, which are combined to obtain the 3D coordinate
of the nasion point.
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This selection process ensures that the detected nasion
point aligns accurately with the expected anatomical features,
enhancing the reliability of nasion detection. This multi-
step approach, from preprocessing to angle-based selection,
ensured the accurate and reliable detection of nasion in MRI
data, addressing the complexities of 3D spatial relationships
and enhancing the overall efficacy of fiducial point detection.

C. EVALUATION METRICS
To quantitatively assess the model’s performance in detecting
the LPA and RPA, we employed various evaluation metrics,
including:

Accuracy: The percentage of correct landmark predictions
out of the total predictions.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

Recall (Sensitivity): The ratio of true positive predictions to
the total actual left auricular points.

Recall =
TP

TP+ FN
(2)

Specificity: The ratio of true negatives to the total negatives,
providing an indicator of the model’s ability to correctly
identify non-landmark areas.

Specificity =
TN

FP+ TN
(3)

Precision: The ratio of true positives to the total positive
predictions, measuring the model’s accuracy in landmark
localization.

Precision =
TP

TP+ FP
(4)

F1 Score: The harmonic mean of precision and recall,
providing an overall measure of the model’s performance.

F1 =
2 ∗ Precision ∗ Recall
Precision+ Recall

(5)

In the above equations, TP, TN, FP, FN are True Positive,
TrueNegative, False Positive and False Negative respectively.

Following detection of LPA, RPA and nasion, Euclidean
distance (ED) (Eq. 3) between the detected point and the
ground truth was computed.

ED =

√
(xT − xD)2 + (yT − yD)2 + (zT − zD)2 (6)

where xD, yD, zD are the detected coordinates and xT , yT , zT
are the ground truth coordinates.

To quantify the overall accuracy, Mean Squared Error
(MSE) (Eq. 7) is computed which is a measure of average
squared difference between corresponding values in detected
and ground truth value.

MSE =
1
n

n∑
i=1

(xT − xD)2i + (yT − yD)2i + (zT − zD)2i (7)

where xD, yD, zD are the detected coordinates and xT , yT , zT
are the ground truth coordinates.

TABLE 2. Performance metrics of LPA and RPA patch detection.

By assessing the model’s performance using these metrics,
we gain a comprehensive understanding of its accuracy
and reliability in detecting the fiducial points point in
T1-weighted MRI scans. The subsequent section focuses on
the evaluation of the proposed model’s efficacy.

IV. EXPERIMENTS AND RESULTS
Given that the identification of LPA and RPA, as well as
the determination of nasion, involved distinct procedures,
the results are presented in separate sections for clarity.
This approach facilitates a comprehensive examination of
each detection process, ensuring a detailed analysis of the
outcomes for LPA, RPA, and nasion.

A. RESULTS OF 3D CNN TRAINING AND LPA AND RPA
DETECTION
We conducted experiments using 3D CNN architectures to
detect the LPA, RPA in MRI scans. The results demonstrate
superior performance of integrated dataset for landmark
detection, with precise localization of these anatomical
points.

Training was conducted separately for the LPA and RPA
patches datasets, utilizing 70% of the data to generate
two distinct CNN models. Validation occurred concurrently
during training, involving 15% of the dataset. The training
progress for RPA dataset is illustrated in Fig. 5. At the
conclusion of the 5th epoch out of the set 10 epochs (due
to early stop criterion with a patience of 10), a validation
accuracy of 96.16% was achieved. The entire training
procedure was completed within 37 minutes. A similar setup
for LPA dataset yielded a validation accuracy of 97.18%.
The loss curve consistently followed the anticipated declining
trend throughout the training process as could be seen in the
Fig. 5.
The evaluation of the algorithm’s efficacy took place on a

distinct 15% test dataset dedicated to RPA and LPA detection.
The outcomes of this evaluation are encapsulated in Table 2.
The confusion matrices corresponding to these detections are
illustrated in Figures 6 and 7.

For LPA detection, the algorithm performed impressively
with an overall accuracy of 96.88%. The model achieved
a 96.95% recall, indicating heightened sensitivity to true
positives, and a specificity of 97.17% for correctly identifying
true negative cases. Precision for LPA was 96.83%, demon-
strating the model’s reliability in minimizing false positives.
The average F1 score for LPA detection was 97%, confirming
robust performance.
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FIGURE 5. The plot illustrating the training accuracy and loss for the RPA dataset depicts a continual rise in training accuracy, culminating in a final
accuracy of 96.16%, accompanied by a concurrent decrease in loss.

FIGURE 6. Confusion matrix for RPA detection.

FIGURE 7. Confusion matrix for LPA detection.

The algorithm demonstrated strong performance for the
RPA, achieving 96.55% accuracy, with a notable 96.78%
recall, emphasizing its sensitivity to true positives. The
model also showed high specificity at 97%, minimizing
false positives, and precision at 96.35%, ensuring confident
identification. The average F1 score of 96.67% provided a
comprehensive assessment of overall effectiveness.

The evaluation of the LPA and RPA detection algorithm is
based on a comprehensive dataset consisting of 36 3D MRIs.
As reflected by the examples, on the first 5 rows of Table 3
for LPA and next 5 rows of Table 3 for RPA, the collective
analysis suggests an overall reasonable performance of the

TABLE 3. Sample list of detected and actual fiducial point coordinates
along with individual Euclidean Distance (ED in mm).

algorithm in accurately identifying the preauricular points
across various instances. The smaller Euclidean distances
observed in numerous entries indicate successful alignment
between the detected coordinates and the ground truth
values. This alignment underscores the algorithm’s capacity
to provide precise localization in a significant portion of
the dataset. However, the presence of larger distances in
instances like and suggests variability and challenges in
certain detection scenarios.

B. RESULTS OF NASION DETECTION
While the approach for nasion coordinate detection was
using image processing and not 3D CNN, We quantitatively
evaluated the performance of the method using Euclidean
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TABLE 4. Overall evaluation metrics calculated between proposed and
manual method for 36 datasets.

distance and mean square error. The last 5 rows of Table 3
presents examples of the comparison between detected and
ground truth 3D coordinates of the nasion on 3D MRI vol-
ume, with corresponding Euclidean distances. The majority
of the results exhibit precise detection, with zero Euclidean
distances indicating a close alignment between detected
and ground truth coordinates. Small deviations, observed
in certain coordinates, result in reasonable distances. While
some cases reveal systematic errors and outliers, the majority
of the detections align closely with the ground truth. This
suggests that the algorithm generally performs well in
accurately identifying the nasion’s 3D coordinates in theMRI
volume. Consideration of specific outliers and systematic
errors could further enhance the algorithm’s performance for
this specific localization task.

C. ANALYSIS OF OVERALL PERFORMANCE METRICS
It is important to note that the table 3 provides only a
partial view of the algorithm’s overall performance, as it
encompasses a subset of possibilities. The detection process
extends beyond the shown instances, and a comprehensive
evaluation involves considering the algorithm’s behavior
across the larger dataset for validation consisting of 36 MRi
volumes using the metrics such as Mean ED, Standard
Deviation of ED, MSE and Standard Deviation of Squared
Error which is shown in table 4.
The Mean ED for LPA and RPA suggests that these

auricular points are detected with slightly higher average
distance from the ground truth compared to nasion. This
indicates a potential challenge in accurately locating auricular
points. The smaller standard deviations for RPA and nasion
compared to LPA suggest that detections for RPA and
nasion are more consistent across different datasets. MSE
of LPA and RPA indicates a moderate level of error across
the dataset. While the algorithm shows promise, addressing
instances of deviation and outliers could enhance its precision
for improved performance in diverse scenarios. The lower
MSE for nasion indicates that the algorithm for nasion
detection performs more accurately with smaller squared
differences between detected and ground truth points. The
higher standard deviations for LPA and RPA compared to
nasion suggest that there is more variability in the squared
errors for auricular points across different datasets.

D. 3D VISUALIZATION OF THE FIDUCIAL POINTS
After successfully identifying the coordinates of the LPA,
RPA, and nasion, the next step involves visualizing these

FIGURE 8. 3D Visualization of the fiducial points.

coordinates within the 3D MRI volume. This visual-
ization process is exemplified in Figure 8, where the
detected coordinates are represented by distinct green
dots, while the actual coordinates are denoted by red
dots. Additionally, the coordinate values, both actual and
detected, are concurrently presented in the command
window.

The integration of visual representation in Figure 8,
along with simultaneous display of coordinate values in the
command window, provides a comprehensive and accessible
means to evaluate the performance of the coordinate detection
process in relation to the actual anatomical landmarks. The
graphical representation provides a qualitative insight into the
accuracy of the coordinate detection process and facilitates a
direct comparison between the detected and actual positions
of these fiducial points. By employing red and green dots
for the actual and detected coordinates, respectively, the
visual contrast enhances the observer’s ability to discern any
disparities or alignments. The quantitative display, enables
a detailed examination of the numerical data associated
with the fiducial points serving to aid further analysis
and validation of the accuracy of the coordinate detection
algorithm.

V. COMPARATIVE ANALYSIS OF AUTOMATED
TECHNIQUES FOR FIDUCIAL MARKER
DETECTION/MEG-MRI CO-REGISTRATION
The accurate localization of fiducial markers for the precise
alignment of different imaging modalities, are crucial for
effective clinical analysis and treatment planning. This
section presents a comparative analysis of automated
techniques for fiducial marker detection and MEG-MRI
co-registration, focusing on four methodologies. Table 5
provides a detailed comparison of these automated tech-
niques, highlighting their objectives, methodologies, and
performance metrics.
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TABLE 5. Comparison between automated techniques for fiducial marker detection/MEG-MRI Co-registration.

The 3D GHT Co-Registration method, proposed by
Lin et al. [20], focuses on automating the co-registration
process of MEG and MRI data. This technique leverages the
3D GHT to achieve accurate alignment between different
imaging modalities. The method demonstrates promising
results with an average RMS error of 2.88 mm for MEG-MRI
data, indicating reliable co-registration performance.

Prabhu et al. [21] introduced the R-CNN approach for
automated detection of anatomical landmarks for MEG-MRI
registration. By employing R-CNN for landmark detection
and image processing techniques for nasion detection, this
method enhances accuracy and reliability in medical image
registration. However, the study reports mean errors ranging
from 3.6028± 1.4037mm to 4.0512± 1.736mm, suggesting
potential challenges in precise landmark localization.

The Automated Magnetic Source Imaging (AMSI)
Pipeline, proposed by Zheng et al. [22], offers an AI-based
solution for detecting and localizing epileptic sources from
MEG data. By combining autolabeling, CNNs, and clustering
techniques, the AMSI Pipeline achieves efficient and
objective analysis of MEG data. The results demonstrate a
significant improvement in coregistration accuracy compared
to manual methods, with a median error of 2.34 mm.

Our proposed method with an image processing and 3D
CNN approach achieves precise automatic localization of
anatomical landmarks, including the LPA, RPA, and nasion,
in MRI data enhancing the accuracy and efficiency of
fiducial marker detection. Our results indicate mean square
errors ranging from 2.8245 ± 1.0113 mm to 2.8852 ±

1.1113 mm,for RPA and LPA with a mean square error of
0.9025 ± 1.0359 for nasion detection.

In summary, each automated technique offers distinct
advantages in improving medical imaging analysis and
diagnosis. While the 3D GHTCo-Registration method excels
in accurate alignment of imaging modalities, the R-CNN
Approach and AMSI Pipeline demonstrate efficiency and
objectivity in anatomical landmark detection and epileptic
source localization, respectively. Our proposed method
contributes to the field by providing a reliable and efficient
solution for fiducial marker detection inMRI data, facilitating
enhanced MEG-MRI co-registration and subsequent medical
image analysis.

VI. CONCLUSION
In this paper, we have presented an approach of image
processing and 3D CNN models trained with enhanced
dataset in brain imaging, with a specific focus on landmark
detection. The integration of three T1-weighted MRI datasets
from the OpenNeuro database resulted in a comprehensive
dataset of 500 head MRI scans, enhancing the precision of
anatomical landmark detection. Our approach significantly
improves the accuracy and robustness of landmark detection,
offering potential benefits for neuroanatomical research,
clinical practice, and surgical planning.

In the context of nasion detection using image processing,
while the squared differences between detected and ground
truth coordinates are relatively small, a detailed examination
of instances with larger Euclidean distances and outliers in
the complete dataset could guide refinements to fine-tune the
algorithm and address potential limitations.

The 3D CNN approach demonstrates promising accuracy
during LPA and RPA detection, with instances showing
close alignment to ground truth coordinates, as evidenced
by smaller Euclidean distances. However, variations and
outliers contribute to a moderate MSE. While the algorithm
accurately captures fiducial points in certain cases, there
is room for improvement to address systematic errors and
enhance overall precision. The MSE value serves as a
valuable quantitative metric for guiding further refinements,
ensuring the algorithm’s robustness in real-world scenarios.

The analysis of overall performance metrics highlights
differences in the performance of algorithms for detecting
LPA, RPA, and nasion onMRI volumes.While the algorithms
for auricular points exhibit higher mean distances, larger
standard deviations, and higher mean squared errors, the
algorithm for nasion detection demonstrates better accuracy,
consistency, and lower errors.

In summary, while the algorithm exhibits acceptable
performance, ongoing optimization efforts can refine its
accuracy and reliability for auricular point detection. Over-
all, our contributions provide a valuable step forward
in advancing fiducial marker detection for neuroimaging
studies, offering a promising avenue for improving accuracy
and efficiency in medical image analysis and clinical
applications.
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