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ABSTRACT Test data compression implies that a compressed test set is stored on a tester, and an on-chip
decompression logic produces tests that can be applied to the circuit from compressed tests. Test data
compression is used for reducing the test data volume and test application time. In a design that consists of
several logic blocks, distributed test data compression refers to the case where each logic block has dedicated
test data compression logic and compressed test set. Test generation procedures that are specific to this
scenario attempt to share compressed tests among logic blocks to minimize the overall storage requirements.
This article considers the problem of sharing a compressed test set among logic blocks when the goal is to
detect faults from several different fault models. Considering a single logic block, a common practice is to
consider the fault models one by one, and top off the test set as each additional fault model is considered.
The sharing procedure described in this article takes advantage of the topped-off test sets of the logic blocks
to consider the fault models one by one. For every fault model it considers the logic blocks one by one.
This structure of the procedure provides opportunities to share compressed tests among all the logic blocks.
Experimental results using benchmark circuits demonstrate the ability of the procedure to share tests for
stuck-at, single-cycle gate-exhaustive and four-way bridging faults in groups of four logic blocks.

INDEX TERMS Bridging faults, linear-feedback shift-register (LFSR), single-cycle gate-exhaustive faults,
test data compression, test generation.

I. INTRODUCTION
Test data compression is used universally to reduce the test
data volume and test application time [1], [2], [3]. With test
data compression, a compressed test set is stored on the tester.
An on-chip decompression logic accepts compressed tests
and produces tests that can be applied to the circuit.

In a design that consists of several logic blocks, such
as an SoC or a processor with multiple cores, each logic
block may have dedicated test data compression logic and
compressed test set. This is referred to as distributed test data
compression, and it is analogous to distributed logic built-
in self-test [4]. Figure 1 illustrates this scenario considering
two logic blocks, B0 and B1. The logic block marked M0 is
the decompression logic of B0, and the logic block marked
M1 is the decompression logic of B1. In general, a design may
contain logic blocks B0, B1, . . ., Bn−1 with decompression
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logic represented by M0, M1, . . ., Mn−1, respectively. For
0 ≤ i < n, the set of target faults for Bi is denoted by Fi, and
its test set is denoted by Ti. The notation used in this article for
the general case of distributed test data compression is shown
in Table 1.
Test generation procedures that are specific to distributed

test data compression attempt to share compressed tests
among logic blocks to minimize the overall storage require-
ments [5], [6], [7]. This is illustrated in Figure 1 by the test
set denoted by W . For the procedure from [5], Mi stands for
the number of data channels used for Bi. For the procedures
from [6] and [7], the decompression logic is based on a linear-
feedback shift-register (LFSR), and tests are compressed into
seeds (initial states) for the LFSR. For this case, Mi stands
for the length of the LFSR used for logic block Bi. The
two interpretations of Mi are analogous and serve a similar
purpose of representing the width of the compressed test data.

The test generation procedure described in [5] considers
groups of logic blocks such that all the logic blocks in the

VOLUME 12, 2024

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 49895

https://orcid.org/0000-0002-5491-7282
https://orcid.org/0000-0003-0749-4181


I. Pomeranz: Sharing of Topped-Off Compressed Test Sets Among Logic Blocks

FIGURE 1. Test data compression logic.

TABLE 1. Notation.

same group have the same number of data channels. Thus,
two logic blocksBi andBj are placed in the same group only if
Mi = Mj. Moreover, the procedure from [5] considers all the
logic blocks in a group together as one circuit. Under these
restrictions, the procedure from [5] applies a conventional
test generation procedure to obtain a compressed test set for
the group of logic blocks. The procedures from [6] and [7]
remove the restrictions imposed in [5] by using the following
building blocks to perform test generation.

(BB1) The test generation procedures from [6] and [7]
construct the shared test set W by considering logic blocks
one by one. When they extend W to detect faults from Fi,
for 0 ≤ i < n, they ensure that the fault coverages already
achieved byW for other logic blocks are not affected.
(BB2) If ta is an Mi-bit compressed test (seed) for Bi, and

Mj ≤ Mi, the procedures may use the first j bits of ta as a
seed forBj. The resulting seed is denoted by ta/j. For example,
if Mi = 8, Mj = 6 and ta = 00001111, the procedures may
use ta/j = 000011 as a seed for Bj. This building block was
introduced in [6] for static test compaction, and used in [7] as
well. It allows a seed to be shared with logic blocks that have
smaller LFSR lengths.
(BB3) When the dynamic test compaction procedure

from [7] targets a fault of a logic block Bi, it either adds
a new seed to W , or extends an existing seed. If tb ∈ W
is an Mj-bit seed for Bj, and Mi > Mj, the procedure may
decide to extend tb into an Mi-bit seed for Bi by adding
Mi − Mj bits. For example, if Mj = 6, Mi = 8 and
tb = 000111 is included in W , the procedure may replace
tb and use tb = 00011100 instead. Because of BB2, the
seed tb/j = 000111 will be available in W for Bj using the
first six bits of the extended seed tb. This building block
allows faults to be detected by adding fewer bits to the storage
requirements of W than the number of bits required when
adding a new seed.

These building blocks allow the procedures from [6]
and [7] to consider any number of logic blocks with any LFSR

lengths, and they are used in this article as well. To use both
BB2 and BB3, the procedures from [6] and [7] are iterative.
In a single iteration they use either BB2 or BB3.

This article considers the problem of sharing a compressed
test set W among logic blocks when the goal is to detect
faults from several different fault models. Test generation
procedures consider several fault models to provide a
comprehensive coverage of defects that may occur during
fabrication or during the lifetime of a chip. A common
practice when targeting a single logic block with several
fault models is to consider the fault models one by one,
and top off the test set as each additional fault model is
considered [8], [9], [10], [11], [12], [13], [14], [15], [16],
[17]. The procedures from [6] and [7] consider a single set
of faults Fi. If a logic block Bi has m sets of target faults,
Fi,0, Fi,1, . . ., Fi,m−1, from m fault models, it is possible to
define a set of faults Fi = Fi,0 ∪ Fi,1 ∪ . . . ∪ Fi,m−1, and
apply the procedures from [6] and [7] with Fi. However, the
computational effort will increase significantly if all the fault
models are considered together. Therefore, the goal of this
article is to allow both the logic blocks and the fault models
to be considered one by one as in a top-off procedure.

The main contribution of this article is the observation that
the structure of the topped-off test sets allows all of BB1,
BB2 and BB3 to be applied in a single iteration where both
the logic blocks and the fault models are considered one by
one. To achieve this goal, the sharing procedure described in
this article considers the fault models one by one, and the
logic blocks one by one for every fault model. This order
ensures that the lengths of the seeds inW alternate, and seeds
have both shorter and longer seeds ahead of them in the
shared test set. The longer seeds allow BB2 to be applied, and
the shorter seeds allow BB3 to be applied. This is achieved
without the more computationally-intensive iterative parts of
the procedures from [6] and [7].

The article reports on academic research. The problem
formulation and the algorithm it develops are general and
applicable to any design. However, several simplifying
assumptions are made to allow the study of the problem
and algorithm to be carried out in an academic environment
using academic software tools. In particular, an academic
version of a test data compression approach is used, where
a test is compressed into a single LFSR seed. In addition,
the sharing procedure is implemented using an academic
fault simulation tool, and it is applied to benchmark circuits.
With access to commercial tools that use a state-of-the-
art compression architecture, fault models, fault simulation
and test generation procedures it may be expected that the
algorithm developed in this article can be implemented in an
industrial environment and applied to industrial designs. The
importance of addressing the problem can be seen from the
discussion of distributed test data compression in [5], and
the discussion of top-off procedures in [11], [12] and [14].

Experimental results for groups of four benchmark circuits
demonstrate the ability of the sharing procedure suggested
in this article to share compressed tests for single stuck-at,
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FIGURE 2. Test set sharing.

single-cycle gate-exhaustive [18] and four-way bridging [19]
faults among logic blocks with different LFSR lengths.
The article is organized as follows. Section II describes

the problem addressed and the solution suggested in this
article. Section III describes baseline procedures that create
shared test sets. Section IV describes the sharing procedure
suggested in this article for topped-off test sets. Section V
presents experimental results. Section VI analyzes the
extent of sharing possible among logic blocks. Section VII
concludes the article.

II. PRELIMINARIES
For simplicity of discussion, the sharing procedure is
developed as a static test compaction procedure. Thus, it is
assumed in this article that test generation was already
performed for every one of the logic blocks individually using
a top-off procedure. The article focuses on the structure of a
sharing procedure whose goal is to share compressed tests
among several logic blocks with several fault models in a
single iteration while considering the logic blocks and the
fault models one by one. Once the structure of the sharing
procedure is established, it is possible to incorporate a test
generation procedure, as well as perform several iterations to
increase the level of sharing.

For illustration of the problem considered and the solution
suggested in this article, Figure 2 considers the case where
the number of logic blocks is n = 2 and the number of fault
models is m = 2. The logic blocks are such that M0 > M1.
For i = 0 and 1, logic block Bi has two sets of faults, Fi,0 and
Fi,1. Accordingly, the test set Ti,0 for Fi,0 is topped off with
a test set Ti,1 for Fi,1 to obtain the test set Ti for Bi. Without
any sharing, the test set W0 = T0,0T0,1T1,0T1,1 is shown in
Figure 2(a).
Figure 2(b) illustrates the use of BB2 for reducing the

number of seeds. In this case, the sets of faults are considered
in the order F0,0, F0,1, F1,0, F1,1. When F1,0 and then F1,1
is considered, fault simulation of F1,0 or F1,1 under T0,0 and
T0,1 makes some of the seeds in T1,0 or T1,1 unnecessary. The
resulting test set is denoted byW1, and it is smaller thanW0.
A higher level of sharing, implying a higher level of test

compaction, requires BB3 to be used as well. To provide
opportunities for both BB2 andBB3 to be applied, Figure 2(c)
illustrates the case where the sets of faults are considered in
the order F0,0, F1,0, F0,1, F1,1. In Figure 2(c), BB2 is used
for reducing the number of tests added from T1,0 and T1,1
when F1,0 and then F1,1 are considered. This is possible since

longer seeds from T0,0 are available when F1,0 is considered,
and longer seeds from T0,0 and T0,1 are available when F1,1
is considered. The resulting test set is denoted byW2.1.

BB3 is applied in Figure 2(d). Figure 2(d) is similar to
Figure 2(c), except that seeds from T1,0 are extended to detect
faults from F0,1 when they are considered. This allows fewer
seeds from T0,1 to be added to the shared test set as new seeds.
Thus, in Figure 2(d), BB2 is used for reducing the number of
seeds added from T1,0 and T1,1, and BB3 is used for reducing
the number of seeds added from T0,1. The resulting test set is
denoted by W2, and it is smaller than W0, W1, and W2.1. The
sharing procedure described in this article produces the test
set W2 illustrated by Figure 2(d).
A baseline for comparison is established in this article by

procedures that produce test sets as shown in Figure 2(a)
and (b). The procedures from [6] and [7] are not applied since
they are not geared toward the consideration of several fault
models, and they require several iterations to apply both BB2
and BB3. If the basic test compaction procedure from [6] is
extended to use several fault models in a single iteration, it
will produce a test set similar toW1 illustrated by Figure 2(b).
Specifically, the basic test compaction procedure from [6]
initially assigns W = W0, and pads all the seeds in W
randomly into M0-bit seeds. For every seed wb ∈ W , the
procedure assigns l(wb) = 0 initially to indicate that wb is
not used for detecting any faults. During the procedure, l(wb)
will be changed to Mi if the first Mi bits of wb are used for
detecting faults from Fi. With M0 ≥ M1 ≥ . . . ≥ Mn−1,
the procedure considers the logic blocks in the order B0, B1,
. . ., Bn−1. When Bi is considered, the procedure simulates Fi
under the seeds inW with l(wb) = l, for l = M0, . . .,Mi−1, 0.
For every seed wb ∈ W in this order, it simulates Fi under the
test produced by the first Mi bits of wb with fault dropping.
If wb detects any faults, and l(wb) < Mi, the procedure
assigns l(wb) = Mi. When the procedure terminates, seeds
with l(wb) = 0 can be removed from W , and the padding
beyond l(wb) bits can be ignored to obtain the final test setW .

To use both BB2 and BB3, the iterative process from [6]
introduces a new padding for the seed at the end of the shared
test set, rotates the test set, and then applies the basic test
compaction procedure again. For the new seed at the top of
the test set, padding has a similar effect to BB3 since a seed
that originally had fewer than M0 bits now has M0 bits and
can be used for any logic block.

For a shared test set W , the number of iterations in [6] is
on the order of |W |.
The dynamic test compaction procedure from [7] has two

forms, one with a lower and one with a higher computational
effort. The former is described next. The procedure starts
from a shared test setW = Tn−1. It considers the logic blocks
in the orderMn−2,Mn−3, . . .,M0. WhenMi is considered, the
procedure performs the following steps. It first selects the test
from Ti that detects the largest number of faults from Fi. Let
the selected test be ta. The procedure considers two options
for ta. The first option is to add ta to W as a new seed. The
second option is to pad one of the seeds from W using the
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extra bits from ta. Of all the seeds inW , the procedure selects
the one that yields the largest number of detected faults. Let
the selected seed bewb ∈ W . Between adding ta as a new seed
and padding wb the procedure selects the option that detects
more faults. It finalizes this option, and continues to the next
test from Ti until all the faults from Fi are detected.
The dynamic test compaction procedure from [7] performs

on the order of |Ti| steps for every logic block. In every step
it requires fault simulation of all the tests from Ti, and all the
tests fromW .
These more computationally intensive procedures from [6]

and [7] are not considered in this article.

III. BASELINE PROCEDURES
This section describes baseline procedures for sharing test
sets among logic blocks.

Using the notation from Sections I and II, for 0 ≤ i < n,
Bi is a logic block with a set of faults Fi, and a compressed
test set Ti that consists of seeds for an LFSR of lengthMi. The
logic blocks are ordered such thatM0 ≥ M1 ≥ . . . ≥ Mn−1.

Withm fault models, Fi consists of subsets Fi,j for 0 ≤ j <
m. The test set Ti is partitioned into subsets Ti,j for 0 ≤ j < m,
where Ti,j is added to Ti to detect faults from Fi,j that are not
detected by Ti,0, . . ., Ti,j−1.

The test set W0 is illustrated by Figure 2(a) for n = 2 and
m = 2. It is obtained by concatenating Ti,j for i = 0, 1, . . .,
n− 1 and j = 0, 1, . . ., m− 1. No sharing of seeds occurs in
this case.

The test set W1 is illustrated by Figure 2(b) for n = 2 and
m = 2, and produced by Procedure 1. Sharing of seeds
occurs inW1 by using BB2. Specifically, before adding seeds
from Ti,j to detect faults from Fi,j, Procedure 1 simulates Fi,j
under seeds that already exist in W1. Because of the order
of the logic blocks from high to low LFSR length, a seed
wb ∈ W1 has at leastMi bits whenBi is considered. Therefore,
the firstMi bits of the seed can be used for Bi.
Initially in Procedure 1, W1 = ∅. For i = 0, 1, . . ., n −

1 and j = 0, 1, . . ., m− 1, fault simulation of Fi,j underW1 is
carried out first by calling Procedure fsim(). For later use, the
length of a seed wb is denoted by l(wb), and Procedure fsim()
simulates a seed wb only if l(wb) ≥ Mi. This added condition
is not needed forW1, but it will be useful later.
Next in Procedure 1, tests from Ti,j that detect faults from

Fi,j are added toW1 to obtain complete fault coverage for Fi,j.
Procedure addtests() is used for this purpose.
Procedure 1: Shared test setW1

1) AssignW1 = ∅.
2) For i = 0, 1, . . ., n− 1:

a) For j = 0, 1, . . ., m− 1:
i) Call Procedure fsim(1, i, j).
ii) Call Procedure addtests(1, i, j).

Procedure fsim(s, i, j):

1) For every seed wb ∈ Ws, if l(wb) ≥ Mi:
a) Let wb/i consist of the firstMi bits of wb.

b) Simulate Fi,j under the test produced by wb/i with
fault dropping.

Procedure addtests(s, i, j):
1) For every seed ta ∈ Ti,j:

a) Simulate Fi,j under the test produced by ta with fault
dropping.

b) If ta detected any faults, add it toWs.

IV. SHARING PROCEDURE FOR TOPPED-OFF TEST SETS
This section describes the procedure suggested in this article
for sharing of compressed topped-off tests among logic
blocks. The procedure is referred to as Procedure 2. The
shared test set it produces is denoted byW2.

A. PROCEDURE OVERVIEW
Procedure 2 considers one fault model at a time. For every
fault model it considers the logic blocks one by one. Using
only Procedures fsim() and addtests(), this would result in a
shared test set denoted byW2.1, and illustrated by Figure 2(c)
for n = 2 and m = 2.
Procedure 2 includes two additional procedures that apply

BB3 to the seeds in W2, Procedure extend() and Procedure
unextend(). The two procedures are described considering a
logic block Bi and a set of faults Fi,j.
Procedure 2: Shared test setW2
1) AssignW2 = ∅.
2) For j = 0, 1, . . ., m− 1:

a) For i = 0, 1, . . ., n− 1:
i) Call Procedure fsim(2, i, j).
ii) Call Procedure extend(2, i, j).
iii) Call Procedure addtests(2, i, j).
iv) Call Procedure unextend(2, i, j).

Procedure extend(s, i, j):
1) For every seed wb ∈ Ws assign lprev(wb) = l(wb).
2) For every seed wb ∈ Ws such that l(wb) < Mi:

a) For every seed ta ∈ Ti,j:
i) Find the extended seed wb,a.
ii) Simulate Fi,j under wb,a and find the number of

detected faults, d(wb,a).
3) Select the extended seed wb,a with the largest value of

d(wb,a), and the smallest value ofMi − l(wb).
4) If d(wb,a) = 0, stop.
5) Replace wb with wb,a in Ws. Perform fault simulation

with fault dropping of Fi,j under wb. Go to Step 2.
Procedure unextend(s, i, j):
1) For lprev = Mn−1, Mn−2, . . ., Mi−1:

a) For every seed wb ∈ Ws such that l(wb) > lprev(wb)
and lprev(wb) = lprev:
i) Let Ftarg consist of all the faults from Fi,j that are

detected by wb.
ii) Simulate Ftarg underWs \ {wb} and mark detected

faults.
iii) If all the faults inFtarg are marked detected, assign

l(wb) = lprev(wb).
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TABLE 2. Extending seeds.

B. PROCEDURE EXTEND()
Procedure 2 calls procedure extend() after simulating Fi,j
under W2. Fault simulation removes faults that are already
detected byW2. Procedure extend() applies BB3 to the seeds
in W2. Thus, the procedure extends some of the seeds in W2,
whose length is lower than Mi, into Mi-bit seeds. The goal
of the extension is to detect additional faults from Fi,j. This
reduces the number of Mi-bit seeds that will be added when
Procedure addtests() is applied. Thus, instead of Mi bits for
every new seed, smaller numbers of bits will be added for
detecting faults from Fi,j
Procedure extend() uses the seeds in Ti,j as a source of

extensions for the seeds in W2. Considering a seed wb ∈

W2 such that l(wb) < Mi, and a seed ta ∈ Ti,j, the procedure
obtains an extended seedwb,a whose first l(wb) bits are copied
from wb, and lastMi − l(wb) bits are copied from ta.
Table 2 shows several examples based on a group of logic

blocks referred to later as G0. The group consists of n =

4 logic blocks with M0 = 27, M1 = 25, M2 = 14, and
M3 = 12. The number of fault models considered is m = 3.
In the example, after considering Fi,0 for i = 0, 1, 2 and 3, the
setW2 consists of 51 seeds of length 27, 44 seeds of length 25,
62 seeds of length 14, and 10 seeds of length 12. When F0,1
is considered next, fault simulation of F0,1 under W2 shows
that 88.536% of the faults in F0,1 are detected. Table 2 shows
several of the extensions considered for detecting additional
faults from F0,1. Every triple of rows in Table 2 shows a seed
wb ∈ W2 on the first row, a seed ta ∈ T0,1 on the second
row, and the extended seed wb,a on the third row. The third
row also shows the number of faults from F0,1 that will be
detected if wb,a replaces wb inW2. The best option is w107,37
with 16 detected faults.

In general, the procedure iterates through a process where,
in every iteration, it considers every seed wb ∈ W2 such that
l(wb) < Mi, and every seed ta ∈ Ti,j. It obtains the extended
seed wb,a. It then performs fault simulation of Fi,j under wb,a
to find the number of detected faults. Of all the options for
wb,a, the procedure selects the one that detects the largest
number of faults. If a choice exists, the procedure prefers the

option for which l(wb) is the largest since this will result in
the smallest number of additional bits forW2.

The procedure repeats the selection of an extended seed as
long as it can detect additional faults from Fi,j.

Several observations are used for speeding up the
procedure.
(1) For a seed wb ∈ W2, two different seeds ta0 ∈ Ti,j and

ta1 ∈ Ti,j may result in the same extended seed if the last
Mi − l(wb) bits of ta0 and ta1 are the same. Procedure
extend() considers only ta0 for extending wb in this case.
For example, with Mi − l(wb) = 2, at most four seeds
from Ti,j will be considered, with the last two bits being
00, 01, 10 or 11.

(2) After computing the number of detected faults d(wb,a)
for wb ∈ W2 and ta ∈ Ti,j in an arbitrary iteration,
the value of d(wb,a) obtained in the next iteration cannot
increase. This is because faults from Fi,j are removed
from consideration at the end of an iteration. Procedure
extend() stores the previous value obtained for d(wb,a) in
a variable denoted by dprev(wb,a). It considers the pairs
wb ∈ W2 and ta ∈ Ti,j from high to low value of
dprev(wb,a), and from low to high value of Mi − l(wb).
As it considers pairs of seeds, it stores the best number of
detected faults for the iteration in a variable denoted by
dbest . It does not consider a pair wb ∈ W2 and ta ∈ Ti,j
if dprev(wb,a) < dbest or dprev(wb,a) = 0 since such a pair
will not be selected.

C. PROCEDURE UNEXTEND( )
Procedure addtests() is applied after Procedure extend() to
add seeds from Ti,j to W2 for faults from Fi,j that are not
detected by W2. Some of the seeds added by Procedure
addtests() may make some of the extensions made by
Procedure extend() unnecessary. The goal of Procedure
unextend() is to identify such extensions and eliminate them
to reduce the storage requirements ofW2.

To allow Procedure unextend() to identify the extensions
made by Procedure extend(), Procedure extend() stores the
previous length of every seed wb ∈ W2 in a variable denoted
by lprev(wb). An extension was made if l(wb) > lprev(wb).
Procedure unextend() considers the seeds in W2 from

low to high value of lprev(wb). This gives a preference to
recovering shorter seeds, with a smaller contribution to the
storage requirements ofW2.
For a seed wb ∈ W2 with l(wb) > lprev(wb), to be able to

undo the extension, it is necessary to consider all the faults
from Fi,j that are detected by wb. This subset of faults is
denoted by Ftarg. The procedure simulates Ftarg under the
other seeds in W2. If all the faults in Ftarg are detected, the
procedure assigns l(wb) = lprev(wb) to undo the extension
of wb.

V. EXPERIMENTAL RESULTS
This section presents experimental results for groups of
benchmark circuits that are considered as logic blocks in a
design.
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TABLE 3. Logic blocks.

Three sets of target faults are considered for every logic
block, stuck-at, single-cycle gate-exhaustive [18], and four-
way bridging [19] faults. A test set Ti is produced for every
logic block Bi by topping off a stuck-at test set considering
the fault models in this order. The number of bits required for
storing Ti is equal toMi|Ti|.
Table 3 shows information about the logic blocks consid-

ered. The logic blocks are ordered from low to high value of
Mi|Ti|. In Table 3, after the index i of a logic block, column
block shows the name of Bi, column inp shows the number
of inputs of Bi, column lfsr shows the lengthMi of the LFSR,
column seeds shows the number of seeds in Ti, and column
bits shows the number of bitsMi|Ti|.
Groups of four benchmark circuits are considered as

follows. In the order of the logic blocks given in Table 3,
every four consecutive logic blocks are considered as a group.
For 0 ≤ i ≤ 23, the group Gi consists of the four logic
blocks starting from Bi, i.e., Bi, Bi+1, Bi+2 and Bi+3. Using
logic blocks with similar storage requirements ensures, to the
extent possible, that no single logic block dominates the
results.

The goal of considering every four consecutive logic
blocks as a group is to produce a large number of datapoints
for studying the results of Procedures 1 and 2. It is not
expected that all the groups will be used for the same design.
Nonoverlapping groups are considered in Section VI.
Three shared test sets are considered in this section,W0 for

which no sharing is attempted, W1 obtained by Procedure 1,
and W2 obtained by Procedure 2. As discussed earlier,
W1 represents a test set that would be produced by the
non-iterative part of the procedure from [6] if it is extended to
consider several fault models, and the more computationally
intensive procedures from [6] and [7] are not used in this
article.

TABLE 4. Shared test sets W0, W1 and W2 for groups of four logic blocks.

For a shared test setWs, where s = 0, 1 or 2, the number of
bits required for storing it is denoted by S(Ws). The fraction
σ (Ws) = S(Ws)/S(W0) shows the reduction in the storage
requirements whenWs is used instead ofW0.
Table 4 compares the test sets W0, W1 and W2. For every

test set Ws, where s = 0, 1 or 2, column group shows the
name of the group it is computed for. Column lfsr shows the
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FIGURE 3. Normalized runtime.

maximum length of an LFSR for a logic block in the group.
Column s shows the index of the shared test set Ws. Column
tests shows the total number of tests inWs. Column bits shows
the total number of bits required for storing Ws, denoted by
S(Ws). Column frac shows the number of bits required for
Ws divided by the number of bits required forW0, denoted by
σ (Ws) = S(Ws)/S(W0). This fraction provides the reduction
in the number of bits achieved by Procedures 1 and 2. Column
ntime shows the runtime for obtaining Ws divided by the
runtime for fault simulation of W0. This is referred to as the
normalized runtime, and measures the computational effort
of Procedures 1 and 2. Column Mi, for 0 ≤ i ≤ 3, shows the
number of seeds of lengthMi inWs. In the row forW0, this is
typically the number of seeds in Ti (exceptions occur if two
logic blocks have the same LFSR length, and their numbers
of tests are added; this occurs for G3, G20 and G21).
The following points can be seen from Table 4.

(1) By applying both BB2 and BB3, Procedure 2 is able to
reduce the storage requirements of the shared test set
significantly compared with W0 and W1. The reductions
are similar for different groups of logic blocks of different
sizes.

(2) The normalized runtime is also similar for different
groups of logic blocks, and groups with larger logic
blocks sometimes have lower normalized runtimes. This
is a result of the fact that Procedure 2 is based on fault
simulation, and thus, scales similar to a fault simulation
procedure. To demonstrate this point, Figure 3 plots
the normalized runtime for the computation of W2 as a
function of the size of W0 that measures the size of the
group. Figure 3 demonstrates that the normalized runtime
does not increase with the size ofW0. This again supports
the conclusion that the procedure scales similar to a fault
simulation procedure.

(3) It is possible to extract from W2 individual test sets for
the logic blocks. The numbers of tests under columnsMi,
for 0 ≤ i ≤ 3, provide an indication of the numbers of
tests that would be obtained. Based on these columns,
sharing of seeds typically results in an increase in the
number of seeds required for B0, and a reduction in the
numbers of seeds required for the other logic blocks.

Overall, the number of seeds in W2 is lower than the
number of seeds in W0 that does not share seeds among
the logic blocks.

VI. ANALYSIS OF SHARING
As noted in [6], the ability to share compressed tests among
logic blocks in a group varies with the group. The extent of
sharing for a group can be assessed by considering pairs of
logic blocks in the group. Moreover, it is possible to select
groups of logic blocks for which the extent of sharing is
expected to be high by using information about the sharing
possible for pairs. This section computes the extent of sharing
for pairs of logic blocks, and demonstrates that it is possible
to construct groups for which significant sharing will be
obtained when several fault models are targeted by a top-off
procedure.

Table 5 shows some of the results obtained when
Procedures 1 and 2 are applied to all the pairs of logic
blocks from Table 3. A pair that consists of logic blocks Bi0
and Bi1 is denoted by Pi0.i1 , where 0 ≤ i0 < i1 ≤ 26.
Following the name of the pair, Table 5 shows the fractions of
storage requirements, σ (W1) = S(W1)/S(W0) and σ (W2) =

S(W2)/S(W0), obtained by Procedures 1 and 2, respectively.
The pairs in each part of Table 5 are ordered from low to high
value of σ (W2). In the first part of Table 5, all the pairs for
which σ (W2) < 0.820 are shown. Additional pairs are shown
in the other parts of Table 5 as discussed later.
From Table 5 it can be seen that, similar to the case where

groups of four are considered, σ (W2) < σ (W1) is obtained
for pairs as well. Moreover, a lower value of σ (W1) does not
predict a lower value of σ (W2), and the two fractions vary
independently.

Another important observation from the first part of Table 5
is that the lowest values of σ (W2) are obtained for logic
blocks Bi0 and Bi1 such that i1 − i0 is small. For example,
for σ (W2) < 0.75 it is the case that i1 − i0 ≤ 4. This is to be
expected when the logic blocks are ordered based on their
storage requirements, and sharing is more effective when
none of the logic blocks dominates the storage requirements.

The first part of Table 5 identifies pairs of logic blocks for
which the extent of sharing is the highest. These pairs can
be used for forming larger groups for which the extent of
sharing is expected to be high. For example, using the first
two pairs of logic blocks in Table 5, P1.5 and P13.14, the group
that consists of B1, B5, B13 and B14 would be formed.

However, the selection of nonoverlapping pairs, such as
P1.5 andP13.14, may include in the same group pairs for which
the extent of sharing is low. For example, the use of P1.5 and
P13.14 to form a group includes in the group the pairs P1.13,
P1.14, P5.13 and P5.14, for which the reductions in storage
requirements are 0.946, 0.945, 0.871 and 0.871, respectively.

The data in the first part of Table 5 is considered again,
this time with overlapping pairs. After using P1.5 to initialize
a group, the pairs P3.5 and P5.7, that overlap with the logic
blocks in the group, may be used for forming a group that
consists of B1, B5, B3 and B7. This group is denoted by Q0.
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TABLE 5. Pairs of logic blocks.

Let the set of all the pairs of logic blocks be 9. After
selecting the group Q0 based on 9, it is possible to remove
from 9 every pair Pi0.i1 such that either Bi0 or Bi1 is already

TABLE 6. Shared test sets W0, W1 and W2 for groups selected by
procedure 3.

included in Q0. The selection process can then be repeated to
select a group Q1 that does not overlap with Q0. This can be
repeated for j ≥ 0 to select a group Qj that does not overlap
with Q0, . . ., Qj−1.
Procedure 3 summarizes this process when the goal is to

create nonoverlapping groups of size0. Step 4 of Procedure 3
considers all the pairs from 9 in every iteration for the
following reason. It is possible that a pair Pi0.i1 will not be
added to Qj in one iteration because neither Bi0 nor Bi1 is
included in Qj. If one of the two logic blocks is added to Qj
in a later iteration, it is important to consider Pi0.i1 again.

Procedure 3: Forming groups Q0, Q1, . . .

1) Compute 9. Sort the pairs in 9 from low to high value
of σ (W2).

2) Assign j = 0.
3) Select the first pairPi0.i1 ∈ 9 and assignQj = {Bi0 ,Bi1}.
4) For every pair Pi0.i1 ∈ 9, in the order of the sorted set,

if exactly one of Bi0 and Bi1 is included in Qj:
a) If only Bi0 is included in Qj, add Bi1 to Qj.
b) If only Bi1 is included in Qj, add Bi0 to Qj.
c) Go to Step 5.

5) If |Qj| < 0, go to Step 4.
6) Remove from 9 every pair Pi0.i1 such that either Bi0 ∈

Qj or Bi1 ∈ Qj.
7) If |9| ≥ 0, assign j = j+ 1 and go to Step 3.

Based on Table 5, the first group selected by Procedure 3
with 0 = 4 is Q0 = {B1, B5, B3, B7}. After removing the
pairs that include the logic blocks of Q0, the pairs shown
in the second part of Table 5 remain. Based on these pairs,
Procedure 3 constructs Q1 = {B13, B14, B16, B10}. Table 5
also shows the pairs that remain for constructing Q2 = {B23,
B26, B25, B22}, Q3 = {B0, B2, B4, B8}, Q4 = {B11, B18, B15,
B17}, Q5 = {B21, B24, B12, B20}, and Q6 = {B9, B19, B6}.
It should be noted that 27 logic blocks from Table 3 were
divided into groups of four, leaving only three logic blocks
for Q6.
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Table 6 shows the results obtainedwhenW0,W1 andW2 are
computed for Q0, Q1, Q2, Q3, Q4, Q5 and Q6. The following
points can be seen from Table 6.
(1) The results in Table 6 support the expectation that

significant sharing will be obtained for the groups
produced by Procedure 3.

(2) As in Table 4, Procedure 2 is able to reduce the storage
requirements of the shared test set significantly compared
with W0 and W1.

(3) The reductions are overall larger for the logic blocks
selected earlier, for which more sharing is expected.

VII. CONCLUDING REMARKS
Under distributed test data compression, each logic block
in a design has dedicated on-chip decompression logic and
compressed test set. When generating a test set that targets
several fault models for a logic block, a common practice is
to top off the test set by considering the fault models one
by one. In this scenario, this article considered the problem
of sharing a compressed test set among the logic blocks of
a design. Earlier procedures that allow unrestricted sharing
of compressed tests among logic blocks consider a single set
of faults for every logic block, and the logic blocks one by
one. They use several iterations to ensure that every logic
block can benefit from sharing of compressed tests. The
sharing procedure suggested in this article considers the fault
models one by one. For every fault model it considers the
logic blocks one by one. This structure of the procedure
provides the flexibility for the procedure to share compressed
tests among all the logic blocks in a single iteration,
avoiding the computationally-intensive iterative parts of the
earlier procedures. Experimental results for groups of four
benchmark circuits demonstrated the ability of the procedure
to share tests for stuck-at, single-cycle gate-exhaustive and
four-way bridging faults among logic blocks.
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