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ABSTRACT This research paper intends to provide real-life applications of Generative AI (GAI) in
the cybersecurity domain. The frequency, sophistication and impact of cyber threats have continued to
rise in today’s world. This ever-evolving threat landscape poses challenges for organizations and security
professionals who continue looking for better solutions to tackle these threats. GAI technology provides an
effective way for them to address these issues in an automated manner with increasing efficiency. It enables
them to work on more critical security aspects which require human intervention, while GAI systems
deal with general threat situations. Further, GAI systems can better detect novel malware and threatening
situations than humans. This feature of GAI, when leveraged, can lead to higher robustness of the security
system. Many tech giants like Google, Microsoft etc., are motivated by this idea and are incorporating
elements of GAI in their cybersecurity systems to make them more efficient in dealing with ever-evolving
threats. Many cybersecurity tools like Google Cloud Security AI Workbench, Microsoft Security Copilot,
SentinelOne Purple AI etc., have come into the picture, which leverage GAI to develop more straightforward
and robust ways to deal with emerging cybersecurity perils. With the advent of GAI in the cybersecurity
domain, one also needs to take into account the limitations and drawbacks that such systems have. This
paper also provides some of the limitations of GAI, like periodically giving wrong results, costly training,
the potential of GAI being used by malicious actors for illicit activities etc.

INDEX TERMS Security, Artificial Intelligence, machine learning, natural language processing, learning
systems.

I. INTRODUCTION
GAI has made a remarkable impact in a large number of
fields throughout theworld. GAI, prophecized to have a broad
applicability by various influencial tech leaders has already
started showing its influence over lots of different areas of the
world be it (1) creative industries like art, music and literature
[1] industry where GAI generated work is being deemed as
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great piece of art and is acting as a source of inspiration to
the artists or in (2) content generation [2] where GAI is being
used to streamline and automate content creation process or
in (3) personalization and recommendation systems [3] where
GAI is being used to generate personalized recommendations
for various products and improve customer experience or
in (4) healthcare industries or medical research [4] where
GAI is being used to simulate biological processes, generate
synthetic data lfor research, improve medical imaging
analysis etc. or in (5) Virtual reality (VR) and augmented
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reality (AR) [5] where it is being used in developing highly
realistic and immersive AR/VR experiences or in (6) Natural
language processing [6] and chatbots to engage in more
polished human-like conversations or (7) to provide greater
access to digital content to the people with disabilities and
hence reduce communication gap etc.

One of the vital areas of the IT industry where GAI is
emerging to show a more significant positive impact is the
cybersecurity domain [7], [8]. GAI has the capability to allow
the existing security products to detect advanced phishing
attacks with greater accuracy [9], scan the network for
malicious activity and automatically respond back to ongoing
attacks with higher chances of success against them [8].
Current security products using AI take a defensive approach
against an attack, that is, they start taking countermeasures
once an attack has beenmade [10] while usingGAIwith these
products will let them take an offensive approach against
these threats, that is, it will allow the security team to always
remain some steps ahead of the attack vendors by knowing
in advance what is the most probable practice they might
adopt to disrupt the security of their systems, thus enabling
them to be prepared for such attacks and handling them more
efficiently [11]. Also, the presence of large amounts of data
in the cybersecurity field [12] allows for better training of the
GAI model, which helps the model perform better to provide
security to various systems [13].

The use of GAI, along with network protections like
firewalls, network segmentation etc, can help us perform
many tasks, from preparing to mechanized pressure testing.
Using firewalls with GAI can offer us a quick at-a-glance
solution to gain visibility into control shadow-IT usage
and potential data loss vectors [14]. GAI can help us
tackle lateral movement in ransomware attacks in traditional
network-based segmentation by implementing a simplified
zero-trust approach wherein continuous authentication and
authorization are done to secure specific groups of applica-
tions and resources [15]. GAI has the capability to create
conditions that mirror true situations, which can help us test
security systems, assess their performance, identify faults
in them and improve the overall readiness and security of
the system [16]. After getting trained over a huge volume
of domain-specific structured and unstructured data, such as
malicious URLs, indicators of compromise (IOCs), malware
samples etc [17], GAI becomes capable of exhibiting threat
intelligence, which allows it to identify and respond to
incoming threats to an institution efficiently [18].
Although GAI still has a long way to go when it comes

to robustness and accuracy of prediction, there is no doubt
that GAI is emerging as a promising tool that has the
potential to significantly aid various industries, particularly
the cybersecurity realm [19].

II. AN OVERVIEW OF GAI
The natural question that arises when we observe the GAI’s
influence over so many fields of importance is what is the

secret to the power of GAI? The answer to that would be that
the output of GAI is carefully calibrated combinations of the
data fed to it to train its algorithm [20]. Due to the massive
amount of data which goes into training the algorithm of
GAI and the randomness with which it selects the elements
of its output, its output appears to have creative and lifelike
elements to it [21].

GAI models use advanced deep-learning techniques like
Generative Artificial Networks, Variational Autoencoders,
Transformers etc. [22], to learn patterns and structures from
large datasets. Once trained, GAI models generate fresh
content by sampling from this learned distribution.

Most of the hype generated by GAI is due to the significant
attention being grabbed by ChatGPT [23] and DALLE [24].
ChatGPT is a free chatbot which can generate answers to
almost any question asked of it. Developed by OpenAI,
ChatGPT has gainedmuch popularity for its ability to quickly
and efficiently produce unique content, be it computer code,
college-level essays, poems, etc. DALLE, which is a GAI
tool with the ability to generate realistic images and art from
natural language, is also gaining much admiration from users.
Clearly, the GAI tools like ChatGPT and DALLE have the
potential to change how various jobs are carried out for good,
but the full extent of that effect is still unknown, as are the
risks involved.

III. APPLICATIONS
There are several applications of GAI in the field of security
(See figure 1). In this section, we present a detailed study on
the same.

A. PASSWORD PROTECTION
By training the GAI over large password datasets, one can
make its algorithm capable of identifying structures and
patterns in commonly used passwords, thus enabling it to
produce new passwords or prioritize specific combinations
during the cracking process hence improving the efficiency
of password guessing and aiding in password security
assessments. One of the use cases in this context is PassGAN
[25] which uses a Generative Adversarial Network to
automatically learn the distribution of real passwords from
actual password leaks, thus eliminating the requirement for
manual password analysis. Training GAI models over large
password datasets also gives it the capability to generate
strong and unique passwords that adhere to the pattern of
secure passwords learnt by its model. This can enable users
to create passwords that are difficult to guess or crack,
thus reducing the chances of unauthorized access to their
system [26]. GAI can also be used to model and analyze
the user’s behaviour patterns related to password usage, such
as login patterns, password changes, authentication failures,
devices used to access the system, etc. This can allow GAI
to detect unusual or abnormal behaviour that may point
to compromised passwords or unauthorized access to the
system, thus aiding in mitigating potential security violations.
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FIGURE 1. Applications of GAI in cyber security.

B. DETECTING GAI TEXT IN ATTACKS
Large Language Models (LLM) like Google LaMDA [27]
and ChatGPT can be utilized to detect and watermark
AI-generated text. This utility of LLMs can be used to
identify phishing emails and polymorphic codes by detecting
uncharacteristic email address senders or their respective
domains or links in the text, which could lead to malicious
sites.

C. GENERATE EXAMPLES OF ADVERSARIAL ATTACKS
GAI can be used to generate adversarial attacks specif-
ically intended to expose the vulnerabilities of GAI text
models. This can be achieved by creating carefully crafted
input texts to trick the model into revealing its limi-
tations and biases [28]. These adversarial examples can
be used to understand the shortcomings of GAI models
and hence develop more robust defences against future
attacks [29].

D. SIMULATED ENVIRONMENTS
Using GAI, one can simulate threatening environments
to mirror real-world situations, which can help security
officials get trained to recognize and handle such threats
and test and evaluate the effectiveness of their security
systems. Intelligent and automated testing of such kind can
significantly improve the overall posture of the security
systems.

1) SIMULATED ATTACKS
By training over known attacks and techniques, GAI models
can become capable of generating realistic attack scenarios
and tactics to carry out red team simulations [30]. Red teams
simulate real-world adversaries to detect vulnerabilities in an
organization’s security posture. GAI models can be used to
produce attack patterns, phishing emails, social engineering
scenarios or exploitative techniques that can be used to
challenge an organization’s security defences and test the
effectiveness of their responses [31]. This can also enable the
security systems to move from a defensive stance to a more
proactive stance, where they will be able to predict the threats
in advance. This can lead to further hardened security.

GAI can be used to generate simulated environments
(cyber ranges) that can provide hands-on training to cyber
security professionals. One of the real-life use cases is Draup
[32] which is a talent intelligence platform that leverages GAI
to help companies train their employees in emerging cyber
security skills and roles. GAI can create realistic network
topologies, traffic patterns and attack scenarios within a cyber
range [33]. This can allow security officials to practice their
abilities in a controlled environment, test different strategies
and gain practical experience handling cyber attacks.

2) MALWARE AND INTRUSION DETECTION
Using Generative models, one can create realistic malware
representations by learning from a huge set of malware data
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[34], [35]. Using these synthetic samples, security officials
can test and evaluate their malware detection systems, thus
increasing the efficiency of their system in identifying
and handling various malware variants. Some real-life use
cases in this regard are SentinelOne Purple AI and Google
Cloud Security AI Workbench, which provide efficient
threat-hunting capabilities by leveraging GAI techniques.
Further, GAI can be used to detect new or mutated variants of
malware by learning underlying features and patterns shared
among different malware families [36]. This can allow GAI
models to detect and classify previously unseen malware
variants based on their similarity to known patterns, thus
increasing the robustness of the security system. Similarly,
by training the GAI algorithm over standard network traffic
data, one can make GAI generate a representation of normal
network behaviour which can then be used to compare and
detect anomalies in normal patterns of the network, which can
enable security officials to detect potential security breaches
or suspicious intrusion activities.

3) CREATING HONEYPOTS
GAI can be used to create persuasive decoy systems like
fake websites and applications or persuasive decoy networks,
which can be used to attract attackers. GAI can also be
engaged in generating deceptive content along with honey
pots. For example, GAI-enabled chatbots like ChatGPT,Meta
LLaMA [37] etc., can be used to engage in human-like
interactions with attackers and gain crucial information about
their behaviour. This sensitive information about attackers
can then be utilized to provide valuable insights into their
modus operandi. The GAI models can be trained on real-time
threat intelligence and attack datasets, enabling them to
generate dynamic honeypots that mirror the latest attack
trends. Thus, GAI can be utilized to automatically create and
adapt the current honeypot to the present threat scenario, thus
keeping the honeypots up-to-date and responsive to emerging
threats. After the attackers engage with the system, the
organizations can monitor the behaviour of the attackers and
obtain valuable insights about the nature of their attacks and
the methods and techniques used by them. The organization
can later use this data to enhance their security system [38].

4) PHISHING RESILIENCE TRAINING
LLMs like ChatGPT, LLaMA etc., can be used to generate
simulated phishing messages, which can be used to provide
more frequent and practical phishing resilience training to
the employees of an organization [39]. This can act as an
excellent replacement for the current out-of-date cyber threat
awareness training programs. LLMs can be leveraged to
create phishing emails in which the employees are asked to
recognize any suspicious signs of it being a phishing mail,
like typos or unusual email addresses, and report back their
decisions if it is a phishing email or not. Or simulate a baiting
attack scenario where the employees are asked to recognize
if the data or action being put forward in front of them (in the

form of email etc.) is too good to be accurate and hence is a
potential baiting attack or not.

By feeding such messages generated by ChatGPT (or
any other efficient LLM) in an email marketing solution
and sending them to the organization’s employees, one can
quickly create an easy and cost-effective phishing resilience
training program for their organization [40] (Refer figure 4).

5) SYNTHETIC THREAT GENERATION
GAI models can be utilized to create artificial threat
environments to test and evaluate the security of systems.
GAI algorithms can learn from the real-life dataset to create
synthetic scenarios that closely mirror actual attacks. They
can be used to create synthetic malware samples, which
can be used to train a GAN to learn the characteristics
and patterns of malicious code. This knowledge can then
be utilized to produce new malware variants with similar
traits, which can be used by cyber security officials to test
their systems against growing threats hence giving them
valuable information as to how to increase the security of their
systems. Reference [41] GAI can also be used for tasks like
phishing campaign simulation, network traffic simulation,
adversarial attack generation etc., which can allow security
teams to assess their systems’ vulnerability, evaluate their
security measures’ effectiveness and hence better develop
appropriate defences against potential threats.

E. THREAT INTELLIGENCE
Using the massive dataset that GAI uses to train its learning
algorithm, it becomes capable of identifying patterns and
indicators of compromise hence giving it the strength to
detect and handle threats in real-time before they have
made it through the front-line defence. In some cases,
GAI can also predict some other cyber security technology
that may be required to better the security of the existing
system. This aspect of GAI is different from the proactive
stance mentioned above in the sense that GAI is looking
at a threat in general and then determining the relevant
features corresponding to a given system. In contrast, the
proactive stance mentioned above uses an approach more
limited to the organization to predict threats within it in
advance. Real-world security tools like Google Cloud AI
Workbench, SentinelOne Purple AI, SlashNext Generative
Human AI etc., are capable of exhibiting threat intelli-
gence to deal with ever-emerging threats more proactively.
The ability of GAI to interpret the threats using both
a broader and narrower approach allows it to become
a better defensive weapon against existing and future
threats [41].

F. SECURITY CODE GENERATION AND TRANSFER
LLMs like ChatGPT can be readily used to generate and
transfer code meant to make a system more secure [41].
For example, suppose there was a phishing attack that
successfully exposed the credentials of many employees
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TABLE 1. A record of content types that LLMs could examine at present and possible new editions in the future.

FIGURE 2. Security code generation using OpenAI’s ChatGPT.

within the company. It is known which employees accessed
the phishing email, but if they accidentally ran the code
meant to steal their credentials - this needs to be clarified.
To enquire into this situation, a Microsoft 365 Defender
Advanced Hunting [42] query can be used to find the 10 most
recent logins performed by the phishing email recipients
within 30minutes of them getting themalicious emails. These
queries can then be used to identify login activity in relation
to the compromised credentials.

Here ChatGPT can be used to giveMicrosoft 365 Defender
Advanced Hunting query to check for login attempts to
the jeopardized email accounts (Refer figure 2). This can
help identify and block attackers and give users clarification
on whether they need to change their login passwords or
not. This can, in turn, help reduce response time to the
cyber attack incident. The feature of ChatGPT—to use its
underlying Codex [43] model to take a piece of code written
in one programming language and convert it to another
programming language can be used in this situation to do a
programming language style transfer if the system on which
the Microsoft 365 Defender hunting query is to be run does
not operate with the KQL [44] programming language. This
can simplify the end user’s query process and help him
perform queries smoothly.

G. VULNERABILITY SCANNING AND FILTERING
The GAI models can be trained on datasets comprising
false positives, which can allow them to learn to generate
filters or rules that distinguish actual vulnerabilities from
benign ones hence allowing GAI to aid in reducing false
positives in vulnerability scanning. This feature of GAI can
be utilized to help security teams prioritize their efforts to
address real vulnerabilities while reducing the time spent by
them investigating false positive alerts. Also, GAI models
can be trained to take context into consideration while
filtering vulnerabilities by incorporating into training data
features like system configurations, network topology, user
access privileges, asset criticality etc. This can allow GAI
to order the vulnerabilities based on their potential impact
and exploitability within a specific setting. This capability
of GAI can be utilized to help security officials to focus
on vulnerabilities that pose the most significant risk to the
organization [45].

GAI models can also be used to effectively scan various
programming languages for vulnerability (Refer figure 3).
They can be used to detect insecure code samples in numerous
languages, thus aiding developers in addressing potential
susceptibilities before they become significant security
issues. These GAI models can also give valuable context
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to the existing code, like customized code fix suggestions
and cut-and-paste code fixes, along with the potential for
the code to be exploited by malicious actors, the possible
consequences of the attack and the potential harm to the
organization, which can be leveraged to improve the security
of the system further [46]. Veracode Fix is a specialized tool
which leverages GAI technology to accomplish vulnerability
detection and remediation in codes.

H. THREAT-HUNTING QUERIES
LLMs like ChatGPT, Meta LLaMA and Google LaMDA can
be leveraged to create threat-hunting queries like queries for
malware research and detection tools like YARA [47], thus
enhancing the response time and efficiency of the system.
This can allow cyber security officials to focus their efforts
more on other critical aspects of security while GAI is
working in the background to identify and handle potential
threats swiftly. This utility of LLMs helps improve the
robustness of security systems in a landscape of ever-evolving
malicious activities. Further, GAI models can be trained to
learn the standard pattern of typical system behaviour and
network traffic from historical data. These models can then
be leveraged to generate queries to identify the deviations and
anomalies from the expected behaviour, which can be used to
detect potential security breaches, data exfiltration attempts
or unauthorized access within the system or network [48].
By training GAI models over real-time threat data, security

alerts or incident reports, GAI can learn to dynamically adapt
the queries it generates based on the evolving threat landscape
[49]. The queries thus generated by such models can reflect
the latest indicators or emerging threat trends. This can allow
the cyber security teams to proactively hunt for threats by
making appropriate queries to quickly identify newly arising
threats which may not have been possible with static query
generation. SentinelOne Purple AI, Google Cloud Security
Workbench and Microsoft Security Copilot are some of the
newly announced threat-hunting tools which utilize an LLM
to improve the productivity of security analysts.

I. DATA PRIVACY PROTECTION
GAI models can be trained to produce shareable synthetic
data, which can be used by organizations for various purposes
like training ML models for detecting online frauds [50],
customized product recommendations, loan eligibility pre-
dictions etc. This can reduce the sharing of customer data
due to privacy concerns and data protection laws, which
could lead to better data privacy protection [20]. Further,
GAI can be used to develop privacy-preserving machine
learning models. For example, GAI can be used to improve
federated learning techniques to generate synthetic data on
edge devices reflecting local patterns and characteristics.
This can ensure the training of collaborative learning models
without exposing sensitive data to the central server, thus
preserving users’ privacy [51].

The GAI models can be trained over a dataset of user
interface designs, allowing it to learn visual elements and
interaction patterns of interfaces. This knowledge can be
employed to create privacy-aware user interfaces [52] that
can lead to a reduction of exposure to sensitive information
by using techniques such as masking/obscuring sensitive
data fields, providing privacy focussed options during data
sharing etc [53]. This could lead to better data privacy
for users. Talon enterprise browser is one of the emerging
examples which has embeddedMicrosoft Azure OpenAI [54]
service within its framework to ensure better security for the
organizations.

J. BRIDGING GAP BETWEEN TECHNICAL EXPERTS AND
NON-EXPERTS
LLMs like OpenAI ChatGPT, DeepMind Chinchilla AI [55],
Meta LLaMA etc. have the ability to articulate their thought
process, which enables them to probe in and translate the
functionality of various technical files, including source
code, configuration files etc., in plain language. This can
allow users with limited technical knowledge to understand
the inner workings of these files and to comprehend
their purpose, structure and potential consequences. This
understanding can help them in making better technical
decisions, thus preventing them from creating accidental
cyber security issues. This ability of GAI can also help
an organization bridge the gap between cyber security
experts and non-experts by providing readily understood
explanations for various cyber issues and hence helping them
collaborate together better to ensure greater security of the
system.

K. SECURITY QUESTIONNAIRES
The threat posed by third parties has a notable impact on
the cyber security posture (nearly 60% of data exposures
are caused by compromised third-party vendors [56]). One
of the most efficient ways to recognize security hazards
throughout our vendor network is by making use of security
questionnaires. Instead of designing these questionnaires
from scratch, one can use LLMs like ChatGPT to draft them
[57]. GAImodels can be trained on a large dataset comprising
security-related questions and responses. This can enable
the model to learn to generate questions covering various
aspects of compliance, cyber security and risk management.
This can lead to time-saving for security officials who just
have to spend time now adjusting these questionnaires to
improve their accuracy instead of designing the complete
questionnaires from scratch. Further, GAI models can be
used to adapt and improve the questionnaires generated
by them according to the ongoing threat scenarios by
training the GAI model over a dataset consisting of up-to-
date security information, including real-life examples of
security incidents. This can help an organization maintain
a robust security posture and avoid potential security
hazards.
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FIGURE 3. Vulnerability scanning using Veracode Fix.

L. SOCIAL MEDIA THREAT HUNTING
Social media threat hunting involves the analysis of data
gathered from social media to identify vulnerabilities and
potential hazards. Social media channels are scoured for
specific keywords (based on the organization’s perception
of sensitive data) to find the possible exposure points of
sensitive data or potential phishing attacks [58]. LLMs like
ChatGPT, LLaMA, Chinchilla AI or LaMDA can be used for
social media threat hunting by first collecting the data from
various social media channels, feeding it to those LLMs for
analysis and then making intelligent prompts to get desired
information [59].
GAI models can be trained to examine the context of

various social media posts, including the texts, images
and user interactions. Hence by understanding the context,
sentiment and intent of the social media content ChatGPT
(or any other efficient LLM model) can be used to detect
potential threats or harmful activities such as hate speech,
extremist content or illegal activities. This can help in
proactive monitoring and mitigation of risks [60]. Further,
GAI models can be trained on datasets comprising known
trustworthy or malicious users, which can help them learn
to analyze user reputation or trustworthiness on social media
platforms. This can allow the GAI models to produce
credibility metrics for social media accounts which can
help an organization in detecting and flagging suspicious or
potentially malicious accounts for further examination [61].
There are several other fields where there is a potential for

leveraging GAI for getting higher efficiency as well as time-
saving. Refer Figure 2.

M. IoT SECURITY
GAI can be used to enhance the security of devices and
environments within the Internet of Things. IoT refers to an

interconnected network of devices that can communicate and
exchange information over the Internet. These devices can
range from smart home appliances to medical devices and
industrial sensors [62]. The rapid proliferation of IoT devices
has led to an increase in the number of significant security
concerns. Many IoT devices lack robust security measures,
thus making them vulnerable to cyberattacks.

GAI can help in IoT security by performing behavioural
analysis and anomaly detection. It can be utilized to
develop models of normal behaviour for different types
of IoT environments and devices. By analyzing data from
IoT sensors and devices, generative models can recognize
divergence from standard patterns [63], signalling potential
security breaches or unauthorized access, thus allowing the
organization to take quick actions against the cyber threat
hence promoting robustness in security. GAI can also play
a significant role in IoT threat detection and prevention.
It can be used to simulate various attack scenarios on
IoT systems to identify their potential vulnerabilities, thus
allowing security professionals to develop better strategies
to prevent and mitigate cyberattacks targeting IoT devices
[64]. It can also help in analyzing the firmware and software
of IoT devices for potential security flaws or vulnerabilities.
It can generate synthetic code to test the device’s response
to different inputs and potential attack vectors. Based on the
results, devices’ firmware and software security measures
can be improved to meet the security demands of the
company. GAI can aid in designing and testing secure
authentication methods for IoT devices, including biometric
or multi-factor authentication, thus, assisting in generating
synthetic authentication data to evaluate the effectiveness
of access control mechanisms [65]. It can also aid in
the anonymization and aggregation of IoT data to protect
user privacy while still allowing for meaningful analysis.
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It can generate synthetic data that resembles actual data to
help preserve the confidentiality of sensitive information.
By leveraging GAI in IoT security, organizations can enhance
the resilience of IoT devices against cyber threats, proactively
identify and address security risks and provide a safer and
more secure environment for users and their interconnected
devices [66].

N. DEEPFAKE DETECTION AND PREVENTION
Deepfakes are highly realistic artificial media developed
using GAI techniques, often involving the manipulation
of images, videos, or audio to depict events or situations
that did not happen in real life. While deepfakes have
potential positive applications, such as in entertainment and
visual effects, they also raise significant concerns related to
misinformation, fraud, and privacy violations [67]. GAI tools
can be employed to detect and mitigate the adverse impacts
of deepfakes.

It can be used to develop algorithms to analyze visual
and audio cues to recognize inconsistencies in deepfake
content. These cues may include unnatural facial expressions,
incorrect lighting, mismatched lip movements etc. They
can also be trained on a diverse dataset of both real and
deepfake content to enable them to learn to differentiate
between authentic and manipulated media [68]. GAI can
also help develop forensic tools to trace the origin and
editing history of digital media, helping one verify the
authenticity of the content. It can generate visualizations
that highlight alterations and anomalies in deepfake content,
aiding in identifying tampered elements. It can also aid
in the development of techniques to counteract the effects
of deepfakes, such as watermarking, content authentication,
media fingerprinting/hashing and blockchain-based verifica-
tion [69].

GAI can create simulated deepfake examples for educa-
tional purposes, helping individuals understand the potential
risks of deepfakes and recognize the signs of manipulated
media. Significant challenges to media authenticity and
trust are posed due to the rapid advancement of deepfake
technology [70]. GAI plays a crucial role in staying
ahead of these challenges by enabling the development of
sophisticated detection methods and mitigation strategies.
As the arms race between deepfake creation and detection
continues, GAI will be pivotal in ensuring the accuracy and
reliability of digital media in an increasingly interconnected
world.

O. SUPPLY CHAIN SECURITY
Supply chains involve the movement of goods, information,
and resources across various stages, from raw material
acquisition to production and distribution. Ensuring the
integrity and authenticity of products within the supply chain
is crucial to prevent counterfeiting, tampering, and other
security threats [71]. GAI can play a significant role in
enhancing supply chain security through various methods.

It can be used to design unique identifiers, such as QR codes
or holograms, for each product to ensure authenticity and
provide consumers with a means to verify products [72].
GAI can create holographic labels or seals with intricate
patterns that are difficult to replicate, enhancing the security
of product packaging. GAI can also perform optimization of
package designs to make tampering or unauthorized access
more evident, deterring potential security breaches [73].
It can also assist in creating digital maps of supply chain
routes, locations, and intermediaries, helping to track the
journey of goods and identify potential vulnerabilities [74].
GAI can analyze historical supply chain data to predict

potential security risks, enabling proactive risk mitigation
and response planning. Supply chain security is crucial to
maintaining consumer trust, product quality, and regula-
tory compliance. GAI offers innovative solutions to detect
counterfeits, prevent tampering, and ensure the authentic-
ity of products as they move through complex supply
chain networks. Organizations can build a more secure
and transparent supply chain ecosystem by applying GAI
techniques [75].

P. BLOCKCHAIN SECURITY
GAI can have several valuable applications in enhancing
the security of blockchain technology. Blockchain is known
for its decentralized and secure nature, but GAI can further
strengthen its capabilities and address certain challenges [76].
One way is it can help in the analysis of smart contracts

to identify potential vulnerabilities and security risks before
they are deployed on the blockchain. It can simulate
various scenarios to test the behaviour of smart contracts
and ensure they function as intended without exposing
security loopholes. GAI can also assist in generating highly
secure and random private keys for users, enhancing the
cryptographic strength of blockchain accounts. It can provide
help to the users to securely manage their private keys
by providing recommendations for key storage and backup
methods [77].

GAI can monitor blockchain network activities and
transactions to detect unusual patterns or behaviours that may
indicate security breaches or attacks [78]. It can generate
predictive models that recognize potential threats and trigger
proactive security measures. Further, it can assist in the
integrity of blockchain data by creating digital signatures or
hashes, ensuring its integrity and authenticity throughout the
entire chain. It can also assist in verifying data consistency
across distributed nodes to detect any discrepancies or
unauthorized changes [79].

Incorporating GAI into various aspects of blockchain
security not only strengthens the technology’s resilience
against attacks and vulnerabilities but also fosters greater trust
in the adoption of blockchain solutions across industries [80].
These applications empower organizations to overcome
security challenges and fully leverage the benefits that
blockchain technology offers.
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IV. CUSTOMIZED LLMs FOR SECURITY
This section discusses three LLMs that are customized for
security.

A. BigID BigAI LLM
BigID’s BigAI [81] is a LLM designed to analyze and
categorize organizations’ data to optimize their security and
boost their risk management endeavours. It allows enterprises
to scan structured and unstructured data, which can be
stored in either cloud or on-premises and suggest titles and
descriptions for data tables, columns and clusters using a
combination of ML-driven classification and GAI techniques
so that they are easier to locate via search.

One of the notable features of BigAI is that it approaches
the issue while keeping consumer data private, thus enabling
the LLM to work on the enterprise’s data with the vendor’s
private servers and models without revealing any sensitive
information to public models. BigID uses a virtual personal
assistant called BigChat, which was created with the goal of
acting as a copilot, allowing the management of compliance
challenges. This acts as a critical discriminator of BigID’s
BigAI from services like Google Cloud Security AI, which
focuses mainly on threat identification and management
use cases. BigChat utilizes BigID’s documentation, guides,
articles, forum posts and PDFs to answer users’ queries.
For example, a user could query to detect and categorize
sensitive data to ensure adherence to privacy regulations like
GDPR [82] and CCPA [83].

Suppose one trains an LLM on regulated customer data
(essentially data outside the defined purpose) [84]. In that
case, it can lead to a violation of user privacy and can
accelerate risk on data one knows and the data one does not
know. Even when training LLMs on confidential intellectual
property, it likely elevates the danger that the private
information will be breached, leaked or hacked. BigID
BigAI can allow one to categorize, designate and tag data
by regulation, type sensitivity and even intention of use
- across structured and unstructured data and everything
within the range [85]. That makes it simple to categorize
and designate sensitive data related to customers, privacy,
regulated intellectual property etc. By doing so, organizations
can choose appropriate data sets that are more low-risk
and relevant to train LLMs more efficiently to get more
accurate results. One can choose, for example, to leave out
sensitive human resources data and avoid violating collected
and tagged employee data. As an alternative, one can use
public, non-confidential data to train LLMs, thus ensuring
that they are trained on data that will not compromise security
or privacy.

BigID’s BigAI can help organizations identify, filter
and administer both structured data for rational AI and
unstructured data for novel conversational AI. BigID has the
capability to enable consumers to extend data administration
and security to modern conversational AI and LLMs, thus
making sure that they are acting in a responsible manner. It is

a service that is built on profound data exploration. It has the
capability to leverage GAI and make data simpler to identify,
analyze and ultimately secure.

B. SLASHNEXT GENERATIVE HUMAN AI
SlashNext Generative Human AI is the industry’s first
Artificial Intelligence solution that uses GAI to defend
against advanced business email compromise (BEC) [86],
supply chain attacks, executive impersonation and financial
fraud [87].
This new solution created by SlashNext joins its exist-

ing HumanAI capabilities, which mimic human threat
researchers by amalgamating natural language processing,
computer vision and machine learning with relationship
graphs and deep contextualization to thwart sophisticated
multi-channel messaging attacks. It anticipates vast numbers
of potential AI-generated BEC threats by using techniques
such as AI data augmentation and cloning to assess core
threats and then generate thousands of other versions of that
same core threat, which enables the system to train itself
on possible variations. The following are the features of
HumanAI:

1) BEC GAI AUGMENTATION
HumanAI has the capability to generate thousands of new
BEC variants from current threats to stop attacks in the
future [88].

2) RELATIONSHIP GRAPHS & CONTEXTUAL ANALYSIS
HumanAI provides a baseline of known good communication
patterns and writing styles for each employee and supplier to
detect unusual communication and conversation types [89].

3) NATURAL LANGUAGE PROCESSING
HumanAI can perform analysis over text in the email body
and attachments for the topic, tone, emotion, intent and
manipulation triggers associated with social engineering
strategies [90].

4) COMPUTER VISION RECOGNITION
HumanAI leverages SlashNext’s LiveScan [91] to inspect
URLs in real-time for any visual deviations, such as images
and layouts, to detect credential phishing webpages. For
example, HumanAI uses computer vision to detect highly
subtle divergence from imposter Microsoft 365 log-in pages
and block access.

5) FILE ATTACHMENT INSPECTION
HumanAI also has the capability to break down social
engineering traits of attachments and malicious codes to stop
ransomware.

6) SENDER IMPERSONATION ANALYSIS
HumanAI also evaluates headline details and email authen-
tication results to stop impersonation attacks. There is a
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FIGURE 4. Phishing resilience training using Meta LLaMA.

massive database that SlashNext uses as the source for
zero-hour detections to analyze around 700,000 new threats
per day [87]. It sources threats for human compromises
with any security vendor’s most virtual sandbox crawlers.
So SlashNext HumanAI is highly effective. HumanAI also
has the unique ability to spot how threat actors play off human
emotions, such as sending fear-generating requests that ask
users to take wrong actions quickly. These include requests
like ‘‘Urgent!’’ or ‘‘Hurry up!’’ etc. HumanAI simulates those
same emotions and behaviours in its detection process.

C. Sec-PaLM
Sec-PaLM is based on PaLM 2 [92], a next-generation LLM
built by Google over its previous work PaLM [93]. It is a
cutting-edge model with enhanced multilingual, reasoning
and coding abilities [94]. A comparison between GPT-4 and
PaLM 2 is given in table 2.

Sec-PaLM is a specialized version of PaLM 2, which
has been trained on datasets with security use cases. It is
a potential breakthrough in cyber security analysis. It is
accessible through Google Cloud, and it uses AI to help study
and explain the behaviour of scripts that have the potential to
be malicious and to better detect the scripts that pose risks to
people and companies in extraordinary times.

V. REAL WORLD SCENARIOS
Various real-world cyber security products are leveraging the
power of GAI with the aim to strengthen their security fronts
(Refer figure 5). Some of them are listed below:

A. SENTINELONE PURPLE AI
SentinelOne Purple AI [95] is a threat-hunting tool released
by SentinelOne for its Singularity Skylight [96] platform.

The tool utilizes an LLM intending to make threat hunting
more accessible hence leading to a significant increase in the
productive capacity of security analysts. One of the LLMs
that SentinelOne utilizes to implement Purple AI is OpenAI’s
GPT-4 [97]. Moreover, SentinelOne has trained LLMmodels
on its own data, doing much fine-tuning on the way to
customize them to give high-quality results in the security
domain. Some of the features of SentinelOne Purple AI are
as follows:

1) BOOSTING CYBER DEFENSE
The traditional threat-hunting tools are often too sophisti-
cated and tedious to use and require dedicated training to
operate on them for professional purposes. Using Purple AI,
security analysts will be able to query the tool for potential
threats in the environment with simple statements like ‘‘Is
there any threat actor (of a particular kind) present in this
(or any other) environment?’’ and the Purple AI will be
able to give accurate results to them based on their query.
This will help security analysts detect and identify potential
threats with greater ease and speed, thus allowing them to
save time which can be utilized to deal with more critical
tasks at hand [98]. Purple AI is also capable of summarizing
the results of its action, which helps alleviate tedium around
doing actual analysis.

2) EMBEDDING GAI
Purple AI tool is provided as an add-on to the Singularity
Skylight platform, and the interface is made available directly
within the platform. The add-on feature of the tool can give
users the flexibility to use the app as per their comfort,
thus allowing them to get accustomed to the GAI tool
gradually [99].
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3) LLM
SentinelOne utilizes the capabilities of several LLMs, both
open-source and proprietary, to increase the efficiency of their
model. SentinelOne primarily uses third-party models like
OpenAI’s GPT-4 as a pre-trained model and then fine-tunes
it to make their threat-hunting tool suitable for working
efficiently in the security domain.

4) EVOLVING THE PLATFORM
The purple AI threat-hunting tool allows the security
operations centre team to increase their efficiency and scale
up their threat-hunting activities due to the ease of its use.
A typical threat-hunting platform requires a high level of
skill for its usage. The SentinelOne Purple AI platform
allows a user to interact with it without needing a high level
of technical skill, thus making threat hunting simple and
feasible for non-technical people. This allows organizations
to improve their security without investing in additional
human capital.

B. GOOGLE CLOUD SECURITY AI WORKBENCH
Google’s Cloud Security AI Workbench [100] is powered
by a new security-specific LLM called Sec-PaLM. The
model makes use of Google Cloud’s security intelligence
via Google’s broad visibility into threat data and Mandiant’s
acclaimed threat intelligence around susceptibilities, mal-
ware, threat actors and threat indicators. TheWorkbench aims
to reduce overload from threat data, many complex security
tools in use and the talent gap. The customers can feed their
private data to the platform at inference time. They can also
control their data with enterprise-grade abilities like data
isolation, protection, sovereignty, and compliance support.
This is possible due to Security AI Workbench being built on
Google Cloud’s Vertex AI [101] infrastructure. Some feature
offerings of Google Cloud Security AI Workbench are as
follows:

1) CONTAINING THREATS FROM SPREADING BEYOND THE
FIRST INFECTION
With Cloud Security AI Workbench in the picture, Google
is able to achieve the combination of highly efficient threat
intelligence with point-in-time incident analysis and novel
AI-based detections and analytics to help counter a potential
cascade in adversarial attacks using AI/ML systems.

Some Google Cloud Security AI Workbench tools which
possess such capabilities are:

• VirusTotal Code Insight [102], which uses Google’s
Sec-PaLM to examine and explain the behaviour of
potentially malicious scripts, and

• Mandiant Breach Analytics for Chronicle [103], which
utilizes Google Cloud and Mandiant’s Threat Intelli-
gence to automatically alert us in case of the presence
of active breaches in our environment. It also uses
Sec-PaLM to provide context and effectively respond to
these crucial issues.

2) ADDING INTELLIGENCE TO REDUCE TOIL
Google Cloud Security AI Workbench can enable organi-
zations to simplify their security tools and controls and
empower their systems to secure themselves. Some Google
Cloud Security AI Workbench tools which can provide
organizations with such capability are:

• Assured OSS [104], which utilizes LLMs, can be used to
help Google include more OSS packages in their OSS
vulnerability solution, which offers the same curated and
vulnerability-tested packages that are used at Google.

• Mandiant Threat Intelligence AI [105], which is based
onMandiant’s huge threat graph, can be used to leverage
Sec-PaLM to quickly find, summarize, and act on threats
pertinent to the company.

3) TRANSFORMING HOW PRACTITIONERS DO SECURITY TO
CLOSE THE TALENT GAP
Cloud Security AI Workbench offered by Google can be uti-
lized to make security more approachable and understandable
even for those who are not security specialists by training.
Two of the solutions provided byGoogle in its Cloud Security
AI Workbench in this regard are:

• Chronicle AI [106]: Chronicle AI allows its users to
search billions of security events, have real-time inter-
action with the results, and quickly generate detections
without possessing high cyber security skills.

• Security Command Center AI [107]: The Security
Command Centre has the capability to present complex
attack graphs in easily understandable explanations.
It can also provide information about impacted assets
and recommendations for mitigation. Further, it can
summarize security, compliance and privacy findings for
Google Cloud in an effective manner.

C. MICROSOFT SECURITY COPILOT
Microsoft Security Copilot [108] is an AI assistant for cyber
security professionals released by Microsoft. It can help
defenders identify breaches and analyze and derive essential
results from the vast amount of data available to them daily.
It uses information from the cyber security and Infrastructure
Security Agency, the National Institute of Standards and
Technology’s vulnerability database, and Microsoft’s own
threat intelligence database to get information on the latest
vulnerabilities.

Microsoft Security Copilot is powered by OpenAI’s
GPT-4 GAI and Microsoft’s own security-specific models.
Its interface has a simple prompt box using which security
professionals can gain help in security investigations, sum-
marizing events for reporting, getting a summary of feed in
files, URL content, code snippets for analysis or incident
information from other security tools [109]. All the prompts
to and the responses generated by the Copilot are saved in
a database so there is a full inspection trail for investigators.
Behind the scenes, the Copilot makes use of 65 trillion daily
signals collected by Microsoft in its threat intelligence and
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FIGURE 5. Real world products of GAI in cyber security domain.

security-specific skills, which allows security officials to hunt
down threats efficiently. The Copilot is aimed at assisting
security analysts rather than replacing them. To accomplish
this purpose, a feature has been provided in Copilot where
the results of various transactions can be pinned in a shared
workspace to encourage colleagues to work on similar threat
analyses and investigations collaboratively. One of the most
attractive features that the Copilot provides is the prompt
book feature, whereby the security officials will be able to
club together a sequence of steps or automations into a single
easy-to-use button or prompt. This could involve creating
a shared prompt to reverse engineer a script, which could
allow the security teams to perform this analysis without
having to wait for an expert to do it for them. The Copilot
can also be used to create a PowerPoint slide demonstrating
various incidents and attack vectors. The Copilot system also
incorporates a feedback mechanism whereby the users will
be able to provide situations and responses involved when the
Copilot gives incorrect results to get a better understanding of
its hallucinations.

D. TALON ENTERPRISE BROWSER
Talon Cyber Security [110] has integrated Talon Enterprise
Browser [111] with Microsoft Azure OpenAI Service to
allow more enterprise-grade access to GAI text generator
tools like ChatGPT. This will enable the users to leverage
existing Azure resources, maintain data protection, keep data
inserted in ChatGPT within a secure perimeter and prevent
third-party service transfers. The browser also provides the
administrators with the capability to block enterprise browser
users from inputting specific data into an embedded ChatGPT
window. They can also prevent the users from entering
sensitive information in the Browser like credit card numbers,
source codes etc. The Talon Enterprise Browser also provides

some productivity features, like having the AI generate a
response to an email or a summary of a large message.
It also allows organizations to create reports demonstrating
compliancewith query logs and block extensions using public
ChatGPT.

E. SLASHNEXT GENERATIVE HUMAN AI
SlashNext Generative Human AI is the industry’s first AI
service that uses GAI to defend against advanced supply
chain attacks, business email compromise (BEC), financial
fraud and executive impersonation [112].

This new solution created by SlashNext joins its exist-
ing HumanAI capabilities, which mimic human threat
researchers by amalgamating machine learning, computer
vision and natural language processing with deep contextual-
ization and relationship graphs to foil advancedmulti-channel
messaging attacks. It predicts large numbers of potential
AI-generated BEC hazards by using techniques such as AI
data augmentation and cloning to evaluate central threats and
then, using that evaluation, generate a large number of other
versions of that same core threat, which allows the system to
train itself on possible variations.

The following are the features of HumanAI:

1) BEC GAI AUGMENTATION
HumanAI has the capability to generate thousands of novel
BEC variants from current threats to prevent breaches in the
future [113].

2) RELATIONSHIP GRAPHS & CONTEXTUAL ANALYSIS
HumanAI provides a base reference of known good commu-
nication conventions and writing styles for all the employees
and suppliers so as to identify unusual communication and
conversation types.
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TABLE 2. A comparison between GPT-4 and PaLM LLM models.

3) NATURAL LANGUAGE PROCESSING
HumanAI can perform analysis for the tone, emotion,
topic, manipulation triggers and intent associated with social
engineering strategies over text in the email body and
attachments [114].

4) COMPUTER VISION RECOGNITION
HumanAI uses SlashNext’s LiveScan for real-time analysis
of URLs for any visual divergences, such as layouts
and images, to identify credential phishing webpages. For
example, HumanAI leverages computer vision to identify
highly subtle divergences from fake Microsoft 365 log-in
pages and block access [115].

5) FILE ATTACHMENT INSPECTION
HumanAI also has the capability to stop ransomware by
breaking down social engineering attributes of attachments
and malicious codes.

6) SENDER IMPERSONATION ANALYSIS
HumanAI also assesses email authentication results and
headline details to prevent impersonation attacks. There is
a massive database that SlashNext uses as the source for
zero-hour detections to analyze around 700,000 new threats
per day. It sources threats for human compromises with any
security vendor’s most virtual sandbox crawlers. So Slash-
Next HumanAI is highly effective. HumanAI also has the
unique capability to recognize how threat actors exploit
human emotions, like sending fear-generating requests that
urge users to make wrong decisions quickly. These include
requests like ‘‘Urgent!’’ or ‘‘Hurry up!’’ etc. HumanAI,
in its detection process, simulates those same behaviours and
emotions.

F. RECORDED FUTURE AI
Recorded Future incorporates OpenAI’s transformer model,
GPT,with its IntelligenceCloud leading to the game-changing
impact of AI in the intelligence industry. Recorded Future
AI model [116] is trained on over a decade’s worth of
threat analysis data from Insikt Group, the company’s

threat research division [117], and later combined with
the insights of the Recorded Future Intelligence Graph
[118]. It automatically collects and organizes data associated
with both adversaries and victims from text, imagery and
technical sources and uses NLP and ML techniques to
analyze and map insights across billions of objects in
real-time. Recorded Future AI provides real-time threat
landscape analysis and actionability at the internet scale,
enables analyst efficiency to help make up for skills shortage,
and provides intelligence-driven understandings to enable
businesses to make decisions before competitive activity
affects business outcomes. Recorded Future has developed
sophisticated algorithms and analytics over the past decade
in order to collect, process, and analyze over 100 TB
of text, images, and technical data in order to convert
them into relevant and refined intelligence. Using this
information, organizations can identify potential hazards
and vulnerabilities and take preventative measures against
attacks. This can be especially useful in the case of cyber and
physical threat landscapes that are so complex that traditional
threat intelligence approachesmay not be sufficient to combat
them. Recorded Future’s AI-powered product seeks to free up
80% of the time analysts spend on tasks such as collection,
aggregation processing, etc., so they can focus more on
analysis, reporting, risk mitigation and organization security.
Recorded Future AI is being utilized to create the Recorded
Future Intelligence Cloud [118], the world’s most intelligent
intelligence repository. By integrating AI and ML deeper
in the intelligence cycle at the analysis, production, and
distribution stages, Recorded Future AI is able to rapidly
determine and assign importance to the most critical threats
and vulnerabilities and provide analysts with actionable
intelligence in real-time. Using AI’s strength, it is possible to
automate many time-consuming duties associated with threat
analysis, allowing analysts to concentrate on higher-level
strategic tasks.

G. SECURITYSCORECARD GPT-4 INTEGRATION
SecurityScorecard is a platform for security evaluations that
incorporates OpenAI’s GPT-4 into its system. With this
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capability for natural language processing, cyber security
officials can find prompt responses and mitigation sugges-
tions for high-priority cyber risks. This can allow security
professionals to pose questions to gain a better understanding
of their cyber exposure, rapidly identify their security gaps,
and enhance their overall cyber resilience [119].

This solution was created by ScorecardX [120], the
innovation centre of SecurityScorecard, which designs and
develops technological solutions to address critical client
issues. With this solution in the picture, customers will have
the capability to ask open-ended inquiries about their business
ecosystem, such as ‘‘find my ten lowest-rated vendors’’ or
‘‘show me which of my crucial vendors were breached in the
past year,’’ and obtain answers swiftly to drive enhanced risk
management decisions. The AI-powered search works across
all of the organizations whose security ratings are tracked by
SecurityScorecard, sparing executives a substantial amount
of time by reducing the amount of manual labour required
for data analysis. The search function can continue to learn
and develop to meet customer requirements better.

VI. LIMITATIONS
Although GAI can make significant contributions to the
security domain, its application is not without limitations.
Table 3 presents some regulatory challenges posed when
using GAI in the cyber security domain [121]. Some of the
limitations of usingGAI in the security domain are as follows:

A. TENDENCY TO GIVE WRONG/UNETHICAL RESULTS
Being such novel models, the long-term effects of GAI
are yet to be seen. This implies that inherent risks are
involved in using them - some known and some unknown.
For example, LLMs like ChatGPT can sound too convincing
while providing information, which can sometimes turn out
to be wrong. ChatGPT can also suffer from social biases,
which can be manipulated to enable criminal or unethical
activity [122].

B. COST INEFFICIENCY
GAI systems, when leveraged for security, can turn out to be
highly costly. Only the companies which can afford the high
price and brain power needed to set up andmaintain suchGAI
systems will be able to have the security required to secure
their data and resources, and others will have to settle for less
secure methods to do that which can lead to them becoming
more vulnerable to the ever-increasing threat landscape. Due
to such ethical challenges, some organizations may start
getting subsidies related to GAI tools to help, say, non-profit
organizations keep their personal data safe [123].

C. HIGH SETUP TIME
GAImodels take a significant amount of time to train, ranging
from a few weeks to a few months. Due to its high set-up

time, it can act as an impediment for organizations that want
to move quickly [124].

D. EASY EXPLOITABILITY BY MALICIOUS ACTORS
One of the significant drawbacks of a GAI system is that
if such a system lands in the hands of malicious actors,
then they can exploit it to identify attack vectors that reveal
unauthorized access points easily and use them to breach
into their system. They can also use it to develop malware
and exploits and craft highly convincing phishing emails and
messages [125].

E. INTERPRETABILITY AND EXPLAINABILITY
GAImodels have complex architectures and black box nature
of operations. This can make it difficult to interpret or explain
the results output by the GAI systems, which can limit
their use in critical security systems where interpretability is
crucial [126].

F. CONTEXTUAL LIMITATIONS
GAI might face challenges with understanding context and
generating coherent responses in certain situations, leading to
nonsensical or irrelevant output. This can lead to confusion,
thus posing a security risk. Context is essential for humans
to understand and respond appropriately to conversations or
prompts. It involves understanding the previous inputs, the
current state of the conversation and relevant background
information to provide coherent outputs [127]. However,
GAI models show limitations in some aspects of context,
such as:

1) SHORT-TERM CONTEXT
GAI models struggle to keep track of extensive conversations
or long sequences of information accurately.

2) LACK OF COMMON SENSE REASONING
While GAI models can memorize and reproduce information
from their training data, they often lack genuine common
sense reasoning.

3) AMBIGUITY RESOLUTION
GAI models are generally unable to look at the broader
context to disambiguate meanings, leading to outputs that
are plausible but contextually incorrect due to misinterpreting
ambiguous input.

4) MULTI-TURN CONVERSATIONS
GAI models are sometimes unable to maintain coherent
understanding across the entire exchange in multi-turn
conversation, thus leading to inconsistent or nonsensical
responses. All these factors can contribute to a misun-
derstanding between the security officials and the GAI
tool, which can result in increased vulnerability of the
system.
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FIGURE 6. Safety human assessment outcomes for LLaMA 2-Chat in comparison to other models - both open and
closed-source.

TABLE 3. Regulatory challenges in implementation of GAI in security.

G. DIFFICULTY WITH LONG-RANGE DEPENDENCIES
GAI models might face difficulty in maintaining coherence
and consistency when generating long sequences, leading to
an output that is fragmented or incoherent [128]. Some factors
that contribute to this limitation are the finite short-term
memory of GAI models, their tendency to operate only
on fixed-length sequences of tokens, the vanishing gradient
problem during the training of these GAI models etc. This
limitation can allow some room for vulnerability in the
system, thus not making the system secure with the desired
efficiency [129].

H. DATA-RELATED CONCERNS
There are several ways by which GAI tools can pose risks to
data privacy - a highly prevalent cyber security issue. Some
are as follows:

1) DATA BREACHES
UsingGAI tools can lead to unauthorized access or disclosure
of sensitive user information if proper security practices are
not put in place. This can result in privacy violations and
potential misuse of individual data [113].
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2) INADEQUATE ANONYMIZATION
GAI models require personal or sensitive data for training
purposes or for generating results [130]. If proper anonymiza-
tion techniques are not used, then it could lead to the
reidentification of individuals from the generated data, thus
compromising their privacy.

3) BIASES AND DISCRIMINATION
GAI models may lead to the inadvertent perpetuation of
biases present in the training data. Suppose the training
data contains certain discriminatory patterns or biased
information. In that case, the output generated by GAI
models can lead to the reflection and amplification of these
biases, further perpetuating unfair treatment or discrimination
against certain classes of people. Figure 6 shows the results
of human safety evaluations when LLaMA 2-Chat [131]
is compared with MPT [132], Vicuna [133], Falcon [134],
PaLM and ChatGPT.

4) LACK OF CONSENT AND TRANSPARENCY
Failure to obtain proper consent from users or failure to
provide transparent information about how data is collected,
used and shared can lead to violation of privacy rights and
undermining of user trust [135].

5) INADEQUATE DATA RETENTION AND DELETION
PRACTICES
If the GAI model retains user data for more time than what
is necessary or it fails to delete the data upon request or
at the end of the retention period, it can lead to increased
risks of unauthorized access or unintended use of personal
information [136].

I. LACK OF CONTROL
The users have minimal control over the outputs of the GAI
models. This limitation can be particularly evident in sce-
narios where the models generate content in an autonomous
and unsupervised manner without specific instructions and
constraints from the user. While using some GAI models
like GPT-3.5 [137], users provide a prompt or a context to
the model, and based on that input, the model generates
a response or continuation. While the user can somewhat
influence the generated output through the initial prompt,
they might not have fine-grained control over the specific
details or nuances of the generated content. This can make
it difficult for cyber security officials to identify, classify and
mitigate subtle threats to the system, which require in-depth
inspection.

J. NEED FOR EMPIRICAL EVALUATION
There is no standardized metric that can be used to
empirically evaluate the existing proposed GAI models or
commercial off-the-shelf GAI-based security products, lead-
ing to uncertainty in choosing a particular model/product to
get the desired results [138]. Some benchmark/representative

datasets and evaluation frameworks need to be developed for
GAI-empowered models and products to ensure the existence
of a clear metric which allows easy comparison of the
performance of various GAI systems [124].

VII. CONCLUSION
GAI holds significant potential to bolster cyber security
potentials. GAI models can be leveraged to enhance threat
detection, generate diverse threat scenarios for analysis,
identify system anomalies, crack passwords, detect phishing
attempts and malware and automate security response. Many
real-life products are also being developed by tech giants that
leverage the capabilities of GAI to provide people with robust
security solutions. However, it is vital to remain vigilant
about the potential risks associated with GAI. Malicious
actors could exploit these techniques to perform sophisticated
attacks, such as deep fakes or realistic phishing campaigns.
To address these concerns, it is of utmost importance
to develop ethical guidelines, implement responsible use
of GAI and continue advancing cyber security measures
alongside the development of GAI technologies. Overall,
GAI offers exciting possibilities for strengthening cyber
security defences, but it requires careful consideration of
ethical implications and the continuous development of
robust safeguards to protect against potential misuse.
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