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ABSTRACT The breath rate can now be monitored remotely due to the advancements in digital stethoscope
sensor technology, signal processing, and machine learning. Automatic breathing rate classification, on the
other hand, provides additional benefits in medical diagnostics. In this paper, a lightweight convolutional
neural network is proposed for automatic breathing rate classification utilizing the piezoresistive sensor data.
In the proposed work, the raw signals from the piezoresistive sensor are pre-processed using a continuous
wavelet transform to generate the corresponding images. These images are then fed into a lightweight
convolutional neural network, which efficiently classifies the breathing rate into six classes based on the
number of breaths per minute. Through extensive results, we show that the proposed model results in a
classification accuracy of 96.40% which is higher than all the benchmark models considered in this paper.
We also evaluate the performance of the proposedmodel using edge computing devices such as Raspberry Pi,
Nvidia AGX Xavier, and Nvidia Jetson Nano.

INDEX TERMS Breathing rate classification, breathing sensor, continuous wavelet transform, deep
convolutional neural network, machine learning, piezoresistive sensor.

I. INTRODUCTION
Breathing rate, heart rate, temperature, and blood pressure
constitute the four most important vital signs to check the
healthy functioning of a human body [1], [2]. Respiration
rate is a very important vital sign that is sensitive to various
underlying physical (cardiac events, fatigue, pneumonia,
cold, etc.) and emotional (stress) conditions of the body [3].
Here, respiration rate defines the rate at which a person
breathes in a minute. Respiratory rate is more sensitive with
respect to other vital signs [4] but still is not monitored on
a regular basis. An abnormal breathing rate, especially when
the person is idle, may indicate a severe health issue that may
need proper treatment on time.

The associate editor coordinating the review of this manuscript and

approving it for publication was Lorenzo Mucchi .

Respiration rate is one of the vital signs that changes at
the earliest when compared to others [4]. It helps in detecting
various underlying diseases at the initial phase, hence, its
continuous monitoring is essential. Generally, people only
monitor these vital signs when they have any symptoms but if
these signs are monitored on a routine basis a lot of diseases
can be detected in their early stage and their treatment can
be started on [5]. Respiration rate is a better indicator than
temperature, blood pressure, and pulse rate, especially in
detecting cardio-pulmonary collapse. This is due to the fact
that respiration rate changes a lot in such conditions and
hence the change can be easily recorded a clear distinction
can be placed between healthy and abnormal patients and
propermedical care can be provided accordingly [6]. But still,
this vital sign is neglected and till today in many places, it’s
still counted manually [7] which is an inaccurate and time-
consuming method.
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A breathing rate between 12-25 breaths per minute (BPM)
is considered normal, less than 12 BPM as low, and higher
than 25 BPM as high. Breathing rate is an important indicator
to represent the level of health and fitness of a person.
Motivated by this, many approaches have been proposed
in the literature for breathing rate monitoring which are
described below.

A. SURVEY
A study on various existing methods for continuous moni-
toring of respiratory rate and gas exchange has been carried
out in [8]. Afterward, every method is described with respect
to pros, cons, and market use. In [9], various non-contact
and contact methods of respiration have been reviewed and
analyzed on the basis of hygiene maintenance and comfort of
the subject while recording as well as the accuracy. In [10],
a study over contact-based respiratory systems has been
presented based on factors such as sound, air temperature,
humidity, chest wall movements, etc. Most of the literature
states that contact methods are uncomfortable for the subject,
and may become subjective over the setup but give accurate
measurements due to the contact, whereas non-contact
methods have no such discriminatory factors, subjects are
more comfortable and can be equal or less accurate than
the existing contact-based methods. A literature survey on
the breathing rate (BR) estimation methods using ECG and
PPG signals has been presented in [11]. In that survey,
the authors started with a description of the structure
of the BR algorithms followed by their performance and
finally, the possible future scope was presented. Performance
comparison of 134 algorithms has been assessed in [12]
for the respiration rate estimation from both ECG and PPG
signals. It has been concluded that the usage of PPG data is
better than ECG data. Further, the time domain analysis is
suggested to be better than the frequency domain analysis.
Finally, the authors have suggested the usage of fusion
methods for performance improvement.

B. CONTACT
A novel method based on multiple autoregressive models
has been proposed in [13] for respiration rate monitoring
from PPG signals. The method has been tested on two
independent datasets including recordings from adult and
pediatric patients in a hospital. It has been demonstrated
that the proposed method in [13] achieved comparable
performance to the existing methods with a mean absolute
error of 4.0 and 1.5 on the adult and pediatric patient datasets,
respectively.

In [14], the heart rate and breathing rate signals have
been utilized for the stress level detection of car drivers.
Here, an adrenergic sensor coupled to a chest strap has
been utilized to collect the heart rate and breathing rate
readings. The effectiveness of heart rate and breathing rate
is evaluated and when they were used together resulted in a
mean average accuracy of 70%. Given that the monitoring

of heart activity is less complex than the monitoring of
breathing, a variety of algorithms have been developed to
estimate breathing activity from heart activity. An increase in
the usage of smartwatches with in-built Photoplethysmogram
(PPG) has led to the continuous monitoring of respiration
rate. Motion artifact correction along with machine learning
has been utilized in [15] for respiration rate monitoring
from the features extracted from the PPG signal. It has
been analyzed through the hyperparameter optimization that
Gaussian Process Regression (GPR) with Fit a GPR model
feature extraction algorithm results in improved performance
when compared to other combinations [15].

C. NON-CONTACT
Over recent developments of COVID-19, breathing rate
detection andmonitoring have becomemore essential leading
to more research in respiration rate monitoring [16], [17].
In [18], the authors have focused on the drawbacks of
contact-based systems and presented a contactless approach
to measure the breathing rate using a video to analyze
the signals. The face detection algorithm is used to focus
on the chest region and then peak-to-peak measurement is
used to calculate the breathing rate from the signal giving
an accuracy of about 84.66%. In [19], a software-defined
radio (SDR) based platform has been proposed for analyzing
breathing, handmovement, and coughing using the variations
in the OFDM subcarriers. This platform used zero-cross
detection to detect the normal breathing rate of 20 BPM,
peak detection to detect the slow breathing rate of 10 BPM,
and Fourier transformation to detect the fast breathing rate
of 28 BPM. Feature extraction has been used in [20] to
assess the energy distribution of the signal which belongs to
three breathing state classes along with nonlinear time series
feature extraction on the reflected signal to the process and
obtain an accuracy of nearly 97%. In [21], a single-channel
continuous wave radar with confidence intervals has been
incorporated to provide a valid breathing rate estimation.
Retrieval of Doppler frequency in the range of breathing
rate and averaging the dominating Doppler frequencies
throughout time was used to estimate the breathing rate
with the use of mathematical modeling and simulations.
To avoid the problem of noise interference, the bootstrap
method is used which results in 95% confidence interval
for breathing rate estimation [21]. In [22], a video-based
respiration and activity monitoring system has been proposed
to monitor a primary subject during its sleeping time. In the
proposed system, a video camera and intelligent algorithms
have been utilized to monitor the activity level and extract
the breathing signal [22]. Initially, these breathing signals
passed through three main processing phases which are
the reading and plotting phase, the feature extraction phase
using Gammatore Frequency Cepstral Coefficients (GFCC),
and the classifying phase using Gaussian Mixture Model
(GMM). Then, the classification results can be used to
give an alert to the E-Health system. In [23], TR-BREATH
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has been introduced, a contact-free breathing monitoring
system using time reversal (TR). The authors have exploited
the channel state information from Wi-Fi signals to monitor
the breathing rate of either a single person or multiple persons
present either in LoS or NLoS. Further, the Root-MUSIC
algorithm has been utilized to extract the features from TR
resonating strength (TRRS) projected with CSI. Through
experiments, the authors have shown to achieve an accuracy
of 99% for single person NLoS scenario and a mean
accuracy of 98.65% for a dozen people in the LoS
scenario.

Focusing on the limitations of contact-based methods
and stating them as uncomfortable, the authors in [24]
have proposed a camera-based approach to monitoring the
respiration rate by analyzing the facial videos to track
the source. In that work, CEEMDAN scheme has been
utilized for signal decomposition to extract the Intrinsic
Mode Functions which are then processed using ML.
It has been demonstrated through results that an RMSE
of 2.30 BPM is obtained with the proposed method.
A vector network analyzer-based continuous wave radar
system has been proposed in [25] for contactless monitoring
of the breathing rate. Thereafter, different feature extraction
methods and machine learning models are investigated on the
collected radar sensor data.Moreover, time-frequency feature
extraction methods such as short-term Fourier transform and
continuous wavelet transform have been implemented. The
proposed system in [25] has investigated 31 people with
low/normal/high breathing rates. In [26], the authors have
analyzed the speech breathing rate obtained from the speech
recordings for the early detection of the disease and emotions.
Further, the Cepstogram matrix is used as the feature matrix
of speech frames corresponding to breath or non-breath.
Finally, the Support Vector Machine with a Radial kernel
is used as the classifier for classifying the breath and non-
breathing signals. The model yields an F1 score of 89% and
a root mean square error (RMSE) of 4.5 breaths per minute.

Most of the works presented in the literature are complex
sensing systems but CNN reduces the complexity and trains
on fewer parameters giving equal or higher accuracy as
mentioned ahead. Further, convolutional neural network
(CNN) has been utilized in many applications such as coal
mining face point cloud segmentation [27], public manage-
ment [28], Electrocardiogram (ECG) signal processing [29],
etc. Motivated by the above discussion, in this paper, a deep
convolutional neural network is proposed that works on a
Piezoresistive sensor dataset that contains the breathing rate
signals. Using breathing rate signals as images and feeding
them to a lightweight convolutional neural network over
the Piezoresistive sensor dataset is a new attempt in the
field of vital signs detection with high overall classification
accuracy. The following are the major contributions of this
work:

• Time-frequency analysis using a continuous wavelet
transform is performed on the raw voltage signals from
a Piezoresistive chest sensor.

FIGURE 1. Voltage Divider circuit to obtain voltage values from the
Piezoresistive sensor.

• A deep convolutional neural network is proposed, along
with appropriate data split, for accurate classification of
breathing rate into six different classes.

• The proposed model is then evaluated in terms of
size, validation accuracy over 5 folds, training accuracy,
and the total number of parameters (trainable and
nontrainable parameters).

• The proposed model is also deployed in edge computing
devices such as Raspberry Pi, AGX Xavier, Nvidia
Jetson Nano, and Intel Core Processor IBRS.

• Finally, when deployed on each edge computing device,
the proposed method is compared to existing methods in
terms of inference time.

The rest of the paper is organized as follows. Sec-
tion II provides the dataset details and pre-processing, the
architecture of the convolutional neural network, and other
benchmark models considered in this work. Section IV
presents the comparison results of the proposed model with
the benchmark models in terms of accuracy and inference
time. Finally, the conclusion and possible future works are
discussed in Section V.

II. DATASET DETAILS AND PRE-PROCESSING
We consider the publicly available Piezoresistive dataset [30]
for the classification of breathing rate. The proposed method
of classification consists of data pre-processing and training
using the CNNModel. The pre-processing involves balancing
the data, arranging the data into data frames, and later feeding
it in a CWT function to obtain frequency time plots for
better results. Later, the proposed CNN model is described
layer-wise. Finally, the architecture of benchmark models is
described.

A. PIEZORESISTIVE BREATHING SENSOR DATASET
The Piezoresistive sensor used in [30] (Flexiforce) gives
an output resistance that varies based on the force applied
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FIGURE 2. Raw signals from Piezoresistive sensor corresponding to class (a) 10 BPM, (b) 12.5 BPM, (c) 15 BPM, (d) 17.5 BPM, (e) 20 BPM, and
(f) 22.5 BPM.

across it. The applied force is obtained as

Force (g) =
0.827

√
399.88
R(k�)

(1)

where R is the resistance with a range from 2K� to
10K�. In (1), the values are obtained by observing the
resistance-force curve provided by the manufacturer which
provides the relation between the resistance drop and the
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FIGURE 3. The CWT output image corresponding to class (a) 10 BPM, (b) 12.5 BPM, (c) 15 BPM, (d) 17.5 BPM, (e) 20 BPM, and (f) 22.5 BPM.

force applied [30]. This obtained resistance gives a voltage
drop which contributes to a voltage divider circuit as shown

in Fig. 1 to obtain a voltage output at Analog to Digital
Converter (ADC).
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TABLE 1. Dataset details.

The dataset obtained from the sensor [30] consists of
data from 21 people who wore the developed piezoresistive
wearable around their chest using a strap. The subjects
which are chosen have physical variations i.e., different
ages, weights, and chest diameters. Further, 16 subjects were
perfectly healthy and the rest had respiratory problems like
asthma. The dataset comprises 6 different classes based on
the breathing rate values 10, 12.5, 15, 17.5, 20, and 22.5 BPM
as shown in Fig. 2. These BPM values are captured by asking
these subjects to breathe over a minute and with a total of
30 minutes per subject for dataset collection in five different
metabolic conditions such as sitting, standing, walking,
standing and moving, and standing and walking. Moreover,
a gap of one minute is given between two readings. The
dataset comprises of 21 folders corresponding to 21 subjects
with 30 files (6 BPM for five different conditions) of voltage
values obtained across ADC, making a total of 630 files for
the dataset.

B. DATA PRE-PROCESSING
1) DATA BALANCING
Each case within the dataset has different data points. To feed
the dataset to the CNN model, the data need to be uniform
hence data need to be balanced using pandas data frame.
The data point in each case is approximately in the range
of 3040-3500 causing variability, and variable row vectors
cannot be fit into the CWT function and transformed. Hence,
the introduction of constant row sizes is essential. The lowest
data point range is obtained as 3042 data points and the

remaining data is removed to avoid any edge case such as
‘infinity’ or ‘NaN’ which can further cause the loss function
of the CNN model to show incorrect or faulty values. The
data which is separated as text files and classified into various
cases are assembled into tables with its 6 classes using pandas
data frame.

2) CONTINUOUS WAVELET TRANSFORM
For applications in which the signal is extremely transient
and changes its form a lot in a short period of time,
wavelet transformations are more appropriate. In this type
of transformation, a wavelet (a small part of the signal)
slides across the entire signal by varying the amplitude and
frequency of the wavelet. Finally, at each time step the
wavelet and signal are then multiplied [31], [32]. The change
in wavelet is obtained by varying the wavelet scale whose
coefficient is the product of the multiplication of wavelet and
signal. Due to this algorithm, wavelet transforms can extract
local and temporal information together and also provide a
range of wavelets to choose from to slide over.

The use of CWT and image input in the convolutional
neural network is necessary as image signals give information
about the signal at any time as the data frame becomes
continuous instead of inputting raw discrete data points.
Secondly, CWT converts the signal images to the frequency
domain, which is ideal for this paper as signal transformation
does not change the nature of the signal in the frequency
domain but gets changed in the time domain, which will
result in misclassification by the CNN. The CWT operation
is computationally not heavy as it took nearly 7 minutes to
convert 720 images into CWT transformed images on an
Intel i7 10th generation processor and also reduces the size
of the image due to data compression.

Figs. 2a, 2b, 2c, 2d, 2e, and 2f show the raw voltage signals
corresponding to 10 BPM, 12.5 BPM, 15 BPM, 17.5 BPM,
20 BPM, and 22.5 BPM, respectively. Figs. 3a, 3b, 3c, 3d, 3e,
and 3f show the CWT output corresponding to 10 BPM,
12.5 BPM, 15 BPM, 17.5 BPM, 20 BPM, and 22.5 BPM,
respectively. The transformed image is obtained by passing
the data points through the CWT function in MATLAB along
with the variable ‘t’ as an argument. Variable ‘t’ was in
the range of 0 to 60.84 s. The dataset is sampled at 50 Hz
frequency with 3042 data points in each vector (filtered out).
This will result in a time of 3042/50 = 60.84 s per signal.

III. DEEP CONVOLUTIONAL NEURAL NETWORK
The CNN model works accurately with the signal images.
The model is self-sufficient in doing feature extraction and
learns on its own. This is quite flexible and has the ability to
extract features from raw data without any human supervision
eliminating the traditional image processing techniques [33].

A deep convolutional neural network takes input as an
image and assigns weights to each feature in the image. Based
on the weighted difference, features can be distinguished
from one another. With the use of filters in the network
spatial, and temporal features can be extracted. CNN
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FIGURE 4. The architecture of the proposed CNN model.

TABLE 2. Summary of the number of parameters in each layer and its output shape for the proposed model.

architecture fits the image dataset as it reduces the parameters
involved and reuses the weights.

Fig. 4 shows the architecture of the proposed 2D CNN
model which is lightweight and consists of convolution
layers followed by pooling layers with the ReLu activation
function. These layers perform 3 × 3 convolutions and are
later connected to the output layer via dropout and dense
layers. The first layer is the input layer taking the input images
of dimension 128×128×3 followed by the convolution layer
of filter size 3× 3 and the batch normalization layer is added
to stabilize the learning process as the inputs of the layer are
normalized. The fourth layer is again the max pooling layer
with size 2 × 2 and the fifth layer is the dropout layer with a

dropout of 0.2 followed by the ReLu activation function and
flatten layer. The next layers are a sequence of dense layers
(ReLU activation) in combination with appropriate dropout
layers to classify the image accurately. Finally, the output
layer is used which consists of a dense layer with Softmax
activation as it helps in proper identification in multi-class
scenarios. The number of parameters and output shape of
each layer is tabulated in Table 2.

1) CONVOLUTIONAL LAYER
The convolutional layer involves extracting the useful
features from the image with the help of a kernel (a small
matrix) passing over the image which transforms based on
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the type of filter over it. Our model has two convolutional
layers with a filter size of 3 × 3 [33].

2) BATCH NORMALIZATION LAYER
This layer acts as an input pre-processing layer before
training the data over a neural network. Usually, intermediate
layers result in a problem called the internal covariant
shift. This will slow down the process as each layer learns
to adapt after every epoch. In order to avoid such a
problem, we normalize every layer reducing sensitivity and
accelerating the training [34].

3) MAX POOLING LAYER
Max pooling is the type of pooling in which the maximum
pixel value is returned by the kernel which rolls over the
image. We chose max pooling because of its ability to
suppress noise. Hence, three such layers are employed in the
architecture. It can de-noise and also reduce the dimension
altogether unlike average pooling which just reduces the
dimension in order to suppress the noise [35].

4) DROPOUT LAYER
Training of bigger networks is difficult as they result in
overfitting in most cases. But the dropout layer is used to
work against this problem by putting a fraction ofweights into
training instead of all weights being put in a training step [36].
Seven dropout layers are used in our model till the correct
classification of breathing rate.

5) RELU ACTIVATION LAYER
Activation functions are used to transform the input into
neurons. It decreases the non-linear variables in the network
to develop a clear relationship between the input and output
of the network.

6) FLATTEN LAYER
This layer ensures the conversion of the input data in the layer
to a 1-D array referred to as ‘flattening’ into a single feature
vector. This layer connects to the dense layer (fully connected
layer). The pixel data is put in one line and fed to a layer that
fully connects to the final level [37].

7) DENSE LAYER
This layer ensures the connection between every neuron in
the network [38]. It is always used at the end of the network
for the classification. Every neuron of the previous layer is
connected to every neuron of the dense layer. If the preceding
layer gives the output asM×N matrix, the number of neurons
in the dense layers should sum up to N. Five dense layers are
added to our model architecture to classify the breathing rate
with higher accuracy.

A. TRAINING OF CNN
The model training involves a batch size of 16 and is
optimized using Adam (works well with sparse or noisy

FIGURE 5. The training and validation accuracy of the proposed deep
CNN model.

FIGURE 6. The training and validation loss of the proposed deep CNN
model.

gradients and is adaptive) with a learning rate of 0.00001 and
‘sparse-categorical cross entropy’ over the Google Compute
Engine Backend. As we have multiple classes (i.e., 6)
sparse categorical cross entropy works and suits the
best.

Among the available datasets, training, and testing were
split by using the k-fold cross-validation method which is
described as follows.

1) K-FOLD CROSS VALIDATION
When the data sample is limited then a cross-validation
procedure is used to re-sample the available dataset and
help the machine learning models to train themselves. The
validation method has a parameter k which defines the
number of data split groups or folds and also the number of
ways the data is split into train and test samples [39]. The
cross-validation method is employed to estimate how good
the model is on unseen data. We have used the value of k
as 5 based on trial and error to find the best accuracy and
least overfit for that particular value.
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TABLE 3. Variation of validation accuracy and number of parameters for all the models considered in this paper.

FIGURE 7. Confusion matrix of the proposed deep CNN model.

B. BENCHMARK MODELS
We compare the proposed CNN model with several bench-
mark models described below.

1) DENSENET
Dense Convolutional Network (DenseNet) [40], unlike con-
volutional networks, connects every layer to every other layer
in the network by feed forwarding. DenseNets has worked
on various problems presented by other benchmark models
and has improved vanishing gradient problems, introduced
feature reuse, and reduced the number of parameters. The
model is pre-trained on Imagenet and its variants such as
DenseNet201 are used in the paper for comparative study and
analysis. DenseNet201 was modified with the addition of a
global average pooling layer, two batch normalization layers,
two dropouts, and three dense layers in this work. Further, its
last 100 layers were kept as trainable layers and the rest were
frozen to obtain trainable parameters in alignment with the
number of trainable parameters of our model.

2) MOBILENETV2
MobileNetV2 is a type of convolutional neural network
that has connections between the bottleneck layers and
uses deep convolutions as filters for feature extraction. The
architecture consists of a fully connected convolutional layer
with 32 filters and 19 bottleneck layers [41].

3) RESNET
Residual networks or ResNet is an optimized model
architecture that trains itself by learning on residual lay-
ers instead of non-residual ones also known as residual
mapping. The residual blocks are stacked over each other
depending on the number of layers stacked, and a variant
of the ResNet is formed. For example, ResNet-50 has
50 such layers. This paper uses ResNet50, ResNet101,
ResNet101V2, ResNet152, and ResNet152V2 for com-
parative study and analysis [42]. Resnet101, ResNet50,
Resnet152, Resnet101V2, and Resnet152V2 are modified
by adding one global average pooling layer, two batch
normalization layers, two dropouts, and a dense layer while
keeping its last 15 layers as trainable and 30 for ResNet50.

4) VGG19
VGG [43] is a 3 × 3 filter convolutional neural network
architecture that is introduced to increase the depth of the
existing neural network. The architecture is the same as
the CNN except it uses a pooling and fully connected
layer in addition. The VGG19 variant of the VGG model,
pre-trained on the Imagenet dataset, is considered in this
work. VGG19’s last 50 layers are set as trainable and
the rest of the architecture is frozen for a comparable
parameter and accuracy study with the proposed model.
It is modified by adding one global average pooling layer,
two batch normalization layers, two dropouts, and a dense
layer.

5) EFFICIENTNET
EfficientNet [44] is another convolutional neural network
architecture that uses a fixed compound coefficient to
scale all the dimensions of width, depth, and resolution
uniformly. When the input image size increases the network
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needs more depth, channels, and receptive fields to work
on the bigger image which can be achieved by scaling
them all together. In this work, we consider Efficient-
NetB0V2, EfficientNetB1V2, and EfficientNetB2V2 models
pre-trained on the ImageNet dataset. All three models
used in the paper were modified by adding one global
average pooling layer, two batch normalization layers, two
dropouts, and a dense layer while keeping its last 100 layers
trainable.

IV. RESULTS AND DISCUSSION
The proposed deep convolutional neural network is trained on
a publicly available dataset of the breathing rate of six classes
in terms of 10, 12.5, 15, 17.5, 20, and 22.5 BPM. Figs. 5 and 6
show the validation accuracy and loss with increasing epochs
(maximum 100). It is observed from Fig. 5 that the validation
accuracy increases fast with respect to training accuracy and
both settle down near 70 epochs. The validation reaches a
maximum 97% and training reaches 96% over 100 epochs.
From Fig 6, it is observed that loss is exponentially smooth
and stabilizes after nearly 70 epochs, reaching a minimum
value of around 0.2 over the 100th epoch.

Fig. 7 shows the confusion matrix of the proposed CNN
model. From Fig. 7, it is observed that the proposed
model classifies the 10 and 22.5 BPM with 98% accuracy,
12.5 with 97.14% accuracy, 15 with 96.19% accuracy,
17.5 with 95.23% accuracy and the least accuracy of 93.34%
in 20 BPM. The confusion matrix highlights how accurate
and efficient the proposed model is in classifying the
breathing rate even with a small dataset, reaching an accuracy
of 98%.

We also trained some of the pre-trained models such
as ResNet, DenseNet, MoblieNet, VGG, and EfficientNet
with the considered dataset. The proposed model achieves
training and test accuracy in the range of 96%-98% and
92% to 98%, respectively. Table 3 shows the comparison
of the proposed model with the considered pre-trained
models in terms of accuracy, parameters, and size of the
dataset. Further, the proposed model achieves an average
validation accuracy of 96.4% whereas the pre-trained models
achieve validation accuracy in the range of 31.75% and
84.13%. It can be observed from Table 3 that the proposed
model is the most lightweight in terms of the number
of parameters (nearly three million) and gives the highest
accuracy compared to all the other models over the five
folds.

Table 4 presents the inference time of all the models over
six different hardware such as Raspberry Pi 4, Colab GPU
and TPU, Intel IBRS, Nvidia Jetson Nano, and Nvidia AGX
Xavier. Inference time defines the time taken by the proposed
model to process the given input image and classify it when
run on an edge computing device. It also defines the latency
of the network, which is an important aspect to deal with
when the model is used in real-time. The inference time
is calculated using tf.lite.Interpreter() function by importing
the time library. The time library computed the difference

FIGURE 8. Edge computing devices used to calculate inference times for
model performance. In Figure a) Nvidia Jetson Nano (top left),
b) Raspberry Pi4 (bottom left), and c) Nvidia AGX Xavier (top right).

FIGURE 9. The training and validation accuracy of the proposed deep
CNN model by holding the individual people out.

between the start and stop time of the model classification
by using 300 randomly generated samples. Fig.8 shows the
hardware modules corresponding to Raspberry Pi 4, Nvidia
Jetson Nano, and Nvidia AGX Xavier. It is observed from
Table 4 that the inference time of our model is much less
compared to other models. The lowest inference time is on
Intel IBRS of about 9.01 ms obtained by our model with
the highest being 47.42 ms over Raspberry Pi4. Closest to
our model, ResNet101V2 results in an inference time of
around 11 ms but has its highest at 152 ms on Raspberry
Pi 4. The highest inference time recorded is by VGG19
with 1722 ms on Jetson Nano which is over 78 times
more than the inference time of our model over Jetson
Nano. This clearly states that the proposed model is fast
on the Piezoresistive dataset compared to other benchmark
models.
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TABLE 4. Inference time for all the models considered in this paper.

FIGURE 10. The training and validation loss of the proposed deep CNN
model by holding the individual people out.

TABLE 5. Comparing Precision (P), Recall (R), and F1 scores for all models
over the dataset.

Table 5 shows the Precision, Recall, and F1 scores of all the
models considered in this paper. It is observed from Table 5
that the proposed CNN model has the highest precision,
recall, and F1 score indicating higher accuracy over the
dataset.

FIGURE 11. Confusion matrix of the proposed deep CNN model by
holding the individual people out.

A. CROSS-VALIDATION RESULTS BY HOLDING THE
INDIVIDUAL PEOPLE OUT OF THE CROSS-VALIDATION
FOLDS
In this section, we trained the CNN model with 20 people’s
data and a single person’s data kept for testing. Fig. 9
shows the variation of training and validation accuracy
and Fig. 10 shows the variation of training and validation
loss. It is observed from Fig. 9 that training and validation
accuracy increase exponentially with the epoch and achieve a
maximum accuracy of 96.67%. Further, it is observed that
the training and validation loss is decaying exponentially.
Fig. 11 shows the confusion matrix of the proposed model.
It is observed from Fig. 11 that the proposed model correctly
classifies all images corresponding to 10 and 22.5 BPM.
However, it classifies 104 out of 105 images correctly
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TABLE 6. Comparison of the proposed method with state-of-the-art.

corresponding to 12.5, 15, 17.5, and 20 BPM classes. Further,
an image corresponding to 12.5, 15, 17.5, and 20 BPM are
classified as 15, 17.5, 20, and 17.5 BPM, respectively.

V. CONCLUSION
In this paper, a lightweight convolutional neural network
(CNN) model for breathing rate classification has been
proposed using a publicly available dataset captured by a
Piezoresistive sensor. The data has been pre-processed by
arranging and balancing it so that it can be processed with the
continuous wavelet transform. These CWT images were fed
into a lightweight CNN model, which efficiently classified
breathing rate into six classes based on breaths per minute.
When compared to other pre-trained models, extensive
results show that the proposed CNN model has achieved
the highest accuracy with the smallest model size. When
compared to other pre-trained models, it has also resulted
in less inference time when run on all edge computing
devices. The proposed model’s accuracy has demonstrated
its success in estimating breathing rate classification from
a contact-based Piezoresistive sensor, and it can thus be
integrated in conjunction with other sensors to obtain other
vital signs. The major limitations of using a Piezoresistive
Sensor are noise introduction due to any movement of
the sensor, improper contact with the skin, temperature
sensitivity, higher power consumption, and limited frequency
range. In the future, we plan to integrate more than one
sensor, such as a piezoresistive and an accelerometer to
collect the data for high reliability. We also plan to look
into the model that can process the multi-modal sensor data.

In addition, we plan to collect a multi-sensor dataset of
respiration rates for different tasks, performed by the person,
and then propose a methodology to classify the tasks in
addition to breathing rates.
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