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ABSTRACT The Internet provides a platform for sharing services, and web service brokers help users to
choose the suitable service among similar services based on ranking. The quality of service is important in
evaluating the services the user needs. However, finding a quality-based data label in many fields can be
time-consuming and difficult. Thus, machine learning is required to classify and choose the best service in
this field. The selection process is done through analysis and recommendations by the system. This article
introduces the SSL-WSC algorithm, which classifies unlabeled data through semi-supervised self-training
learning using a small amount of labeled data. This algorithm labels the data using a two-step method of
calculating a score for each service and dynamic thresholding. The quality features of web services obtained
from the QWS dataset were used to evaluate the performance of the proposed algorithm. The experimental
results in different scenarios showed that using proposed semi-supervised learning algorithms to create
classification models led to better results, so it improved the F1-score, accuracy, and precision, on average,
by 11.26%, 9.43% and 9.53%, respectively, as compared to the supervised method.

INDEX TERMS Classification, machine learning, quality, semi-supervised learning, web services.

I. INTRODUCTION
Web services are software systems designed for electronic
supply and demand through machine-to-machine interaction
on a network [1], [2]. These systems have a machine-readable
interface definition called Web Services Description Lan-
guage (WSDL) and use protocols such as Simple Object
Access Protocol (SOAP) to transmit messages [3]. Web
services follow Service-Oriented Architecture (SOA) and
adhere to its standards [4]. SOA is an approach to producing
distributed systems that provide software functions through
services [5]. These services can be used to build new services
or called by other software.

Service brokers provide an interface between service
providers and clients, allowing users to compare and select
different types of services (Figure 1) [6]. The brokers are
responsible for three tasks: ranking, selecting, and composing
services. A ranking system calculates the relative value of
different services based on the quality of service required by
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the client and the characteristics of the existing services. After
comparing with other services, it offers the most appropriate
service to the user. Due to the increasing number of ser-
vice providers, web services with similar functions have also
increased. The only difference between these similar web ser-
vices is their performance quality. The service quality of web
services includes a series of non-operational features such
as execution cost and time, availability, execution success
rate, security, etc [7], [8]. Therefore, selecting a service that
can meet clients’ quality standards from a range of services
has become a crucial challenge [9], [10]. Each web service
is designed to perform a specific task, and a user’s work-
flow may consist of multiple tasks. For each task, providers
have a set of candidate services with varying levels of ser-
vice quality. Hence, choosing the suitable web service for
each workflow task is essential to ensure maximum service
quality [11]. Nowadays, the most popular web services are
related to the following topics: Generative artificial intelli-
gence, Social media, E-commerce, Video Streaming, News,
Messaging, Metaverse and Gaming, Financial Services, and
Cryptocurrency Services.
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Getting accurate information about services involves gath-
ering data from multiple service providers. Nowadays, data
mining technology is used to analyze this data. There are
different approaches and methods for data mining, each
appropriate for a specific application that can extract cer-
tain types of knowledge. One such method is classification,
which involves finding the general pattern of existing data
and predicting the new data class using that pattern. Data
classification is used in various fields, including data analysis,
data mining, statistical inference, and machine learning [12].

FIGURE 1. Web service architecture.

Machine learning and data mining tools make learning
from data and discovering its hidden structure possible
[13], [14]. To choose the best service, an automated system
that applies machine learning and data mining is essential
for system analysis and suggestion [15]. Three types of
machine learning methods include supervised, unsupervised,
and semi-supervised [16]. Labeled data is used to train the
algorithm in supervised learning, where the machine learns
a function from input to output [17]. However, obtaining
data labels can be a time-consuming and challenging task
in many fields. In unsupervised learning, data is unlabeled
and referred to as raw data [18]. This type of learning aims
to group related data into classes. While real learning often
doesn’t occur, this method provides the user with awareness
of the data’s status.

A new approach to learning called semi-supervised learn-
ing has been proposed due to the limitations of previous
methods. It involves using a small amount of labeled data
and a large amount of unlabeled data to create a classifi-
cation model [19]. Semi-supervised learning combines the
conceptual information contained in unlabeled data with the
explicit information of labeled data to improve the effi-
ciency and performance of the classifier. The benefits of
semi-supervised learning in the context of quality-based web
service classifications are manifold. It allows for more effi-
cient use of resources by reducing the need for extensive
manual labeling. Additionally, it can enhance the accuracy
and robustness of models by incorporating a broader range

of information from the unlabeled data. There are vari-
ous approaches to semi-supervised learning, including self-
training, co-training, Ensemble-Co-Training, Tri-training,
generative models, Co-Forest, Graph-based, Transductive
Support Vector Machine (TSVM), Semi-Supervised SVM
(S3VM), and Margin-based Approaches like MSAB and
MSSBoost [20], [21], [22]. Semi-supervised learning holds
immense potential in the realm of quality-based web service
classification. It can help improve the accuracy and efficiency
of classification and assessment tasks while reducing the
need for extensivemanual labeling. Semi-supervised learning
algorithms can extract valuable patterns and insights by lever-
aging labeled and unlabeled data, improving classification
and assessment models. This approach enhances the scalabil-
ity and adaptability of the process. It has twomain advantages
over other learning techniques: 1) It is not necessary to know
the label of all datasets beforehand, unlike supervised learn-
ing., and 2) It has higher accuracy than unsupervised learning.

This paper introduces a novel method for quality-based
web service classification using self-learning. The primary
problem with self-training is that even though a subset of
data is selected with high precision for each iteration, some
of these selections may be incorrectly labeled in reality.
Thesemistakes are dispersed throughout the learning process,
thereby decreasing the accuracy of the underlying classifier.
Thus, the main objective of this paper is to establish an alter-
native selection criterion that can aid in the proper selection of
these subsets and enhance the classification accuracy. In this
paper, we use the QWS dataset to evaluate the performance of
the proposed algorithm [23], [24]. The results of experiments
under different scenarios indicate that the proposed algorithm
outperforms supervised algorithms in terms of various eval-
uation criteria such as accuracy, precision, and F1-Score.
Additionally, the proposed algorithm includes better results
than the supervised method regarding standard deviation val-
ues. The main contributions of this paper are summarized as
follows:

• Developing SSL-WSC, a semi-supervised learning
algorithm that builds a self-training model for the clas-
sification of quality-based web services

• Creating a balance between user requests and desirable
services for them

• Providing a way to calculate the score for each data point
in multi-class datasets

• Proposing a two-step method (based on distance and as
well as dynamic threshold-based probability estimation)
to select a subset of unlabeled data to add to the labeled
dataset

• Reducing human resources costs for labeling web
services

• Increasing the accuracy of web services classification
• Providing ideas for future works to improve the classifi-
cation of web services

The remainder sections of this paper are organized as
follows: Section II reviews the related literature, Section III
presents the proposed method, Sections IV and V provide
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details on the experiments and results, and finally, Section VI
includes the conclusion and suggestions for future works.

II. RELATED WORKS
Service providers store their web services using UDDI (Uni-
versal Description, Discovery, and Integration) [25]. UDDI is
a platform-independent, XML-based registry for businesses
to list their web services. It allows service providers to
publish information about their services and for consumers
to discover and utilize them. Service applicants can search
for the services they need on UDDI using only the key-
words provided by the service providers. Currently, UDDI
requires service providers to register their services in relevant
categories, and requesters must search for the appropriate
category and related services () [26]. Web services can be
classified manually or automatically, but manual classifi-
cation methods are ineffective due to their large size and
functional diversity. Considerable research has been con-
ducted on automated classification techniques using machine
learning algorithms of supervised and unsupervised types
to address this issue [27], [28], [29], [30], [31]. However,
in previous research, the semi-supervised learning method
has not been effectively used to classify web services.

Various unsupervised machine learning approaches have
been used in web service classifying in different ways. These
include fuzzy c-means, expectation-maximization clustering,
quality threshold clustering, k-means, kernel k-mean cluster-
ing, and density-based clustering [32].
Liu and Wong [33] utilized text-mining techniques to

create a representative feature vector for a set of services,
which were then classified based on similarity computed
using a Grand Similarity criterion. Similarly, Kamath et al.
[28] proposed a crawler-based system for gathering descrip-
tions of services and automatically generating labels for each
service using similarity analysis techniques. They used these
labels and pair-wise service similarity values for hierarchical
clustering of services, time optimization, and precision of
service discovery. By combining machine learning and text
mining methods, Crasso et al. [34] could automate the clas-
sification of services based on their semantic descriptions.
Katakis et al. [35] extended the feature vector by combin-
ing the interface details and semantic labeling of OWL-S
service advertisements and then classified it using the Näive
Bayes classifier. Wang et al. [36] implemented a hierarchical
classification approach that closely resembled the UNSPSC
(United Nations Standard Products and Services Code) clas-
sification. This approach automatically categorizes services
based on domain-specific conditions. The team utilized sup-
port vector machines to classify the documents, using the
UNSPSC classification as a multilevel tree. Each non-leaf
node, or parent class, corresponded to a sub-classification
system. A K-Means algorithm was proposed by Xing et al.
[37] to cluster document-based services with correspond-
ing labels of the Mashup service, based on the similarity
of the Mashup service. Li et al. [29] developed a graph

convolutional neural network using residual learning and an
attention mechanism that assigned varying weights to the
graph nodes independent of the entire graph structure. The
residual learning technique enhanced the depth of the net-
work and prevented gradient explosion while acquiring more
features.

Supervised algorithms label every web service based on
existing classes using training data. These algorithms analyze
the training data and create an inferential function to clas-
sify new data. Researchers have widely used automated web
service classification within predetermined categories. Vari-
ous machine learning methods, such as Bayesian classifier,
decision tree, K-Nearest Neighbor (KNN), support vector
machines (SVM), neural networks, latent semantic analysis,
genetic algorithms, and more, have been examined to classify
web services.

Crasso et al. [38] introduced an Automated Web Service
Classification(AWSC) framework that utilized text mining
and machine learning techniques to improve the precision
of web service classification. To achieve this goal, they
examined the relationship between web service categories
and standard descriptions. On the other hand, Shafiq et al.
[39] proposed a combination of semantics and machine
learning to improve the web service discovery process.
They used non-functional properties of web services as
lightweight semantics and the Bayesian classification tech-
nique for dynamic classification. Sharma et al. [30] suggested
a hybrid approach incorporating machine learning, data min-
ing, statistical techniques, logical reasoning, and semantic
relationship measurement to classify web services auto-
matically. This approach improved classification accuracy
by merging semantic information into service profiles and
transforming web service profiles into semantically enriched
vectors. The proposed approach benefited registry adminis-
trators and was used to register and receive better services.

Support vector machines (SVM) and the k-nearest Neigh-
bor (KNN) classifiers were used to evaluate their approach.
Chipa et al. [27] explored the applications of supervised
machine learning methods such as K-Nearest Neighbors,
Support VectorMachine, Decision Trees, andGaussian Naive
Bayes for web service classification. In [31], Vijay et al.
presented a new approach with K-Means and improved fuzzy
with KNN for automatic query characterization to classify
web services. El-Sayyad et al. [1] introduced a new clas-
sification algorithm that utilized domain ontology and a
semantic similarity-based classifier. This classifier used a
dimensionality reduction method to improve performance
by removing undifferentiated information. Ye et al. [4] used
word embedding to represent words as numerical vectors in
their research. They then employed RNN-based or CNN-
based neural networks to extract implicit features to classify
services. However, these methods often relied on functional
description documents, which might lead to data scarcity
issues if the documents were insufficient. If the descriptive
documents are insufficient, these techniques may not be able
to achieve the desired results. In contrast, Sheng et al. [40]
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TABLE 1. A comparison of the works done on the classification of web services based on machine learning.

proposed a reinforcement learning approach for classifying
information based on the type of web services that are avail-
able on the Internet. This technique can filter out extraneous
data and extract the necessary information to accurately
classify the desired web services. In [41], Moreno-Vallejo
et al. used artificial neural networks to detect and classify
fake news, techniques used due to their learning capabilities.
The problem of early summarization was introduced by Xie
et al. [42], and they proposed a method for categorizing
web services that fuse heterogeneous information networks
and generative adversarial networks(SCGAN) to address this
problem. In Table 1, An evaluation of web services classifi-
cation by using machine learning is presented.

III. SEMI-SUPERVISED SELF-TRAINING ALGORITHM
As the proposed algorithm is a new semi-supervised self-
training algorithm, semi-supervised learning is explained
briefly in this section. In semi-supervised machine learning,
there are two data points: a small set of labeled data and a
more extensive set of unlabeled data. The labeled dataset,
Xl = {x1, x2, . . . , xl}, contains a known number of data
points with corresponding labels, Yl = {y1, y2, . . . , yk }
(k < l). The unlabeled dataset Xu = {xl+1, xl+2, . . . , xl+u}
contains a more significant number of data points without
corresponding labels. The labeled and unlabeled data are
randomly selected from the same distribution [22]. This study
uses the QWS dataset with |Xl | = nl ≪ |Xu| = nu.
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FIGURE 2. An overview of semi-supervised self-training algorithm.

A self-training algorithm is a process that involves using a
base classifier, such as a decision tree, to predict and label
unlabeled samples [22], [43]. It begins with training on a
small set of labeled samples, called a basic training set. The
classifier then predicts labeling the unlabeled samples with a
degree of confidence (prediction step). From this set, a sub-
set of samples with high-confidence predictions, called S,
is selected and added to the set Xl(Xl = Xl∪S) to form a new
dataset (selection step). The classifier is then retrained with
this new dataset (retraining step). Typically, S contains several
instances of the set Xu with high-confidence predictions for
their labels. This process is repeated until there is either
no unlabeled data remaining or the maximum number of
iterations has been reached. Figure 2 illustrates the flowchart
of this self-learning algorithm.

IV. THE PROPOSED SSL-WSC ALGORITHM
Semi-supervised self-training is a commonly used method in
machine learning due to its simple structure. However, the
challenge lies in selecting accurate data in each iteration.
In practice, there may be mislabeled selections, which can
spread throughout the learning process and lower the classi-
fier’s accuracy. This paper proposes a new selection criterion
called SSL-WSC to address this issue. This semi-supervised
algorithm aims to classify web services based on their quality,
ultimately improving the accuracy.

This algorithm proposes a semi-supervised self-training
algorithm with improvements for classifying web services.
The SSL-WSC algorithm differs from the standard algorithm
in choosing the S subset. In the standard self-training
algorithm (Figure 2), the classifier becomes overfitting due to
the small number of members in the initialXTrain dataset. This
issue can cause the probabilities to be very close, with only
slight differences. Therefore, selection based on the highest
degree of prediction reliability is insufficient and can increase
the error rate in subsequent iterations. To avoid this problem,
the SSL-WSC algorithm introduces a distance-based method
for selecting the set S and the selection based on the highest

degree of confidence. The choice of set S is made in two
phases:

Phase 1 – Selection Based on Distance: The SSL-WSC
algorithm calculates the distance between each instance of the
Xu set and the XTrain instances belonging to each class (sam-
ples with the same label). Four distance values are calculated
for each data point in the QWS dataset with four different
classes: Platinum, Gold, Silver, and Bronze. The distance
calculation algorithms are explained at the end of phase 1.

Afterward, a score is assigned to each sample using several
methods to get better results, and themost appropriatemethod
is selected. The considered methods are explained below:

Method 1: In this method, the sample score is determined
by calculating the sum of the absolute values of the difference
between the two distances for each sample. The top M sam-
ples with the highest scores are selected from the samples.
For the proposed algorithm, M is optionally set to 20% of the
unlabeled data, assuming the selected set is S’. A score of
zero indicates that the values of all distances for each sample
are equal and the probability of each class chosen for that
sample is the same. A lower score implies that the probability
of assigning different classes to that sample is about the same
(Figure 3.a), making it impossible to consider the label of
one of the classes confidently. In contrast, a higher score
means that the similarity of the sample to different classes
is vastly different, making the label assigned to that sample
more certain (Figure 3.c). In Figure 3.a, even though the label
C1 is assigned to sample d1, labels C2, C3, and C4 may
also be assigned. For example, suppose d is an unlabeled
data sample that can take its label from four different classes
(k = 4). Assuming that the distance between data point d
and the four classes (C1, C2, C3, and C4) are 2, 2.5, 6, and
6.5, respectively, the score of data d is calculated using the
following formula:

Score_1(d) = (|2 − 2.5| + |2 − 6| + |2 − 6.5|)+(|2.5 − 2|
+ |2.5 − 6| + |2.5 − 6.5|) + (|6 − 2| + |6
− 2.5| + |6 − 6.5|)+(|6.5 − 2| + |6.5 − 2.5|
+ |6.5 − 6|) = 34 (1)
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FIGURE 3. Distances of three unlabeled data samples, d1, d2, and d3 from data centers C1, C2, C3, and C4.

Method 2: Based on this method, the score of each sample
in the set Xu is calculated by summing up its distances from
the XTrain samples belonging to each class. The number of
M samples is then chosen from the samples with the highest
score. A lower score indicates that the sample’s similarity
to different classes is almost the same, making it difficult
to assign a label to that instance. Conversely, a higher score
means the sample’s similarity to different classes is very
different, resulting in a more reliable label assignment. The
score for data d is calculated based on the conditions outlined
in the first method:

Score2 (d) = 2 + 2.5 + 6 + 6.5 = 17 (2)

Method 3:Thismethod involves calculating the score of each
instance of the set Xu by calculating the smallest distance of
that instance from theXTrain instances belonging to each class.
The number of M samples is then chosen from the samples
with the lower score. A score of zero indicates that the sample
is assigned to a class with perfect confidence, while a lower
score means that the data sample is closer to a specific class,
and its label is more likely to be the label of the class it is
close to (as shown in Figure 3.c). With the conditions stated
in the first method for data d, the score of data d is calculated
as follows:

Score3 (d) = 2 (3)

Method 4: In this method, a combination of the previous
three methods is used to select the best samples for the
set S’. The samples with the highest score from the first and
secondmethods and those with the lowest score from the third
method are considered. To score the samples in the set Xu, the
following equation is used.

Score4 (d)=
Score1 (d)+Score2 (d)

Score3 (d)
=

34 + 17
2

=25.5 (4)

The high score indicates that the values of the first and second
methods are much larger than the third, so the selected label
is correct for the data sample with high confidence.

In Table 2, those mentioned above four scoring methods
are computed and presented for the three data samples d1,
d2, and d3 of Figure 3. It is worth noting that for Score3
lower scores contribute more to selecting the data sample for
set S’, while higher scores play a more important role for
othermethods. As illustrated in Figure 3.a, for the data sample
d1, choosing a label is a complex task, given that the distances
of each data sample from the data centers are almost close
values (i.e., 2, 2.5, 4, and 4.5). Therefore, four labels may
be chosen for this data sample. In contrast, for data sample
d2 (Figure 3.b), it is evident that C1 and C2 labels are more
likely to be chosen than C3 and C4, based on the distances
(i.e., 2, 2.5, 6, and 6.5) from the data centers. However, one
cannot choose between C1 and C2 labels with high certainty.
Finally, sample d3 (Figure 3.c), at distances of 1, 5, 6, and
7 from the data centers, can be assigned the labelC2with high
confidence. Therefore, from the three unlabeled data samples,
d1, d2, and d3, d3 should be selected to be added to the set S’.
The above description is confirmed by comparing the scores
obtained for these three data sets in Table 2. As seen in this
table, data d3 has a higher priority than data d1 and d2 in terms
of all four scoring methods for selection (It has the highest
value for Score1, Score2, and Score4 and the lowest score for
Score3).

Among the known distance functions, Mahalanobis, Man-
hattan, and Minkowski distances were optionally used to
calculate the distance at the proposed algorithm. These
distance measures are commonly used in various fields,
such as machine learning, statistics, and data analysis,
to identify the similarity or difference between two or
more data points. By utilizing these distance functions,
we can accurately determine the distance between data
points and make informed decisions based on the calculated
results.

Assuming two data A = (a1, a2, . . . , ad ) and B =

(b1, b2, . . . bd ). The distances between A and B can be cal-
culated using the following formulas:
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TABLE 2. Comparison of four scoring methods using three unlabeled data samples.

FIGURE 4. Outline of the proposed SSL-WSC algorithm.

The formula gives the Mahalanobis distance between A
and B:

distMahalanobis (A,B) =

√√√√ d∑
i=1

(ai − bi)2

v2i
(5)

where V = (v1, v2, . . . vd ) is the standard deviation of A
and B, and d is their dimension.

The formula gives the Manhattan distance between A
and B:

distManhattan (A,B) =

∑d

i=1
|ai − bi| (6)

where |. | denotes the absolute value.
The following formula defines the Minkowski distance

between A and B in a given n-dimensional space:

distMinkowski (A,B) =
q

√∑d

i=1
|ai − bi|q (7)

So that |ai - bi| represents the absolute difference between the
ith coordinate of A and B. TheMinkowski distance formula is

a generalized version of the distance metric formula, where q
is a positive integer representing the distance degree. If q=1,
Minkowski distance becomes theManhattan distance. If q=2,
the distance is equivalent to the Euclidean distance. Finally,
if q approaches infinity, the Minkowski distance becomes the
Chebyshev distance. We have considered the case where q
equals 2 for our purposes.

Phase 2 - Selection Based on Reliability: Based on the
data selected in phase 1 (set S’), the data whose probability
of belonging to a particular class is greater than or equal to
the threshold is chosen. These data samples are then added
to the XTrain set along with the corresponding class label with
the highest confidence. However, there may be cases where
the maximum probability of belonging a data sample to a
particular class may be lower than the threshold value. If this
occurs for all data, none of the data will be chosen to be
added to the XTrain set. To address this, the threshold value
is dynamically chosen and updated in each iteration of the
algorithm implementation. Thus, the lowest value is the new
threshold between the maximum probability of belonging
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FIGURE 5. Proposed SSL-WSC algorithm.

data samples in set S’ to a particular class and the input
threshold value.

T =min
{
T ,max

{
max

{
pij|j = 1 . . . k

}
|i = 1 . . .M

}}
(8)

In the above equation, pij is the probability of assigning the
ith data of the set S’ to the class j, and M is the number of

members of the set S’. Figure 4 displays the flowchart of the
proposed SSL-WSC algorithm.

In Figure 5, the pseudo-code of the proposed algorithm is
presented.

Based on the information provided, the proposed algorithm
has a complexity of O(t × (M + nu)). The values of nu and
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M are equivalent to the number of members of sets Xu and
S’ respectively, while t refers to the number of iterations of
the algorithm during each model training. The t value of the
algorithm is set to 10, 20, 30, and 40 for each training step.

V. EXPERIMENTAL RESULTS
This section presents the experimental results of the proposed
algorithm for quality-based web services classification. All
algorithms have been implemented using Python (version
3.11.7) and executed in a personal computer with an Intel
Core i7-3720QM processor and 32GB of RAM. The fol-
lowing subsections explain base classification algorithms,
evaluation criteria, and dataset in detail.

A. THE UNDERLYING CLASSIFIER ALGORITHMS
As per the information provided, the experiments used Deci-
sion Tree (D.T.), Support-Vector Machines (SVM), Logistic
Regression (L.R.), K-Nearest Neighbors (KNN), Gaussian
Naive Bayes (N.B.), Random Forest Classifier (R.F.), multi-
layer perceptron (MLP), and XGBoost (single and ensemble)
as the base classifier algorithms. These classifiers were
used to evaluate the performance of the proposed SSL-WSC
algorithm and compare it with the supervised mode of these
classifiers.

TABLE 3. Modified parameters in base classifier settings.

Table 3 shows the modified parameter values used for the
different classifiers in the experiments. This table provides
a comprehensive overview of the parameter values used for
each classifier, including the learning rate, maximum depth,
number of estimators, and so on. Default values are provided
for the parameters that are not listed in the table.

B. EVALUATION MEASURES
In the case of classification, the ultimate objective is to
attain the highest possible accuracy and correctly identify the

categories. In the field of artificial intelligence, the confusion
matrix (Figure 6) is a matrix that represents the performance
of algorithms [44]. Each column of the matrix represents the
predicted class for each data point, while each row contains
the actual class of each data [45]. A more comprehensive
evaluation of the model’s performance is possible through the
confusionmatrix. The proposed algorithm has been evaluated
and compared to other algorithms based on precision, accu-
racy, and F1-Score criteria.

Precision is the ratio of true positive samples to the
total number of positively predicted samples. Samples that
the model labels as positive are known as true positives.
On the other hand, False Positives are negative samples
that the model incorrectly labels as positive.

Precision =
TP

TP+ FP
(9)

FIGURE 6. Confusion matrix.

As per the formula, the accuracy of a model can be calcu-
lated by summing up the True Positive and True Negative
samples and dividing it by the sum of all the confusion matrix
entries. True Positives and TrueNegatives refer to the samples
correctly classified by the model and located on the main
diagonal of the confusion matrix.

Accurarcy =
TP+ TN

TP+ TN + FP+ FN
(10)

F1-Score is a statistical criterion used to rate performance,
which is calculated as the harmonic mean between recall and
precision with equal weight. It is commonly used in Machine
Learning to evaluate the accuracy of classification models,
with a higher F1-Score indicating better performance [46].

F1 − Score =
2.Precision× Recall
Precision+ Recall

=
2.TP

2.TP+ FP+ FN
(11)

A Type I Error is a false positive where the model identifies
the presence of a condition when it’s not there, and a Type II
Error is a false negative where the model fails to determine
the presence of a condition when it’s there. Both errors can
have serious consequences depending on the situation [47].
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FIGURE 7. The QWS dataset’s fields.

C. DATASET
Generating quality datasets for web services is a challenging
task that involves discovering services and observing their
QoS behavior over time to calculate non-functional feature
values [48]. According to the information, only a few datasets
are available for web services based on their quality. This
paper uses the QWS dataset, which contains information
on 2871 real web services. This dataset systematically cat-
egorizes 364 labeled web services into four classes. Labels
indicate the quality level of each service. Additionally, the
dataset includes 2507 unlabeled data [23], [24]. The QWS
dataset is a collection of nine quality features that are used to
assess web services. These features are pretty comprehensive
and cover a range of aspects. The features included in the
dataset are Reliability, Availability, Latency, Response Time,
Throughput, Success Ability, Compliance, Best Practice, and
documentation. These features are essential in ensuring that
web services are high quality and can deliver the expected
results to users. Also, the labeled data is equipped with a
Service Classification feature, which assigns a value ranging
from one to four to each data as its label (1: Platinum, 2: Gold,
3: Silver, and 4: Bronze). Figure 7 gives a concise overview

of the fields in the QWS dataset, where the first nine boxes
represent the dataset features, and the last four boxes provide
supplementary information [6].

D. EVALUATION OF PROPOSED SSL-WSC ALGORITHM IN
DIFFERENT SCENARIOS
In this subsection, the results obtained from the implemen-
tation of the proposed SSL-WSC algorithm using nine base
classifier algorithms (D.T., SVM, L.R., KNN,NB, R.F.,MLP,
and XGBoost as a single and ensemble) for labeling the
QWS dataset are compared with the results obtained from
the implementation of the supervised algorithm on the same
classifiers.

Various scenarios have been considered in the implemen-
tation of the proposed SSL-WSC algorithm. The test section
size in labeled data (XTest ) was set to 20% and 30% in
different implementations, which are conventional values in
mostmachine learning implementations. The number of repe-
titions of the training stepwas set to 10, 20, 30, and 40. In each
iteration, the threshold values of 60, 70, 80, and 90, which
were updated dynamically, were considered. The reason for
determining these values for the threshold limit is that these
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TABLE 4. Results from the implementation of the proposed SSL-WSC algorithm compared to the supervised methods using nine different classifiers.
(I: Improved, F: Fixed, W: Worsened.)

values are close to the results of the accuracy evaluated in
labeling for web services. Additionally, the value of M is
equivalent to 20% of the unlabeled dataset in each algorithm
iteration. The F1-Score criterion values are given in Table 4
-a, accuracy criterion values are in Table 4 -b, and precision
criterion evaluation results are in Table 4 -c.
It is important to note that each value in Table 4 is

obtained from the average of ten executions of the SSL-WSC
algorithm, each time with different parts of the training and
test data. The values in the I, F, and W columns indicate
whether the SSL-WSC algorithm Improved, Fixed, or Wors-
ened compared to the supervised method in consecutive runs
using the nine base classifiers. For example, I= 6, F= 1, and
W = 2 means that the results of the proposed algorithm are
better than the supervised method for six classifiers, remain
fixed in one case, and worsen in two cases.

Based on the results presented in Table 4, it can be
concluded that the Mahalanobis method is the most effec-
tive method for calculating distances. Additionally, the first
scoringmethod (Score_1) outperforms the others. These find-
ings were consistent when the test section size was 20%
of the labeled data. Therefore, the results of the SSL-WSC
algorithm are only reported for these specific cases. It is
important to note that the proposed algorithm has made sig-
nificant improvements in all scenarios and conditions.

Typically, the Mahalanobis distance calculation is
employed when there is a correlation between features in the
dataset. In the case of the QWS dataset, there is a correlation
between various features, such as response time with delay
and throughput, and accessibility with other features. There-
fore, using the Mahalanobis method for distance calculation
was suitable for this dataset.
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TABLE 5. The average (Avg), maximum (Max), and standard deviation (Std) of F1-score, Accuracy, and Precision measures obtained from the SSL-WSC and
supervised algorithm.

E. THE COMPARISON OF THE SSL-WSC WITH THE
SUPERVISED METHOD
In this paper, the evaluation of three parameters - aver-
age (Avg), maximum (Max), and standard deviation (Std)
of the F1-Score, Accuracy, and Precision measures for the
proposed SSL-WSC algorithm and the supervised algorithm
are presented. Table 5 compares the SSL-WSC algorithm’s
implementation results and the supervised mode for various
classifiers.

As the results presented in Table 5 demonstrate, the
SSL-WSC method yields significant improvements in all
three measures for most classifiers. For the F1-Score cri-
terion, the MLP classifier shows a maximum improvement
of 35.08%, whereas the XGboost (Single) classifier shows
a minimum improvement of 2.22%. For the Accuracy cri-
terion, the MLP classifier shows a maximum improvement
of 25.23%, whereas the XGboost (single) classifier shows a
minimum improvement of 1.68%. Finally, for the precision
criterion, the MLP classifier shows a maximum improvement
of 20.88%, whereas the Naive Bayes classifier shows a min-
imum improvement of 2.25%. Overall, it can be concluded

that the SSL-WSC algorithm outperforms the supervised
method in all classifiers and evaluation criteria, with the
most significant improvement observed in theMLP classifier.
On average, the SSL-WSC algorithm increases performance
by 11.26%, 9.43%, and 9.53% in F1-Score, accuracy, and
precision, respectively. Therefore, using semi-supervised
learning algorithms to create classification models can per-
form better than the supervised method.

Table 5 also shows that the proposed SSL-WSC algorithm
works better than the supervised method regarding standard
deviation. Smaller values of this parameter in the SSL-WSC
algorithm than in the supervised mode indicate less variation
in the results of the SSL-WSC algorithm in different imple-
mentations. In other words, the algorithm is stable.

Figure 8 displays a graphical representation of the average
results obtained for the criteria f1-score, accuracy, and pre-
cision for a better comparison. As shown in the Figures, the
SSL-WSC algorithm outperformed the supervised method in
all classifiers and for all three measures. Therefore, a two-
step process is used to score the samples of the set Xu and
select the members of the set S by the proposed SSL-WSC
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algorithm, which performs better than the supervised
method.

FIGURE 8. Comparison of the proposed algorithm with the supervised
method in terms of F1-Score, accuracy, and precision measures.

Considering that the improvement of the proposed
SSL-WSC method compared to the supervised method using
the MLP classifier is more than other classifiers, in the fol-
lowing, the significance of the improvement obtained by the
proposed method based on the MLP classifier is investigated
using the T-test. In the tests, the equality of the mean of two

independent samples (two F1-score/accuracy/precision sets)
is considered as the null hypothesis, H0, and the significance
level α is set to 0.05. p≤0.05 indicates that the H0 can be
rejected with the 95% confidence interval.

Looking at the small p-values (p≤0.05) reported in Table 6,
we can conclude that the proposed algorithm’s average
F1-score/accuracy/precision values are significantly greater
than those of the supervised method using the MLP classi-
fier. In other words, the proposed algorithm outperforms the
supervised method using the MLP classifier.

TABLE 6. The results obtained from the independent samples T-test on
the results obtained from the SSL-WSC method and supervised method
using the MLP classifier.

VI. CONCLUSION AND FUTURE WORK
The sharing of web services is a relatively new application of
the Internet. Service brokers act as a go-between for service
providers and clients, enabling users to compare and select
from a range of ranked services. The critical factor in this
ranking is the quality of the services that the user requires.
Service providers resort to data mining and machine learn-
ing techniques to ensure that users receive the best possible
services, using service classification to identify the most
appropriate service. However, finding quality-based labels in
some fields, such as web services, is challenging and time-
consuming. As a result, supervised learning methods may not
be the most effective solution. This paper presented a semi-
supervised self-training approach addressing classifying web
services with minimal labeled data. The proposed method
minimizes human effort compared to supervised methods
while improving accuracy and scientific significance. During
each iteration of the algorithm execution, a two-step semi-
supervised self-training learning method is used to add a
subset of unlabeled data with high-confidence labels to the
labeled set. The first step involves scoring web services using
various scoring and distance calculation methods to select
unlabeled data with reliable labels. The selected data is com-
pared to a dynamic input threshold in the second step, and
some are added to the labeled data. This process is repeated
until no unlabeled data remains or the maximum number
of iterations has been reached. The proposed algorithm was
implemented with various scenarios, considering different
parameters such as the size of the test section, the number of
repetitions, and classification algorithms. It outperformed the
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supervised method in evaluating quality-based web services
across different measures, including F1-score, accuracy, and
precision. In web services, there are limited datasets due to
production issues. Additionally, only a few quality features
are considered in these datasets. Future work must be done
to increase web service quality features to improve classifi-
cation confidence.
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