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ABSTRACT Renewable microgrid power systems confront a typical stability challenge due to the deficiency
of damping and inertia properties. This stability can be maintained by controlling the parameters of the
Power System Stabilizer (PSS) and Virtual Inertia (VI). This paper proposes a new approach for controlling
the optimal parameters of PSS and VI in the renewable microgrid power system consisting of a conventional
generator, Photovoltaic Energy System (PVES), Wind Turbine Energy System (WTES), and Battery Energy
Storage System (BESS). A new scheme of Harris Hawk Optimizer with Memory Saving Strategy (HHO-
MSS) is proposed as the robust optimizer. Benson Scalarization Technique is also introduced to combine
objective functions dependent on the damping factor and damping ratio. Using the Friedman Ranking Test,
superior performances in exploration and exploitation processes conducted by HHO-MSS over the other
modified versions of HHO and basic algorithms. Moreover, significant improvements have been conducted
by HHO-MSS, especially in the convergence curve characteristics and the proportion between exploration
and exploitation processes. The fitness values that have been produced by HHO-MSS are 9% to 26% better
than the other algorithms. The optimal parameters are investigated by eigenvalue and time domain analysis
in low, mid, high, and full RES penetrations. In the low and mid RES penetration analysis, PSS has better
stability improvements than VI. On the other hand, VI has better stability improvement than PSS in high
and full RES penetration analysis. Besides that, the best stability improvements in all RES penetrations with
optimal Rate of Change of Frequency (RoCoF) reduction, smallest overshoot, and smoothest frequency and
power angle responses are established by the proposed approach that controlling the optimal parameters of
PSS and VI by using HHO-MSS. Moreover, the performance indexes validation has justified the proposed
approach has the highest average error reduction of 47.26% over the existing approaches.

INDEX TERMS Harris hawk optimizer, memory saving strategy, power system stabilizer, renewable
microgrid, virtual inertia.
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NOMENCLATURE
A swept area by the WT.
Ceq,pooi  €quilibrium pool.
Cp power coefficient of WT.
cv control variable.
D damping properties.
Dyy virtual damping constant.
E escaping energy of the rabbit.
Epp maximum overvoltage in battery.
Epoc open circuit voltage.
E, initial energy parameter of the rabbit.
E (; terminal voltage.
F exponential factor.
fi, objective function.
Jrensow’s  objective function in benson scalarization.
G generation rate.
Io pess  DC through BESS.
J jump strength of the rabbit.
k1 —k¢  dynamic behavior based on the Heffron-
Phillips model.
ka amplifier’s time constant.
K gain constant in battery.
Kpss gain constant of PSS.
Kpy gain constant of PVES.
Kyy gain constant of VI.
Lp lower bound.
LF levy flight in HHO.
NuHo number of populations in HHO.
Npy power-rated of PV.
b1 overvoltage resistance.
R solar GHI.
q exploration phase determination in HHO.
Tbp self-discharge resistance.
s internal resistance.
Rg solar GHI in STC condition.
T— T4  tunable parameters of PSS.
T ambient temperature.
T, time constant in exciter.
T time constant in battery.
Tuao maximum iteration in HHO.
Tinv time response of the BESS inverter.
Tpy time constant of PVES.
Ts temperature in STC.
Tw wash-out filter constant.
Up upper bound.
Xco reactance in battery.
X; vector position of the hawk.
Xyabbit vector position of the rabbit.
GCP generation rate control parameter.
GP generation probability.
H inertia properties.
Y rabbit’s movement prediction by hawks.
Z rabbit’s pattern remap by hawks.
or temperature coefficient of PV.
AEy; terminal equivalent in battery.
AEco non-overlapping DC voltage.
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AE, the relation between BESS and damping
signal.

APpess  change of generated electricity power from
BESS.

AP, change of generated electricity power from
conventional generators.

Af change of frequency or frequency deviation.

AGHI change of solar GHI.

APpy change of generated electricity power from
PVES.

APy, change of load power demand.

AP, change of mechanical power.

AP, change of the total of generated electricity
power.

APyy change of VI power.

APwr change of generated electricity power from
WTES.

AWgpeeq  change of wind speed.

Aw change of rotor speed.

AS change of power angle.

n PV efficiency.

A eigenvalue of matrix A.

& damping ratio.

P air density.

oA real part of eigenvalue representing damping
factor properties.

Q4 imaginary part of eigenvalue representing
oscillation properties.

LIST OF ABBREVIATIONS

Al Artificial Intelligence.

AO Arithmetic Optimizer.

ARSO Adaptive Rat Swarm Optimizer.

AVR Automatic Voltage Regulator.

BESS Battery Energy Storage System.

CDI Critical Damping Index.

ESS Energy Storage System.

EO Equilibrium Optimizer.

FLC Fuzzy Logic Controller.

FPA Flower Pollination Algorithm.

GA Genetic Algorithm.

HHO Harris Hawk Optimizer.

HHO-MSS Harris Hawk Optimizer with Memory

Saving Strategy.

IAE Integral Absolute Error.

ISE Integral Squared Error.

ITAE Integral Time Absolute Error.

ITSE Integral Time Squared Error.

LQR Linear Quadratic Regulator.

LQG Linear Quadratic Gaussian.

MOA Mayfly Optimizer Algorithm.

PID Proportional-Integral-Derivative.

POD Power Oscillation Damper.

PSO Particle Swarm Optimization.
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PSS Power System Stabilizer.
PV Photovoltaic.
PVES Photovoltaic Energy System.

QAGTO Quantum Artificial Gorilla Troop
Optimizer.

RoCoF Rate of Change of Frequency.

RES Renewable Energy Sources.

SCA-AOA  Sine Augmented Scaled Arithmetic Opti-
mization Algorithm.

SMIB Single Machine Infinite Bus.

SSSC Static Synchronous Series Compensator.

STATCOM  Static Synchronous Compensator.

STC Standard Test Condition.

SVC Static Var Compensator.

VI Virtual Inertia.

WT Wind Turbine.

WTES Wind Turbine Energy System.

I. INTRODUCTION

Renewable Energy Sources (RES) integration in power sys-
tems has become a trend. Photovoltaic Energy Systems
(PVES) and Wind Turbine Energy Systems (WTES) are the
two examples of most accessible RES with widespread uti-
lization, ranging from small-scale installations (e.g. home,
school, office, etc.) to large-scale installations (e.g. indus-
trial, residential, remote islands, etc.) [1]. PVESs offer many
benefits, such as producing no pollutants, requiring no fuel,
and having low maintenance needs. Besides the PVES, the
WTES can reduce carbon footprints and produce very low-
cost electricity. Considering the benefits, the integration of
PVES and WTES with conventional power systems through
renewable microgrid power system technology is needed as
a viable solution to maintain reliability, feasibility, and conti-
nuity in delivering power electricity worldwide [2], [3].

Besides the benefits, renewable microgrid power system
poses a typical stability challenge. PVES and WTES are
very dependent on uncertain natural conditions. These uncer-
tainties result in fluctuations that can interfere stability of
frequency, voltage, and power responses of the renewable
microgrid power system [4]. The sudden changes in power
input (both electrical power and mechanical power) and
power load demands are considered minor disturbances. The
minor disturbance that inflicts a small-signal oscillation must
be mitigated properly before it goes to major disturbances and
makes the system blackout. Therefore, the dynamic stability
approach is conducted to analyze the minor disturbance in the
power system [5].

Based on the dynamic stability approach, the damping
and inertia concepts are very important in conventional
generators to reduce the oscillation and return the sys-
tem responses to its reference point when the disturbance
occurs [6]. The additional controller, the Power System
Stabilizer (PSS), is usually dispatched to add the damping
properties [7]. The stability limits can be enhanced with PSS
by regulating the excitation of the generator. Rotor speed
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or system frequency deviation signals are used as input for
PSS to produce additional signals to the exciter. This sig-
nal triggers the exciter to produce electrical torque that can
dampen the oscillations. The performance of PSS can be
adjusted by controlling the tunable parameters. These tunable
parameters delivers the lead/lag to compensate the amount
of the different phases between rotor speed and electrical
torque [8].

On the other hand, renewable microgrid power systems
have different characteristics compared to conventional ones.
Renewable microgrid power systems consist of inverter-
based generators, with power electronic components, that do
not possess damping and inertia properties [4]. This makes a
renewable microgrid power system considered as an inertia-
less system. Unfortunately, the general use of PSS is not
effective in improving the stability of a renewable microgrid.
Therefore, the Virtual Inertia (VI) concept is developed [9],
[10]. Inertia properties can be imitated by using the VI con-
cept. This inertia imitation can be emulated by controlling the
behavior of the inverter and Energy Storage System (ESS).
The VI emulation is related to rotor speed or frequency devi-
ation, known as the Rate of Change of Frequency (RoCoF) of
the system [4]. A renewable microgrid has a higher RoCoF
resulting in a higher frequency nadir. This also makes the
settling time longer. The VI emulation is dependent on the
tunable parameters that can adjust the working behavior of
the inverter and ESS. With this concept, VI emulation delivers
a viable option to provide additional inertia properties in
renewable microgrid power systems.

Along with the development of the modern power system,
the renewable microgrid power system that consists of con-
ventional and RES generators has wider working conditions.
The wider working conditions result more complex stability
improvement approach. The differences in RES penetration
level need a specific approach to enhance the stability [11].
In low-RES penetration (0 to 25%), the conventional gener-
ator power is more dominant than the RES generator. In this
condition, PSS is still reliable to enhance the stability. Other-
wise, in high-RES penetration (75 to 100%), the VI controller
is more effective in boosting stability when the RES generator
output is more dominant. The more crucial problem appears
when the power output from conventional and RES genera-
tors are similar (for example in 50% RES penetration). In this
condition, stability controllers that can work in complement
behavior in renewable microgrid power systems like PSS and
VI are needed. In the current literature, the controlling param-
eters of PSS and VI are still limited. PSS has coordinated with
the other stability controllers, e.g. Power Oscillation Damper
(POD) [12], Static Synchronous Compensator (STATCOM)
[13], Static Synchronous Series Compensator (SSSC) [14],
Static Var Compensator (SVC) [15], etc. Those work results
have significant stability improvements in various power sys-
tem models. However, it is still limited to power systems with
conventional generators. Thus, the controlling parameters of
PSS and VI in renewable microgrid power systems need
further investigation.
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Controlling the parameters of PSS and VI needs the proper
approach. This can be calculated manually with a mathemat-
ical approach. However, the approach has been developed to
optimal and adaptive approaches, such as Linear Quadratic
Regulator (LQR) and Linear Quadratic Gaussian (LQG) [16],
[17], Proportional-Integral-Derivative (PID) [18], [19], etc.
These approaches are very practical. However, the offered
solution is sensitive to the initial point and requires a specific
reference. In the modern era, the approach has rapidly evolved
into Artificial Intelligence (AI)-based, such as intelligent
algorithms. Fuzzy Logic Controller (FLC) is commonly used
for controlling parameters in PSS or VI [20], [21]. FLC
offers easy optimization rules. However, it does not give
feedback if the rules are not suitable for the cases. Further-
more, the learning-based algorithm comes with the capability
to learn and give feedback on whether the results are not
going well. Reinforced and deep learning approaches have
been implemented [22], [23]. For example, the Multi-Band
Power System Stabilizer (MBPSS) is proposed with Deep
Reinforcement Learning [24]. However, these approaches
are very dependent on learning datasets. This is difficult to
implement in unique cases with small datasets. Besides that,
metaheuristic algorithms have been developed. Metaheuristic
algorithms offer better exploration and exploitation mecha-
nisms to find optimal results and are not dependent on rules
or datasets [25], [26].

Genetic Algorithm (GA) and Particle Swarm Optimization
(PSO) become the two most popular algorithms in controller
parameter optimizations [7]. Nowadays, metaheuristic algo-
rithms have rapidly developed with countless inspirations in
the world and it has been implemented in modern power
systems, including for controlling parameters in PSS or VI
cases. For example, in [15] and [27], the Mayfly Optimizer
Algorithm (MOA) has been applied for PSS-SVC and PSS-
SSSC. Quantum Artificial Gorilla Troop Optimizer (QGTO),
Harris Hawk Optimizer (HHO), Equilibrium Optimizer (EO),
and Arithmetic Optimizer (AO) have been implemented in
parameter tuning of PSS in Single Machine Infinite Bus
(SMIB) and Multi Machine systems [8], [28], [29], [30].
Adaptive Rat Swarm Optimizer (ARSO) has been devel-
oped to find the optimal coordination of PSS and SVC [31].
In [32], Sine Augmented Scaled Arithmetic Optimization
(SCA-AOA) has been used to find the optimal design of VIin
regulating the frequency of a microgrid. In [33], the Flower
Pollination Algorithm (FPA) has been combined with Frac-
tional Order PID (FOPID) to solve frequency stabilization
cases in a microgrid. Those studies concluded that a newer
algorithm has better exploration and exploitation processes.
However, sometimes a newer algorithm gets stuck or jumps
to local optima, and is slower to converge because of complex
operations.

From recent metaheuristic algorithms, HHO appeared as
one of the popular algorithms due to its efficient solution
tracking [34]. HHO adopts a brilliant mechanism of Harris
Hawk in hunting their prey. HHO imitates the mechanism to
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conduct the dynamic patterns of exploration and exploitation
processes [35]. HHO has been proven in large-scale research
fields. For example: parameter identification for solar cell
models [36], predicting the intention of students [37], image
segmentation [38], drug design and discovery [39], speed and
vehicle cruise control [40], [41], aircraft control system [42],
etc. However, the solution tracking in HHO is sometimes
stuck in local optima due to unbalanced exploration and
exploitation proportions. Several modifications have been
established. For example, the tent and chaotic map opera-
tors have helped HHO in increasing diversity to avoid being
stuck in local optima [43]. Then, the Exploration Factor and
Random Walk Strategy have been presented to improve the
exploration and exploitation performance [44]. In [34] and
[45], HHO has also been reported to be combined with the
other algorithms to cover the drawbacks. However, HHO still
leaves a challenge in the unbalanced proportion of explo-
ration and exploitation.

Besides the mentioned shortcomings, metaheuristic algo-
rithms need proper problem formulation to guarantee the
result. In controlling parameters of PSS or VI cases, a basic
objective function is usually formulated based on perfor-
mance indexes. However, the accuracy is not ensured since
the performance indexes only judge the dynamic stability
performance from the output response. Thus, the objective
function based on the eigenvalue component is established.
Moreover, it can be found the combination of the objec-
tive function increases the accuracy. In [27], a combination
of the damping ratio and frequency component is pre-
sented. The damping factor and damping ratio are also
combined as the objective function [31]. Both [27] and [31]
used the weighting sum scalarization technique. In this tech-
nique, determining these parameters is difficult and confusing
due to each user having their preferences. Therefore, it needs
an investigation for a better scalarization technique in con-
trolling the parameters of PSS and VL.

Previous literature related to this work is summarized in
Table 1. It can be seen the research gap between the existing
work and the proposed work. It becomes motivation to solve
the remaining challenge in the controlling parameter for PSS
and VI, as in the following: 1) A proper approach is needed
for controlling the parameters of PSS and VI to maximize
the dynamic stability improvement in a renewable micro-
grid power system; 2) HHO as a recent novel metaheuristic
algorithm is still leaving a challenge in the exploration and
exploitation ability; 3) A better scalarization technique is
needed for an innovative objective function in controlling the
parameters of PSS and VI.

Based on the motivation to answer the mentioned chal-
lenges, this paper proposes a new approach based on a new
scheme of HHO for controlling parameters of PSS and VI
in the renewable microgrid power system. The significant
contribution of this paper is detailed in the following:

1) This paper proposes a new approach for enhancing the

dynamic stability of the renewable microgrid power
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TABLE 1. Comparison between the previous works and the proposed work.

Previous works related to the controlling parameters for PSS or VI

Ref. Controller Optimizer Objective Function Notes
[28] Comparing conventional PSS, Quantum Artificial Gorilla Troops Performance index based Implemented for Single
dual input PSS, TID-PSS Optimizer (QAGTO) on ITSE Machine Infinite Bus (SMIB)
[8] Conventional PSS Hybrid Harris Hawk Optimizer — Comparing IAE, ISE, Implemented for SMIB
Equilibrium Optimizer Algorithm ITAE, and ITSE as
(HHHO-EOA) objective functions
[47] Conventional PSS Chaotic Version Damping ratio Implemented for IEEE
of HHO 39-bus multimachine system
[15] A hybrid of Mayfly Optimizer Algorithm Critical Damping Index Implemented for a real system
multi-band PSS2B and SVC (MOA) (CDI) in Indonesia (Sulselrabar
Electricity System)
[31] A hybrid of Adaptive Rat Swarm Optimizer Combination of damping Using weight-sum scalarization
Conventional PSS and SVC (ARSO) factor and damping ratio to combine the objective
function
[27] A hybrid of MOA Combination of eigenvalue  Using weight-sum scalarization
PSS and SSSC-POD and frequency equations to combine the objective
function
[48] VI Particle Swarm Optimization ITAE Implemented for two-area
(PSO) interconnected power system
with a PV system
[49] VI Firefly Algorithm ITAE Implemented for two-area
(FA) interconnected power system
with a PV system
[32] VI Sine Augmented Scaled Arithmetic ISE Implemented for a microgrid
Optimization Algorithm with renewables
(SCA-AOA)
[33] FOPID-VI Flower Pollination Algorithm (FPA) Change of Implemented for a microgrid
frequency equation with renewables
Proposed A hybrid of A new scheme of Harris Hawk Combination of damping  Implemented for a microgrid
Work dual input PSS and VI Optimizer with Memory Saving factor and damping ratio with a conventional
Strategy (HHO-MSS) generator,
PVES, WTES, and BESS.
Using Benson Scalarization to
combine the objective
function
Previous works related to the HHO modification
Ref. Modification Implementation Notes
[8] Hybrid Harris Hawk Optimizer — Optimal tuning for PSS The modification aims to enhance the exploration and
Equilibrium Optimizer Algorithm exploitation ability in general.
(HHHO-EOA)
[47] Chaotic version of HHO Optimal tuning for PSS The modification aims to improve static operators and enhance
global searching.
[43] Chaotic version of HHO Engineering benchmark function The modification aims to repair the random variables in
exploration and exploitation procedures to avoid the local
optima.
[44] Adding the exploration factor and Various benchmark and CEC2017 The modification aims to improve the ability in the
random walk strategy operators functions exploration and exploitation process and help the algorithm to
for HHO jump out from local optima.
Proposed A new scheme of Harris Hawk Controlling Parameters for PSS The modification aims to balance exploration and
Work Optimizer with Memory Saving  and VI in the renewable microgrid  exploitation proportions to enhance the ability and ensure

Strategy (HHO-MSS)

power system

the quality of global optima.

system by performing the hybrid controlling parame-
ters of PSS and VI. The investigated system consists
of conventional generators, PVES, WTES, and Battery
Energy Storage System (BESS).

2)

3)

A new scheme of Harris Hawk Optimizer with Mem-

ory Saving Strategy (HHO-MSS) is proposed as a
robust optimizer. The modification is inspired by EO
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operators [46] and is expected to escalate the explo-
ration and exploitation ability and ensure the optimal
solution.

Benson Scalarization Technique is introduced for con-
trolling parameters for PSS and VI to provide innova-
tive objective functions dependent on a combination of
the damping factor and damping ratio.
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FIGURE 1. The renewable microgrid and controller models.

The organization of this paper is described as follows:
Section II illustrates the renewable microgrid power system
with PSS and VI models. Section III describes the pro-
posed new approach for controlling the parameters of PSS
and VI based on the HHO-MSS and Benson Scalarization
Technique. Section IV delivers the proposed algorithm per-
formance benchmarking using the Friedman Ranking Test,
convergence curve, and proportion analysis. The optimal
parameters of PSS and VI results are investigated by eigen-
value and time domain analysis. Furthermore, the validation
with performance indexes is also given. In the rest, Section V
highlights the result of the contribution.

Il. POWER SYSTEM AND CONTROLLER DESIGNS

In this section, the renewable microgrid power system with
PSS and VI models is illustrated. The simplified dynamic
model for the power systems is established. Most dynamic
stability studies used the simplified model due to easiness
and clearness in the analysis [50], [51], [52]. The complex
modeling can distract the focus of the dynamic behavior of
the power systems. This model consists of power generation
with a conventional generator that is connected to PSS, and
RES generators including PVES and WTES. Besides that,
BESS is also conducted to realize the VI emulation. The
illustration of the renewable microgrid power system in this
paper is given in Figure 1.

A. POWER GENERATION DESIGN

The power generation mathematic model is conducted based
on the change of the total of generated electricity power
(AP;). from conventional generators (AP,), WTES (APwr),
PVES (APpy), and BESS (APpgss). To maintain the stabil-
ity of the power system, AP;must be equal to load power
demand (APr). The relation between AP;and APy is given
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by Equation (1) and Equation (2).

AP; = APL, @))
AP, + APwr + APpy £ APpgss = AP 2)

In dynamic stability, the change of mechanical power
(AP,,) of generators must be equal to AP, as in Equation (3).
Besides, the APy, is related to the inertia (H), damping (D),
and frequency deviation (Af) properties as in Equation (4).

AP, = AP, 3)
APy = 2Hs (Af) + D(Af) “)

with:
1) If P, > P, then Af > 0. Aw and Af are increased.

2) If P, < P, then Af < 0. Aw and Af are decreased.
3) If Py, = P,, then Af = 0. Aw and Af are constant.

To reach decent dynamic stability in the power system,
the Af must be maintained properly. Therefore, the dynamic
stability equation represented by Af can be obtained by
substituting Equation (2) to Equation (4) as in Equation (5).

1
= —D(APm + APwr + APpy = APpgss — APpL)

Af 2Hs +
©)

1) CONVENTIONAL GENERATOR MODEL

In this paper, an area power system with a certain group of
generators is demonstrated. This system consists of a syn-
chronous generator, turbine, governor, exciter, and Automatic
Voltage Regulator (AVR). In the dynamic stability study, the
torque change caused by the governor is ignored. It drives
the exciter to be responsible for mitigating the small distur-
bances within 0.1 to 2 Hertz (Hz). This condition makes the
exciter become less able to tackle that situation. Therefore,
a PSS as the additional controller is dispatched to respond
the small disturbances. The 4M-order equation is used to
model the dynamic behavior of the power system as given
in Equation (6) until Equation (10) [28].

$=wr(w—1) (6)
Py —Pg—D
b= (Pym Aj w) )
. [—E +Ey — (x4 —x) ig]
o q “f /( d) )
q T
do
B - [ka (Vier — Vi — Viss) — Epal 9
'l = Ts 9
P, = Ejig + (xa — x}) iaiq (10)

To make the dynamic modeling easier, these equa-
tions can be employed in the simplified model from
the Heffron-Phillips as given in Equation (11) until
Equation (14).

AS = w,Aw (11)
. K D K, ,

Aw=——A§ — —Aw — —E (12)
2H 2H 2H ¢
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. K AE’ E
AE, = —tAs— 0L 41 (13)
Tdu Td0K3 Tdo
. kaKs kaKe Efg ka
AE,, = ———=A§ — —=AE/ — == + =AYV, 14
1d s . ST, + T, 2 VPSS (14)

with A$ is change of power changes, w, 1is rotor’s syn-
chronous speed, Aw is rotor speed changes or frequency
deviation, E(; is terminal voltage, T, is the time constant in
exciter, Eyy is the exciter’s output voltage, k4 is the amplifier’s
gain constant in the exciter, T4 is the amplifier’s time response
constant. Kj until K¢ represents the dynamic behavior based
on the Heffron-Phillips model.

2) PVES MODEL
In general, the PVES can be modeled based on the PV output
characteristics as given in Equation (15) [2].

R
APpy =1 X Npy x (R_s) X [1+oar(T —Ts)] (15)

with n is PV efficiency, Npy is the power-rated of PV,
R is solar GHI, Ry is solar GHI in Standard Test Condition
(STC) =1 KW/m?2, a7 is the temperature coefficient of PV, T
is ambient temperature, and T is the temperature in STC =
25 ° C. T'is assumed to be 25 °C.

In the dynamic stability study, the simplified PVES model
based on low order equation is adequate to investigate the
dynamic behavior in the renewable microgrid power system
[4], [9], [53]. Therefore, it can be obtained the dynamic model
of the PVES as shown in Equation (16) with APpy is only
linearly affected by AGHI.

Kpy ~ APpy
14 sTpy AGHI

with Kpy and Tpy are the gain and time response constants
of the PVES.

Gpy (5) =

(16)

3) WTES MODEL
In common, the WTES model can be defined based on the
WTES output characteristics as given in Equation (17) [54].

1
APy = E,oAC,,W;,m, (17)

with p is air density constant = 1.25 kg/m’3 A is the swept
area by the wind turbine, Cp is the power coefficient of WT,
and Wjpeeq is the wind speed variable.

Similar to the PVES model, the simplified WTES model
based on low order equation is also adequate to represent
the dynamic behavior. Thus, the WTES can be defined as in
Equation (18).

Kwr APwr

G S) = =
wr () 1+ sTwr Avaeed

(13)

4) BESS MODEL

The simplified dynamic model of BESS is conducted as in
Figure 2. This model is specifically modeled to accommodate
the BESS behavior in frequency regulation [49], [55]. This
model has focused on active power injection in a short time.
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M | Kb |AEd AEp | Edo cOS @
lo_BESS

1 |AlBESS
Ibs + I'bp
APBESS Y
Ib1 ¥
1+ 8Tb1
I'bp
lo_BESS T+sThp

FIGURE 2. Dynamic model of BESS.

The relation of BESS and frequency regulation with the
damping signal (AE,) approach is given in Equation (19).
Kp

AE; =
1+ 5T

Af (19)

with Kj is the control gain constant and 7} is the time
response constant in a battery. Ip_pgss is DC through BESS,
AEco is non-overlapping DC voltage, Xco is reactance, AEp;
is terminal equivalent, Ep; is maximum overvoltage, Ep,c
is open circuit voltage, rps is internal resistance, rp, is self-
discharge resistance, and rp is overvoltage resistance.

B. PSS DESIGN

The concept of dynamic stability improvement by PSS is
shown in Equation (9). The PSS can inject the additional
signal (Vpgs) to the exciter to adjust the magnetic flux that is
related to electrical torque. The PSS usually used the Ad, Aw,
or Af as the reference for the current condition of stability.
Vpss can be obtained by Equation (20).

sT,, i| |:(l + T1s) (1 + T3s)

1+ 5Ty || (1+ Tas) (1 + Tas)

with Kpgs is a gain constant of PSS, Ty is a wash-out filter
constant, and T1, Ty, T3, and Ty are the tunable parameters of
PSS. The tunable parameters provide additional signals that
compensate for lead or lag in the output response in the A,
Aw, or Af of the power system.

In this paper, the dual-input PSS is dispatched to conduct
better performance [56]. The dynamic model of dual-input
PSS is shown in Figure 3. This model has three gain
constants (Kpss, Kpssy, and Kpgs3), four wash-out fil-
ters (Tw1, Twa, Tw3s, and Twa) followed by lag control
time constants (7g, and 7). This model also established
the ramp-tracking features represented by M and N with
Tg and To.

Vpss = Kpss [ } Af (20)

C. VI DESIGN

The dynamic model of VI is primarily focused on the
dynamic behavior of frequency regulation [4]. The input of
VI is Aw or Af. The VI emulation can be conducted by
combining the first order model of BESS inverter and VI
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AVsty] _sTwt | sTw2 | ] 1 5) (1+sTa )

1+sTwt| |[1+sTw2| " | 1+sTe| X (T+sT9)"
KPss3
AVs2 | sTw3 sTw4 KpPss2
1+ sTw3*1 +8Tws| | 1+8T7
AEd -
VPSS, max
AVpss 1+sT3|, |1+sT1
1+sT4<_ 1+st

AVef  \/pgs min

FIGURE 3. Dynamic model of dual-input PSS.

Virtual Inertia
» Dvi
AworAf | ¢ d <
—> W > W —» Kvi r

AP AP INV_max
N 1
< 1+ sTivv BESS
APINV_min

FIGURE 4. The dynamic model of the VI.

droop model as illustrated in Figure 4. The dynamic equation
of VI power (APyy) is given in Equation (21).

sKvyr + Dyy (Af(S))

AP =
vi(s) 1+ sT v Ryy

2

with Ryy is the VI droop constant, Dyy is the virtual damping
constant generated by VI, Ky is the VI gain constant, and
Tiny is the time response of the BESS inverter.

Based on Figure 4 and Equation (21), the VI emula-
tion is conducted by a derivative approach to calculate
the RoCoF (dfi/dt). This model uses RoCoF as a refer-
ence for injecting Py; to decrease the oscillation in Aw or
Af. Besides, the virtual damping can imitate the damper
effect like in the mechanical part of the generator. The fil-
ter and limiter (Pjnv_max and Piyy_min) are regulated by
the BESS inverter. This filter and limiter are useful for
wiping out the noise and performing a proper dynamic
behavior with a fast response. Thus, the description can
explain the VI mechanism in imitating the properties of the
conventional generator to the renewable microgrid power
system.
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llIl. PROPOSED APPROACH IN CONTROLLING
PARAMETERS OF PSS AND VI

In this section, the proposed approach for controlling the
parameters of PSS and VI based on the HHO-MSS and
Benson Scalarization Technique is presented. A problem for-
mulation is described. Besides that, the proposed scheme of
HHO-MSS is illustrated in a detailed flowchart and compre-
hensive explanation.

A. PROBLEM FORMULATION

The problem formulation is focused on indicating the stabil-
ity performance of the renewable microgrid power system.
This paper has used the stability assessment based on the
eigenvalue components. Thus, it is needed to convert the
mathematical model into the state-space model. The lin-
ear state-space representation is given in Equation (22) and
Equation (23).

% (1) = Ax(t) + Bu(t) (22)
y(t) = Cx(t) + Du(t) (23)

with A is the n X n matrix that represents the renewable
microgrid power system conditions, B is the n X p matrix
of inputs, C is ¢ x n matrix of outputs, and D is g X
p matrix of transition. Then, x(¢) represents the renewable
microgrid power system variables as given in Equation (24),
u(t) represents input variables as given in Equation (25), and
y = output as in Equation (26).

x (1) = [Af ASAP, APwr APpy APppss APy AV pss]

24
u(t) = [AGHI AW gpeeq APL] (25)
y=[AfAd] (26)

Thus, the eigenvalue can be obtained by extracting the
determinant of matrix A by Equation (27).

det(sl —A) =0 27

with I is the identity matrix and s is the eigenvalue of A. The
eigenvalue is obtained as n x n dimension of matrix A. The
eigenvalue of matrix A (44) is given as in Equation (28).

M =04+ Q4 (28)

with o4 is a real part that represents the damping factor prop-
erties and €24 is an imaginary part that represents oscillation
properties.
Besides that, it can also be obtained damping ratio (&4)
from matrix A by Equation (29).
€r =

—oy

This paper has used two objective functions based on
damping factor and damping ratio properties as given in
Equation (30) and Equation (31).

fi=D (@g—o) (30)

0;=0(

(29)
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TABLE 2. Typical range for PSS and VI parameters.

Parameter Lower Bound (Ls) Upper Bound (Us)
Kpss 0.01 10
T, 0.01 0.2
T, 0.01 0.2
T; 0.01 0.2
T, 0.01 0.2
Ky 0.1 10
Dy, 0.1 2
Imaginary part
A
>
Ei>=¢Eo0
P Real part
N oo -
ol <= G0
FIGURE 5. D-shape region of stability.
h=D E &) 31

&>

with og and & are the initial value of the system conditions,
while o and &; are the values when the control variables are
injected.

The fitness value calculation from the objective function
differs based on control variables. The control variables are
the tunable parameters in PSS and VI. As in Figure 3, the
tunable parameters in the PSS are Kpgs, T, T2, T3, and T4.
Meanwhile in VI, as given in Figure 4, the tunable parameters
are Ky; and Dy;. These variables need to be controlled opti-
mally. Thus, Equation (30) and Equation (31) can be written
as Equation (32) and Equation (33).

fi= > (09— 01(Kpss. T1. T2, T3, Ta, Kvi, Dyp))  (32)

0;=0(

=D (o —&(Kpss. T1. T2, T3, Ta, Kvi. Dyp)) - (33)
€&i=6o

The typical range for PSS and VI parameters is shown
in Table 2. The search space is determined based on tech-
nical recommendations for PSS and VI implementation in a
single-area power system [4], [50], [56]. Then, the limit of
stability is validated with the D-shape region of stability prop-
erties as given in Figure 5. Thus, the D-shape is considered
as problem constraints.
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B. INNOVATIVE OBJECTIVE FUNCTION DEPENDENT ON
BENSON SCALARIZATION TECHNIQUE

The Benson Scalarization Technique is used to combine
Equation (32) and Equation (33). This technique does not
need any parameter from the user, such as objective weight
and reference point like in the other scalarization tech-
niques [57], [58]. This scalarization technique serves a set of
initial proper solutions stated in f;(x?) and f>(x?). To find the
best solution or the best fitness value of the functions fi(x)
and f>(x), the difference value of these two functions must be
maximized. The general equation of the Benson Scalarization
Technique is represented by the positive difference of the first
and second functions (/1 and l») as shown in Equation (34).

Joenson's (x) = max(ly + I2) (34)

with [} and I, calculate the difference between an initial
fitness value (f] (x?)) and the fitness values on iterations f (x)
as shown in Equation (35).

Sbenson's (x) = max| (f] (xo) - (x)) + (fZ (xo) -f (x))]
(35

By constituting Equation (32) and Equation (33) into
Equation (35), it can be obtained the proposed objective
function as shown in Equation (36).

Jvenson's(X)

=max [(Za,zao (o0g—o1 (cv)° _ZJ,ZUO (o9 — o1 (CV))

+(X,, @o—aEv)® =3 ¢-av)]
(36)

with CV is control variables: Kpgs, T1, T2, T3, T4, Kyy, Dyy.

C. HHO OVERVIEW

HHO is the recent and robust metaheuristic optimizer that
is classified as a nature-inspired algorithm [35], [45]. HHO
imitates the unique hunting strategy of a flock of Har-
ris Hawk. A flock of Harris Hawks can communicate and
coordinate with the group hunting members in searching,
trailing, besieging, and catching their prey, which is usually
a rabbit. In this paper, HHO is explained in the following
phases: pre-hunting, exploration, transition, exploitation, and
post-hunting.

1) PRE-HUNTING PHASE

Harris Hawks are initiated to make a group before begin to
hunt. This group members usually consists of their family
or flock. The members of hunting groups are usually spread
away to look for their potential prey. In HHO, this phase
begins with defining the number of populations (Nyyo and
the maximum iteration (Tyyp). A random population of the
hawks is initiated with their respective positions (X;, i = 1,
2, ..., Ngro). The hawk represents the candidate’s solutions.
Then, HHO evaluates the fitness value of each X; with a

73857



IEEE Access

M. A. Prakasa et al.: New Scheme of HHO-MSS for Controlling Parameters of PSS and VI

predetermined objective function. In the next step, the posi-
tion of the rabbit (X,4ppir) is determined randomly based on
the search space. The rabbit represents the best candidate’s
solution. The rabbit has an initial energy parameter (E,) and
jump strength (J). The E,, value is defined as the fitness value
of X.appir- Besides, the escaping energy of the rabbit (E) is
determined and updated along the iteration (tgyo) as given in
Equation (37).
E = 2Ey(1 — LHHO
THHO

) 37)

2) EXPLORATION PHASE

This phase illustrates the hawks perching randomly in the
branches. They observe and communicate with each other to
decide the potential rabbit to hunt. Then, the hawks move
regularly to perch on tall trees. This perching position is
determined based on the g, which has a random value between
0 to 1. If g= 0.5, then the hawk perches randomly. While
g< 0.5, the hawk perches near the rabbit and considers the
average distance in the hunting group. The position of the
hawk is updated by Equation (38) and the average position of
the hunting group is calculated by Equation (39).

Xrana (tHHO) — 711 Xrana (tHHO)

X (o + 1) = —2r2X(tuH0)|, g=>0.5
Xravbit(taHO) — Xm(tHHO)
—r3(Lp + r4(Up — Lp)), q<0.5
(33)
Nuro
X t110) = o ; Xi(turo0) (39)

with X;40qa(tgHo) 1s a random movement of the hawk in
iteration related to the current hawk’s position (X(tgHo))-
Xrapvir (tHHO) represents the location of the rabbit. The
r1—r4 are random values between O to 1 to impersonate the
randomness of animal behavior in nature.

3) TRANSITION PHASE

The hunting group of the hawks observes and estimates the
rabbit condition. In HHO, this behavior belongs to the transi-
tion phase. The transition in HHO is influenced by E, and E
as shown in Equation (40) and Equation (41).

E070>> 17
E,=
E()v 1 >> O’

the rabbit has a lot of energy

the rabbit is run out of energy
(40)

phase(E) [ |E| =1, phase > explo;.’anf)n @1
|E| < 1, phase > exploitation

In Equation (40), the increase in E, from O to 1 repre-
sents that the rabbit still has a lot of energy and confidence.
Whereas the decrease in E, from 1 to O represents the rabbit
is running out of energy and exhausted. If |E| > 1, then the
hawks are still in the exploration phase. While |E| < 1, then
the hawks advance to the exploitation phase.
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FIGURE 7. Soft besiege with progressive rapid dives illustration in HHO.

4) EXPLOITATION PHASE

HHO has adopted a dynamic hunting mechanism based on
different rabbit conditions [35]. In HHO, the hunting mech-
anism is performed depending on two parameters, |E| and
the rabbit’s escape probability (r). The r is a random value
between 0 and 1. If » < 0.5, then the rabbit has a big chance
of escaping. If r> 0.5, then the rabbit has a small chance of
escaping. HHO impersonates the hunting in four mechanisms
as follows:

a: SOFT BESIEGE

A hunting group of hawks performs the soft besiege mecha-
nism when the rabbit still has a lot of energy. It indicates the
rabbit is trying to escape. The hawks surround the rabbit and
take turns attacking the rabbit with soft besiege to weaken the
rabbit before launching the surprise attacks. The soft besiege
is shown in Equation (42) and Equation (43) with J calculated
by Equation (44).

X (turo+1) = AX (tgro) — EJXrappir tHHO) — X (tHHO) |

(42)
AX(tgno) = Xravbir (tHHO) — X(tHHO) (43)
J=2(1—-rs) (44)

with AX(,,,) represents the distance between the hawks
and the rabbit. The r; is a random value between
Oto 1.
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FIGURE 8. Hard besiege with progressive rapid dives illustration in HHO.

b: HARD BESIEGE

A hunting group of hawks performs the hard besiege mech-
anism when the rabbit is starting to get tired. The hawks
surround the rabbit, perform heavy attacks, and launch a
surprise attack to quickly end the hunt. The hard besiege is
illustrated in Equation (45) and Figure 6.

X(tuno + 1) = Xpapbit(turo) — EIAX (tHHO)| 45)

c: SOFT BESIEGE WITH PROGRESSIVE RAPID DIVES

This condition represents the rabbit which still has a lot
of energy after successfully escaping. The rabbit performed
random frog jumps, the Levy Flight (LF) movement. In this
condition, the hawks estimate the pattern of the rabbit move-
ment (Y) based on Equation (46). If the hawks fail to catch
the rabbit, then the hawks perform random dives to remap the
rabbit pattern (Z) as in Equation (47). The LF is modeled as
in Equation (48). The attack pattern is updated dependent on
Equation (49). The soft besiege with progressive rapid dives
mechanism is given in Figure 7.

Y = Xyapbir (tHHO)
— E\JXapbir (tHHO) — X (tHHO) | (46)

Z=Y+S x LE(D) 47)

uxo
LF(x) = 0.01 x( : )
v|?
in (%8
5 — [ T+ P xsin %_)] 48)
r (#) XBx27
Y if F(Y) < F(X(taro0))
X (toao + 1) = , (49)
Zif F(Z) < F(X(taro))

with D is the problem dimension and S is a random vector by
size 1 x D. u and v are the random values between O to 1.
B is the constant that is set to be 1.5.

d: HARD BESIEGE WITH PROGRESSIVE RAPID DIVES
This condition represents the rabbit which no longer has
enough energy after trying to escape from the surprise attack.
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Keep current (:) Update ‘
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FIGURE 9. A new scheme of Harris Hawk Optimizer with Memory Saving
Strategy (HHO-MSS).

The hunting mechanism of the hawks is similar to the soft
besiege. However, the hawks reduce their average distance
from the rabbit before launching a surprise pounce. The
hawks decide on attack patterns by Equation (49). However,
the Y and Z rules have changed into Equation (50) and
Equation (51). The hard besiege with progressive rapid dives
mechanism is illustrated in Figure 8.

Y = Xyapvir (trrO) — E|IXrapbir (tHHO) — Xim(tHHO)
(50)
Z =Y +S x LF(D) (51)
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TABLE 3. Benchmarking scenarios of the algorithms.

Algorithm Note Parameter Value
Nino 30
THHO 100
D 30
q rand(0,1)
The proposed E, rand(-1,1)
#1 HHO-MSS algorithm in this u, v, A rand(0,1)
paper. B 1.5
aj 2
az 1
GCP 0.5
ri—T1s rand(0,1)
The hybridization N 30
#2 Iteration-based of algopthr’r}lls by
of Hybrid e L Tuno 50
HHO-EO [8] prumzation
process
sequentially. Tro 50
The hybridization Naro 15
of algorithms by
#3 Population- running two
based of Hybrid algorithms in Nko 15
HHO-EO [8] parallel and
sharing their best
solution. T 100
NIIIIO 30
THHO 100
D 30
#4 Basic HHO The original q rand(0,1)
[35] version of HHO. E, rand(-1,1)
u, v rand(0,1)
p 1.5
7 —TIs rand(0,1)
Nro 30
Tro 100
D 30
#5 Basic EO The original A rand(0,1)
[46] version of EO a; 2
a, 1
GCP 0.5
L T rand(0,1)

5) POST-HUNTING PHASE

At the end of the hunting process, the hawks usually distribute
the hunting results to the hunting group’s members who
participate in the hunt. In HHO, the end of the hunting process
is shown by the E value near zero. In HHO, X, 4ppi; in the last
iteration is defined as the best solution.

D. PROPOSED HHO-MSS

The HHO-MSS enhances the HHO with a memory saving
operator inspired by an Equilibrium Optimizer (EO). EO is
one of the metaheuristic optimizers that is classified as a
physic-based inspiration algorithm [46]. EO adopts the con-
cept of controlling volume mass balance in a substance.
EO has an operator to control the balance of exploration
and exploitation. The proposed modification is unlike the
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common hybrid algorithm that runs two algorithms in par-
allel or only divides the population or iteration sequentially.
The detailed flowchart of HHO-MSS is given in Figure 9.
A comprehensive description is also given in the following:
First, HHO-MSS performs the usual mechanism in HHO,
including pre-hunting, exploration, transition, exploitation,
and post-hunting phases. The idea is to sort the hawks with
the best movement that gives the closest distance to the rabbit.
The proposed scheme adopts the equilibrium pool (Ceq,poor)
in EO. Ceq,pooi 1s used to keep the best hawk positions, X;,. ..,
Xy, as the current candidate solutions as in Equation (52).

Cf([,p()()l = [le X27 X37 R} XN] (52)

lf Xrabbit,tHHO > Xrabbit,tHHo—i-l ,

Xrabbit,tupo = Xrabbi

\IHHO raobut ,tgHO

Ceq,pool = . (53)
if Xitgno = Xityuo+1

| Xituno = Xistumo

if Xrabbit,tyo < Xrabbit, to-+1>
Xl‘abbit,tHH() = Arabbit,tyno+1

Ceq P [ (5 I)
»POO .
lf‘ Xi,lHHO < Xi,[HH0+ ’

Xi,IHHO = Ai,tgno+1

Ceg,poot components are updated regularly based on
Equation (53) and Equation (54). If Xi in the current iteration
is better than on the next iteration, then keep the components
of Ceq pooi- Meanwhile, Xi on the next iteration is better
than in the current iteration, then replaces the components of
Ceq,pool .

The proposed scheme has also adopted the exponential
factor (F) and generation rate (G) operators from EO. These
operators are related to the controllability of the exploration
and exploitation proportion. The F operator is described in
Equation (55) until Equation (57).

F = Mtno=10) (55)
'HHO
tHH0 2 Thrio)
trro = (1= =22) (56)
1
t9o = I1n(—alsign (re —0.5) [1 — e_’l’””o] + tHHO)
(57)

with tgyo is the function of iteration, it decreases with the
number of iterations, while tgHO is variable to make the
search speed slow down to ensure convergence. The A and
r¢ related to the direction of candidate solutions movement,
which is the values between O to 1. The a; is the control
parameters of exploration and a; is the control parameter of
exploitation. Based on [46], the best balance can be obtained
witha; =2 and ap = 1.

The G operator is shown in Equation (58) until
Equation (60). This parameter is used to control the search
pattern and limit the number of randomness of candidate
solutions.

G = G e~ MtmHo=1fyo) (58)
Gy = GCP(Coy — ACoq poot) (59)
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TABLE 4. Unimodal benchmark functions for HHO-MSS benchmarking.

No Function Search Space D Somin
D
Ji i) = Z x? (-100, 100) 30 0
i=1
D D
f 00 =) bl + [ [l (-10, 10) 30 0
2 i=1 i=1
£
2
g D D 2
Z fi £(x) = z Z % (-100, 100) 30 0
i i=1 \j=1
£
S
5 Ja fa(x) = max;{|x;|,1 <i <D} (-100, 100) 30 0
2
% D-1
E 5 f500) = ) [1000xiss = x2)? + (= 1)7] (-30, 30) 30 0
5 =1
D
fi £ () = Z(xi +0.5)2 (-100, 100) 30 0
i=1
n
I f(x) = Z ix} +rand(0,1) (-1.28, 1.28) 30 0
i=1
TABLE 5. Multimodal benchmark functions for HHO-MSS benchmarking.
. Search
No Function Space D Smin
N 418.9
5 fo(0) = ) =xisin (D) (00,500 30 %
i=1
n
fo folx) = Z[xiz — 10 cos(2mx;) + 10] (5.12,5.12) 30 0
i=1
-é 1 n
E S0 fio(x) = —20 exp — exp (ZZ Cos(Zn:xi)) +20 +e (32,32) 30 0
& =
o<
s
£ fiu fia(0) = —3" %% — [, cos ("—) +1 (600, 600) 30 0
g 11 4000 “i=171 i=1 Vi >
2
3 n-1 n
s
E fr2(x) = o [10 sin (my,) + Z(J’i = D*[1 +10sin*(myp)] + G — 1)2} + Zu (%;,10,100,4)
= i=1 i1
= ; 50, 50 30 0
= fiz X +1 k(x; —a)™ x; >a ( )
yi=1+= u(xﬂ,k,m):[ 0—a <x <a
k(=x; —a)™ x; <-a
n
fis(x) = 0.1 { {sin?(3mx;) + Z(x1 —1)?[1 + sin?(3mx; + 1] + (x, — 1?[1 + sin?(2rx,)]
fis = (50,50) 30 0

n
+ Zu (x;,5,100,4)
i=1
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TABLE 6. Fixed dimension multimodal benchmark functions for HHO-MSS benchmarking.

Search

No Function Space Somin
1 o 1 -
=| — e — - 2
i fia(®) <500 + ;}. o R a”)s> (-65, 65) 1
. x1(b +b; xz)
Jis fis(x) = Z [ ETERT (-5, 5) 4 0.0003
fis fie(x) = 4x? — 2.1x{ + le + xy%, — 4x2 + 4x3 (-5,95) 2 -1.0316
’
2 5.1 5 1
g fir@) = (3, = 2 +—31 = 6)7 + 10 (1 - 8—) cosx, + 10 5,5 2 0398
=~
:
5 fis(x) = [14 (g + x, + 1)2(19 — 14x; + 3x2 — 14x, + 6x1x, + 3x2)] X [30 + (2x; — 3x,)% X (18
g — 32x; + 12x2 + 48x, — 36x,x, + 27x3)] (-2,2) 2 3
g
% 4 3
E Jio fio(x) = —Zciexp <_Zaij(xj _pij)2> (1, 3) 3 -3.86
2 i=1 j=1
g
-_E 4 6
ERE fao(x) = _Z ciexp| — z ag;(x — pij)z 0, 1) 6 -3.32
’E i=1 j=1
5
S far(x) = —Z[(X —a)X —a)" +¢]t (0, 10) 4 -10.153
7
S22 fa2(x) = —Z[(X —a)X —a)" +¢]™* (0, 10) 4 -10.402
i=1
Ve fa2(x) = —Z[(X —a)X —a)" +¢]" (0, 10) 4 -10.536
i=1
cep < |07 8= GP 60y -3 GHz, dual-channel RAM DDR4 16 GB, and NVIDIA
o, rg < GP GeForce GTX 1650 4 GB.

with the Generation Rate Control Parameter (GCP) defined
as 0.5 and Generation Probability (GP) is a random value
between O to 1. The r7 and rg are random values O to 1

In the rest, HHO-MSS continues the hunting process until
the maximum iteration or a terminated condition is reached.

IV. SIMULATION AND DISCUSSION

This section is divided into two parts: the first part focuses on
the proposed algorithm benchmarking, and the second part
presents the optimal parameters of PSS and VIin the dynamic
stability of renewable microgrid power systems. The simula-
tion and optimization are performed in MATLAB 2022b with
the following device specifications: AMD Ryzen 5 5600H
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A. HHO-MSS BENCHMARKING

The Friedman Ranking Test, a non-parametric statistical test,
is performed to investigate the significant difference, consis-
tency, and accuracy of the proposed algorithm. Furthermore,
convergence and energy escaping curves are conducted to
analyze the exploration and exploitation ability. The proposed
algorithm is compared with the other schemes of modified
HHO, basic HHO, and basic EO. The parameters used for
algorithms are described in Table 3.

1) STATISTICAL ASSESSMENT
Using The Friedman Ranking Test, the statistical perfor-
mances of HHO-MSS are carried out. This test uses three
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TABLE 7. Friedman Ranking Test results for HHO-MSS benchmarking in fixed dimension multimodal benchmark functions.

Fune Statistical Algorithm
unc.
Parameter #1 Proposed HHO-MSS #2 Iteration-based HHO-EO #3 Population-based HHO-EO #4 HHO #5 EO
Min. 3.01E-32 1.70E-04 2.09E-05 5.77E-24 1.84E-27
Max. 1.38E-24 2.38E-03 1.57E-04 1.28E-22  3.52E-23
fi Avg. 2.76E-25 1.17E-03 6.28E-05 6.13E-23  7.20E-24
Std. 6.15E-25 9.86E-04 5.77E-05 5.43E-23 1.56E-23
Min. 1.97E-15 1.82E-03 4.61E-03 341E-13  2.01E-14
. Max. 1.39E-13 3.46E-03 4.45E-02 1.87E-12  7.55E-11
/: Avg. 3.53E-14 2.52E-03 1.67E-02 1.26E-12 1.60E-11
Std. 5.83E-14 7.67E-04 1.58E-02 6.44E-13  3.33E-11
Min. 1.20E-26 3.50E-03 2.15E-03 6.79E-07 1.28E-24
Max. 3.30E-16 3.23E-02 1.25E-02 1.96E-04  5.67E-17
I Avg. 6.60E-17 1.67E-02 6.49E-03 8.28E-05 1.17E-17
Std. 1.48E-16 1.28E-02 4.61E-03 7.95E-05  2.52E-17
Min. 6.36E-16 1.01E-04 4.41E-03 3.44E-06  3.20E-14
. Max. 3.71E-12 3.34E-02 5.27E-02 746E-06  2.57E-11
i Avg. 1.16E-12 9.91E-03 2.12E-02 5.60E-06  5.28E-12
Std. 1.60E-12 1.37E-02 1.94E-02 1.45E-06  1.14E-11
Min. 1.42E-04 3.43E-03 2.83E-03 2.57E-02  4.31E-05
Max. 7.20E-03 3.33E-02 2.88E-02 2.61E-02  5.53E-02
I5 Avg. 3.26E-03 2.03E-02 1.82E-02 2.59E-02  2.45E-02
Std. 3.35E-03 1.55E-02 1.40E-02 1.58E-04  2.76E-02
Min. 9.86E-05 2.55E-03 4.85E-03 1.56E-04  4.38E-04
. Max. 8.87E-03 4.34E-02 6.39E-02 4.05E-04 1.48E-02
Js Avg. 2.55E-03 1.35E-02 2.78E-02 2.57E-04  3.38E-03
Std. 3.71E-03 1.72E-02 2.48E-02 1.01E-04  6.36E-03
Min. 3.44E-05 6.69E-03 9.85E-05 1.16E-03  9.71E-05
. Max. 7.54E-04 2.02E-02 1.44E-03 2.25E-03 1.50E-03
f Avg. 3.71E-04 1.24E-02 4.58E-04 1.59E-03  6.97E-04
Std. 3.43E-04 5.94E-03 5.61E-04 430E-04  5.65E-04
p-value 0.376 0.251 0.171 0.137 0.096
Friedman Ranking 1 2 3 4 5

sets of benchmark functions for algorithms as follows: uni-
modal benchmark functions as given in Table 4, multimodal
benchmark functions as given in Table 5, and fixed dimension
multimodal benchmark functions as given in Table 6. Each
of the algorithms performs 30 runs to solve the benchmark
functions.

The statistical results for unimodal benchmark functions
are tabulated in Table 7. The unimodal benchmark functions
aim to measure the ability of the algorithm in the exploitation
process. The p-value indicates the significance of the differ-
ence in the optimization result based on statistical parameters.
If p-value< 0.05, then the obtained results are significantly
difference. This condition indicates the variation level in
the results is high. It means the algorithm with a p-value<
0.05 has bad consistency. While p-value> 0.05, then the
obtained results are no significantly difference. It indicates
the variation level in the results is low. It means the algorithm
with a p-value> 0.05 has good consistency. Thus, a higher
p-value means a better consistency of the algorithm. From
Table 7, it can be seen that HHO-MSS obtained the highest
p-value by 0.376. The common hybrid version algorithms
also give higher p-value than basic algorithms.

The statistical results for multimodal benchmark functions
are given in Table 8. The multimodal benchmark functions
test the ability of the algorithm in the exploration process.
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HHO-MSS has also shown a greater performance than the
other compared algorithms. Based on Table 8, HHO-MSS
is consistent in obtaining the highest p-value of 0.916. The
common hybrid version algorithms show worse results than
the basic HHO and EO. Besides that, statistical results for
fixed dimension multimodal benchmark functions are pro-
vided in Table 9. The fixed dimension multimodal benchmark
functions investigate the ability of the algorithm to solve low
dimension optimization cases. The result shows a similar
attribute to Table 8. The HHO-MSS offers the highest p-value
of 0.979. The common hybrid version algorithms have also
given worse results than the basic HHO and EO.

From Table 7, Table 8, and Table 9, it can be concluded
that HHO-MSS has increased the overall performance than
the basic HHO and EO. HHO-MSS offers superior ability
in exploration, exploitation, and solving the low dimension
optimization cases than the compared algorithms. On the
other hand, the investigation has also proven that the common
hybrid method of the algorithms did not always provide better
results than the basic algorithms. Thus, it needs a specific
scenario or scheme to enhance the overall performance of the
algorithms.

The statistical results have concluded that HHO-MSS has
better consistency and accuracy than the others. A proper
metaheuristic algorithm must have good exploration and
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TABLE 8. Friedman Ranking Test results for HHO-MSS benchmarking in multimodal benchmark functions.

Fune, | Statistical Algorithm
unc.
Parameter #1 Proposed HHO-MSS #2 Iteration-based HHO-EO #3 Population-based HHO-EO #4 HHO #5 EO
Min. -1.26E+04 -1.26E+04 -7.66E+03 -8.99E+03 -6.62E+03
Max. -1.26E+04 -1.01E+04 -6.64E+03 -7.30E+03  -4.02E+03
fs Avg. -1.26E+04 -1.21E+04 -7.16E+03 -8.12E+03  -5.36E+03
Std. 7.82E+00 1.09E+03 3.96E+02 6.51E+02 1.03E+03
Min. 0.00E+00 0.00E+00 2.47E-04 0.00E+00 5.68E-14
Max. 0.00E+00 0.00E+00 1.20E+00 5.68E-14 3.41E-13
J Avg. 0.00E+00 0.00E+00 4.58E-01 2.27E-14 1.48E-13
Std. 0.00E+00 0.00E+00 6.28E-01 3.11E-14 1.18E-13
Min. 4.00E-15 4.44E-16 8.05E-04 3.13E-13 9.28E-14
. Max. 2.03E-13 1.03E-13 1.76E-03 5.60E-12 1.32E-13
Jio Avg. 4.38E-14 5.02E-14 1.29E-03 2.23E-12 1.08E-13
Std. 8.90E-14 3.82E-14 4.08E-04 2.40E-12 1.56E-14
Min. 0.00E+00 0.00E+00 5.51E-05 0.00E+00 2.44E-15
Max. 0.00E+00 0.00E+00 3.58E-02 0.00E+00 3.44E-02
Ju Avg. 0.00E+00 0.00E+00 1.41E-02 0.00E+00 1.11E-02
Std. 0.00E+00 0.00E+00 1.91E-02 0.00E+00 1.59E-02
Min. 1.62E-05 2.13E-05 1.58E-02 1.26E-05 2.61E-02
. Max. 5.38E-04 4.68E-04 3.20E-02 2.85E-05 9.91E-02
Jiz Avg. 1.72E-04 2.22E-04 2.50E-02 2.09E-05 6.82E-02
Std. 2.12E-04 1.70E-04 7.66E-03 5.69E-06 3.32E-02
Min. 1.77E-04 3.30E-04 4.77E-01 8.73E-03 4.28E-01
- Max. 7.14E-03 6.06E-03 9.40E-01 2.10E-01 8.32E-01
Jis Avg. 3.21E-03 2.82E-03 7.29E-01 1.12E-01 6.05E-01
Std. 2.73E-03 2.24E-03 1.66E-01 9.71E-02 1.57E-01
p-value 0.916 0.139 0.043 0.603 0.562
Friedman Ranking 1 4 5 2 3

exploitation abilities because these features can validate the
obtained results when the algorithm is implemented in real
cases. From the statistical results, the HHO-MSS is consid-
ered a reliable algorithm to be implemented in controlling the
parameters of PSS and VI.

2) CONVERGENCE AND ENERGY ESCAPING

CURVES ANALYSIS

The process of the algorithm in obtaining the best solution
can be drawn in the convergence curve. This curve gives the
history of the best solution in each iteration. The normalized
average convergence curve of the investigated algorithms
in 30 runs in solving the benchmark functions is figured
in Figure 10. It can be seen that EO has a better conver-
gence curve than HHO. However, HHO can offer better
solutions. It shows that the HHO and EO have their superior-
ity. Second, Iteration-based HHO-EO and Population-based
HHO-EO have better curves than HHO and EO. However,
the convergence curve analysis gives different perspectives.
The curve of Iteration-based HHO-EO tends to be similar
to HHO in initial iterations, and it can be similar to EO in
the rest. While the Population-based HHO-EO gives more
random characteristics than the other one. Furthermore, it can
be seen that HHO-MSS has the best convergence curve. The
characteristic of the curve is a bit different than the others.
It has also converged faster into its optimal solutions and
seems to have a better ability to avoid local optima. This
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investigation justifies the superiority of the new scheme of
enhanced HHO-MSS over the others.

The comparison of the average energy escaping curve
between HHO and HHO-MSS is given in Figure 11. The
energy escaping curve in HHO represents the exploration and
exploitation process. The proportion of the exploration and
exploitation can be investigated using the trend line (marked
by the red line in Figure 11) and R-squared parameter. The
R-squared value represents the goodness of fit of the varia-
tions in the escaping energy curve. A higher R-squared value
means better variety in the exploration and exploitation pro-
cesses. The results indicate the process of finding a solution
in the algorithm does not dwell on one side, it could be
dwell on the exploration or exploitation. Thus, a higher R-
squared value means a better proportion of exploration and
exploitation. It can be seen in Figure 11 that HHO-MSS
has a significantly higher R-squared value than basic HHO
in all of the benchmark functions. It can be concluded that
the proposed scheme makes the exploration and exploitation
process run better.

B. OPTIMAL PARAMETERS FOR PSS AND VI

The investigation in controlling the parameters of PSS and VI
has used the power system parameters and the default param-
eters of dual-input PSS as given in Table 10 and Table 11,
respectively. Then, the renewable microgrid power system
simulation is conducted in several scenarios to analyze the
renewable microgrid behavior in various RES penetrations
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TABLE 9. Friedman Ranking Test results for HHO-MSS benchmarking in unimodal benchmark functions.

Fune Statistical Algorithm
unc.
Parameter #1 Proposed HHO-MSS #2 Iteration-based HHO-EO #3 Population-based HHO-EO #4 HHO #5 EO
Min. 9.98E-01 9.98E-01 9.98E-01 9.98E-01 9.98E-01
Max. 3.97E+00 9.98E-01 1.99E+00 2.98E+00 5.93E+00
Jis Avg. 2.19E+00 9.98E-01 1.20E+00 1.39E+00 1.98E+00
Std. 1.08E+00 0.00E+00 4.45E-01 8.87E-01 2.21E+00
Min. 3.60E-04 6.62E-04 4.12E-04 3.10E-04 3.71E-04
. Max. 7.66E-04 2.04E-02 2.04E-02 6.74E-04 4.56E-04
Jis Avg. 6.37E-04 4.73E-03 4.54E-03 5.54E-04 4.17E-04
Std. 1.72E-04 8.74E-03 8.84E-03 1.42E-04 3.02E-05
Min. -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
Max. -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00  -1.03E+00
Jis Avg. -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00 -1.03E+00
Std. 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00
Min. 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
Max. 3.98E-01 3.98E-01 3.98E-01 4.00E-01 3.98E-01
fir Avg. 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
Std. 1.15E-06 8.94E-11 0.00E+00 9.47E-04 2.24E-05
Min. 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
. Max. 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
Jis Avg. 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
Std. 0.00E+00 0.00E+00 1.52E-04 0.00E+00 1.17E-03
Min. -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00  -3.86E+00
Max -3.86E+00 -3.86E+00 -3.85E+00 -3.86E+00  -3.77E+00
Jio Avg. -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00  -3.84E+00
Std. 8.94E-10 0.00E+00 3.40E-03 2.89E-03 3.69E-02
Min. -3.32E+00 -3.32E+00 -3.32E+00 -3.13E+00  -3.07E+00
Max. -3.20E+00 -3.09E+00 -3.11E+00 -2.92E+00  -2.81E+00
o Avg. -3.27E+00 -3.23E+00 -3.23E+00 -3.01E+00  -2.96E+00
Std. 6.51E-02 9.86E-02 9.20E-02 7.97E-02 1.02E-01
Min. -1.02E+01 -1.02E+01 -1.02E+01 -5.00E+00  -9.07E+00
Max. -2.68E+00 -2.63E+00 -5.06E+00 -481E+00  -5.01E+00
S Avg. -7.64E+00 -6.61E+00 -9.13E+00 -4.93E+00  -5.84E+00
Std. 3.54E+00 3.38E+00 2.28E+00 7.41E-02 1.81E+00
Min. -1.04E+01 -1.04E+01 -1.04E+01 -5.09E+00  -5.06E+00
Max. -1.84E+00 -2.75E+00 -1.04E+01 -4.92E+00  -2.73E+00
2 Avg. -7.16E+00 -6.28E+00 -1.04E+01 -5.02E+00  -4.57E+00
Std. 4.45E+00 3.88E+00 2.94E-03 8.28E-02 1.03E+00
Min. -1.05E+01 -1.05E+01 -1.05E+01 -8.92E+00  -9.27E+00
Max. -2.42E+00 -2.42E+00 -1.05E+01 -5.07E+00  -5.06E+00
s Avg. -7.57E+00 -8.91E+00 -1.05E+01 -5.86E+00  -5.93E+00
Std. 4.09E+00 3.63E+00 2.22E-03 1.71E+00 1.87E+00
p-value 0.979 0.387 0.001 0.547 0.415
Friedman Ranking 1 4 5 2 3

as given in Table 12. The small disturbance is represented
by the sudden increase in the load power demand (APr). The
simulation scenario is arranged based on renewable microgrid
behavior in adjusting the net power generation (P;) with
various generation resources.

The different effects of RES penetrations are described in
Figure 12 and Table 13. It shows that AP;, = 0.02 p.u. at
2 s inflicts a RoCoF by -1.69 x 1073 (-0.17% from steady
state point) at 2.85 s. Then, the RES penetration makes the
maximum overshoot different due to the PVES and WTES
having different time responses. A higher RES penetration
gives a higher maximum overshoot value. After the turning
point, it shows that higher RES penetration gives more damp-
ening effect in Af response. Moreover, RES penetration can
make the settling time faster. The different effects of various

VOLUME 12, 2024

RES conditions make the controlling parameters of PSS and
VI need a different treatment.

1) OPTIMAL PARAMETER RESULTS

The optimal controlling parameters for PSS and VI are
detailed in Table 14. Then, the average normalized fpe,50n's
in the convergence curve is shown in Figure 13. It can be
seen that the different algorithm gives optimal configuration
variation based on RES penetration. HHO-MSS gives a supe-
rior result in average fitness value based on fyeps0n- The best
average fitness value obtained by HHO-MSS is better than
Iteration-based HHO-EO, Population-based HHO-EO, HHO,
and EO 0f 9.63%, 13.79%, 22.55%, and 26.57%, respectively.
It can be concluded that the different optimal parameters give
different characteristics in Af improvement.
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FIGURE 10. The comparison of the average convergence curve of the algorithms in benchmark functions.

TABLE 10. Summary of power system simulation parameters [4], [8].

Parameter Value Note

T, 0.53 Turbine time response

T, 0.28 Governor time response

Rp 19.6 Droop

p 20.13 Bias factor

Ky 0.1 Control unit constant

Twr 1.4 WT time response

Tpy 1.9 PV time response

ky 50 Amplifier gain constant

T, 0.05 Amplifier time constant
T4 5.9 Exciter time constant

K; 1.36

K, 0.91

K; 0.42 Heffron-Phillips

K, 1.69 constants

K; 0.05

Ks 0.66

H 6.5 Base inertia value of the system
D 0.6 Base damping value of the system

TABLE 11. Summary of default parameters in dual-input PSS [56].

Parameter Value Note
T7

Krss2 Kpssz2 = 2H PSS gain constants

Kpsss 1
Twi 10
T 10 Wash-out filter constants
Tws 10
Twy usually bypassed
;: T = Ty, Lag control time constants
Ts 0.3
Ty 0.15 .
Y 5 Ramp-tracking features
N 4

TABLE 12. Simulation scenarios for renewable microgrid power system.

2) EIGENVALUE ANALYSIS
In this paper, the problem formulation is constructed using
a combination of damping factor and damping ratio that is
related to the eigenvalue of the system. Thus, the eigen-
value of the system in different RES penetrations is given
in Table 15. The dynamic stability improvement can be
indicated by the shifting of the eigenvalue point to the left

73866

RES AP AP. APwr APpy
Penetration
p-u.
#1 Low (10%) 0.018  0.001 0.001
#2 Mid (50%) 0.02 0.01 0.005 0.005
#3 High (75%) ’ 0.005 0.0075 0.0075
#4 Full (100%) - 0.01 0.01

side. It means the real part of the eigenvalue becomes more

negative.
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FIGURE 11. The comparison of the energy escaping curve of the rabbit between HHO and HHO-MSS.

From Table 15, PSS is more effective in giving a damping
effect than VI in low and mid RES penetrations. In low RES
penetrations, PSS with HHO-MSS gives an eigenvalue of -
14.4697 £+ 2.8296i, which is more negative than VI with
HHO-MSS of -10.2103 + 4.0331i. Moreover, the PSS-VI
with HHO-MSS gives the most negative value in low RES
penetration of -14.5946 + 3.1050i. Similar to mid RES pen-
etrations, PSS also gives a better damping effect. It can be
seen the eigenvalue by PSS with HHO-MSS is -10.2115 £
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4.0352i, which is more negative than VI with HHO-MSS
of -5.7235 £ 2.4094i. Moreover, the PSS-VI with HHO-
MSS gives the most negative value in mid RES penetration
of -10.7631 + 4.4868i.

Based on eigenvalue analysis, the effectiveness between
PSS or VI in high and full RES penetrations is reversed com-
pared to low and mid RES penetrations. In high and full RES
penetrations, the VI seems to have more impact in improving
the stability than the PSS. In high RES penetrations, it can
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TABLE 13. Detailed Af in various RES penetrations (base case).

RES Penetration Condition

Parameter

#1 Low #2 Mid #3 High #4 Full
(10%) (50%) (75%) (100%)
Freq. nadir -1.69 x 107 (-0.17% from steady state point)
Overshoot 0.063% 0.071% 0.074% 0.086%
Settling 13.764 s 11.144 s 11.165 s 11.196 s
time

be seen that VI with HHO-MSS gives the eigenvalue of -
13.7411 +£ 5.9938i, which is better than PSS with HHO-MSS
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of -10.2113 % 4.0348i. Moreover, the PSS-VI with HHO-
MSS gives the most negative value in high RES penetration
of -13.7649 + 6.1301i. In full RES penetrations, the VI
with HHO-MSS conducts the eigenvalue of -11.3492 =+
3.3669i, which is more negative than PSS with HHO-MSS
of -10.2115 =+ 4.0352i. Moreover, the PSS-VI with HHO-
MSS gives the most negative value in full RES penetration
of -11.4791 +£ 3.3182i. Then, the eigenvalue analysis can
be strengthened by time domain simulation analysis in RES
penetrations in the following.

3) TIME DOMAIN SIMULATION: LOW-RES SCENARIO
The frequency deviation (Af) and power angle devia-
tion (AS) responses in low-RES penetration are shown in
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TABLE 14. Optimal parameter results for PSS and VI in renewable microgrid power system.

Optimal Parameter

RES Penetration Algorithm Normalized fpenson’s
Kpss T; T, T3 Ty Ky Dy,

HHO-MSS 9.058 0.038 0.146 0.147 0.064 0.101 1.932 0.956

Iteration-based HHO-EO 9.326 0.023 0.018 0.013 0.01 0.669 192 0.873
Low Population-based HHO-EO  9.997 0.069 0.168 0.036 0298 0921 1.572 0.814
HHO 10 0.049 0.145 0.01 0.182 0573 1475 0.789

EO 10 0.011 0.2 0.017 0.018 027 0.161 0.742

HHO-MSS 10 0.199 0.2 0.187 0.194 3.079 1.982 0.92

Iteration-based HHO-EO 10 0.182 0.185 0.097 0.2 1.096 2 0.852
Mid Population-based HHO-EO  9.610  0.141  0.05 0.084 0.179 0.116 1.992 0.829
HHO 9.992 0.026 0.188 0.128 0.2 0.536 1.89 0.748

EO 9.867 0.067 0.121 0.021 0.164 0.117 1976 0.731

HHO-MSS 8744 0.03 0.026 0.15 0.141 0.256 1.668 0.898
Iteration-based HHO-EO 9.875 0.013 0.065 0.036 0.067 0276 1.675 0.836
High Population-based HHO-EO 10 0.05 0.055 0.044 0.2 0.101 1.99 0.824
HHO 4569 0.098 0.134 0.168 0.2 0.1 0.784 0.727

EO 4.725 0.2 0.118 0.027 0.186 0.133 0.1 0.71
HHO-MSS 10 0.012 0.038 0.087 0.158 2948 1.993 0.856

Iteration-based HHO-EO 10 0.01 0.196 0.074 0.143 1273 1.189 0.75

Full Population-based HHO-EO  9.939  0.061 0.2 0.17 0.203 0.189 2 0.723
HHO 9297 0.026 0.182 0.062 0.186 1275 1.152 0.698

EO 9.15 001 0179 001 0.183 1273 1.152 0.685

TABLE 15. Eigenvalue of the system in various RES penetrations.

Low-RES Penetration

PSS+VI PSS+VI
PSS VI PSS+VI
Iteration-based Population-based HHO EO
HHO-MSS - -
HHO-MSS HHO-MSS HHO-EO HHO-EO

-14.4697 +2.82961  -10.2103 +4.0331i  -14.5946 +3.1050i -11.6932 +4.8281i -10.1178 +4.3524i  -9.9981 +5.19261  -11.2914 +4.7297i
-14.4697 - 2.82961  -10.2103 - 4.0331i  -14.5946 - 3.1050i  -11.6932 -4.8281i  -10.1178 - 4.3524i -9.9981 - 5.1926i -11.2914 - 472971

Mid-RES Penetration

2102115 +4.03521  -5.7235+2.4094i  -10.7631 +4.4868i -10.7094 +3.3554i  -9.1071 + 3.0666i -5.4957 +2.8254i  -10.5876 + 5.1430i
-10.2115 - 4.0352i -5.7235 - 2.40941 -10.7631 - 4.48681  -10.7094 - 3.35541 -9.1071 - 3.06661 -5.4957 - 2.82541 -10.5876 - 5.14301

High-RES Penetration

-10.2113+4.0348i  -13.7411 +5.99381  -13.7649 + 6.13011  -6.3543 +2.9318i -11.1703 +4.43961i  -10.4380 +3.49081 -11.5626 +4.3172i
-102113 -4.03481  -13.7411 - 5.9938i -13.7649 - 6.13011  -6.3543 - 2.9318i -11.1703 - 4.43961  -10.4380 -3.49081  -11.5626 - 4.3172i

Full-RES Penetration

-10.2115+4.0352i  -11.3492 +3.36691  -11.4791 +3.3182i -10.2828 +4.8522i  -10.8686 +4.0940i  -10.0658 + 4.6025i -9.4599 +5.1659i
-10.2115-4.0352i  -11.3492 -3.36691  -11.4791 -3.31821  -10.2828 - 4.8522i  -10.8686 - 4.0940i  -10.0658 - 4.6025i -9.4599 - 5.16591

TABLE 16. Detailed response in low-RES penetration with PSS and VI.

Method
PSS+VI PSS+VI
Parameter PSS VI PSS+VI PSS+VI  PSS+VI
Iter-based  Pop-based
HHO-MSS HHO-MSS HHO-MSS HHO EO
HHO-EO HHO-EO
Freq. nadir (%) 0.11 0.135 -0.094 -0.095 -0.103 -0.106 0.117
AfOvershoot (p.u.)  -1.92x10*  1.08x10* -2.78x10* -226x10* -430x10° -6.71x10° -2.82x10°
AfSettling time (s) 5.453 6.114 5.515 5.546 5.72 5.464 5.406
Ad Overshoot (p.u.) 1.7x 102 238x 102  147x10%  1.51x10% 1.67x10% 1.62x10% 1.75x 107
A0 Settling time (s) 13.083 21.177 11.112 11.067 11.097 11.299 12.011
Figure 14 and Figure 15. An in-depth analysis focusing on is correlated to AS. The detailed response in statistics is

Af. AS is conducted to show that the A f improvement described in Table 16. From Figure 14, it can be seen that the
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FIGURE 15. AS response in low-RES penetration with PSS and VI.

APy = 0.02 p.u. at 2 s drops the frequency nadir. However,
the PSS and VI can improve Af by reducing the RoCoF and
the minimum value of frequency nadir. In low-RES penetra-
tion, the effect of PSS is better than VI in improving dynamic
stability.

A better improvement in frequency nadir is conducted by
PSS of 35.3% than VI of 20.59% from the base case. When
PSS and VI are combined, it can give better improvement.

73870

The improvement by HHO-MSS, Iteration-based HHO-EO,
Population-based HHO-EO, HHO, and EO are 44.70%,
44.11%, 39.41%, 37.64%, and 31.17%, respectively. PSS
gives a better dampening effect than the VI in the first over-
shoot. Besides that, the controlling parameters of PSS and VI
by HHO-MSS give the lowest overshoot and the smoothest
response. However, a smoother response can expense a longer
settling time. Although it can be tolerated since the settling
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FIGURE 17. A response in mid-RES penetration with PSS and VI.

time difference is very small. The improvement in the Af is in
line with the A§. The PSS and VI parameters by HHO-MSS
give the best overshoot reduction. From the investigating
result, it can be concluded that PSS is more effective than
VI for improving dynamic stability in low-RES penetration.
Besides that, the overall result shows that the controlling
parameters of PSS and VI by HHO-MSS offer the best
improvement in frequency nadir, reducing overshoot, and
refining the Af and Ad in low-RES penetration.

VOLUME 12, 2024

4) TIME DOMAIN SIMULATION: MID-RES SCENARIO

The Af and A$ responses in mid-RES penetration with
PSS and VI are shown in Figure 16 and Figure 17. The
detailed statistics are described in Table 17. In mid-RES
penetration, the oscillation is harder to dampen. PSS has a
better improvement of 39.41% than VI which gives a sim-
ilar result of 38.82%. The controlling parameters of PSS
and VI in mid-RES penetration show that HHO-MSS offers
the best frequency nadir reduction of 58.82%, followed by
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TABLE 17. Detailed response in mid-RES penetration with PSS and V1.

Method
PSS+VI PSS+VI
Parameter PSS A PSS+VI PSSHVI  PSS+VI
Iter-based  Pop-based
HHO-MSS HHO-MSS HHO-MSS HHO EO
HHO-EO HHO-EO
Freq. nadir (%) -0.103 -0.104 -0.07 -0.085 -0.089 -0.099 -0.104
AfOvershoot (p.u.)  2.74x10*  -1.09x 10* 1.1x10* 1.04x 10* 1.05x10* -144x10* -132x10*
Af Settling time (s) 6.768 4.614 4.723 4.609 4.643 4.835 4.909
Aé Overshoot (p.u.)  2.28 x 107 1.62x 10 1.49x 102  1.46x102 1.43x10% 1.53x102 1.5x 107
AJ Settling time (s) 5.909 5.856 6.083 5.754 5.731 5.763 5.624
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FIGURE 18. Af response in high-RES penetration with PSS and VI.
TABLE 18. Detailed response in high-RES penetration with PSS and VI.
Method
PSS+VI PSS+VI
Parameter PSS VI PSS+VI PSS+VI  PSS+VI
Iter-based  Pop-based
HHO-MSS HHO-MSS HHO-MSS HHO EO
HHO-EO HHO-EO
Freq. nadir (%) -0.135 -0.114 -0.091 -0.096 -0.101 -0.124 -0.132
AfOvershoot (p.u)  322x10*  -1.47x10* 1.5x10%  -254x10* -1.75x10*% 2.01x10* 6.56x10*
Af Settling time (s) 8.613 4.594 4418 4.526 4.626 6.795 6.303
AéOvershoot (p.u.)  2.43x102 1.68x 102  1.52x 102 1.48x10? 148x102 2.05x102 2.18x 102
AJ Settling time (s) 7.344 8.462 8.959 9.338 9.534 7.335 7.120

Iteration-based HHO-EO, Population-based HHO-EO, HHO,
and EO of 47.68%, 41.76%, and 38.82%, respectively. The
improvement also impacted the Ad. The overshoot can be
reduced properly using the PSS and VI parameters from

HHO-MSS.
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In mid-RES penetration, VI has a more significant contri-
bution in dampening the overshoot than PSS. Besides that,
the different optimal parameters of PSS and VI give more
variation characteristics in mid-RES than low-RES penetra-
tion which tend to be similar. For example, PSS HHO-MSS,
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FIGURE 20. Af response in full-RES penetration with PSS and V1.

PSS+VI HHO, and PSS+VI EO have the first overshoot
under the steady state point. It means that configurations are
a bit overdamped. On the other hand, PSS+VI HHO-MSS,
PSS+ VI Iteration-based HHO-EO, and PSS+ VI Population-
based offer smoother responses whereas the settling time
becomes a bit longer. It can be seen that PSS is no longer
effective in dampening the overshoot in mid-RES penetration.
From the investigation result, the controlling parameters of
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PSS and VI by HHO-MSS give a significant improvement in
both Af and A4 rather than the other algorithms.

5) TIME DOMAIN SIMULATION: HIGH-RES SCENARIO

The Af and Ad responses in high-RES penetration are
shown in Figure 18 and Figure 19. The detailed response
is described in Table 18. The higher the RES penetration
level, the less effective PSS in improving dynamic stability.
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TABLE 19. Detailed response in full-RES penetration with PSS and VI.
Method
PSS+VI PSS+VI
Parameter PSS VI PSS+VI PSS+VI  PSS+VI
Iter-based  Pop-based
HHO-MSS HHO-MSS HHO-MSS HHO EO
HHO-EO HHO-EO
Freq. nadir (%) -0.111 -0.115 -0.079 -0.098 -0.099 -0.1 -0.104
AfOvershoot (p.u.)  53x10*  -122x10* 2.07x10* 2.12x10* -1.79x10* 2.17x10* 223x10*
Af Settling time (s) 10.036 9.449 9.126 9.045 7.989 9.25 9.3
AdOvershoot (p.u.)  2.29x10%  1.69x10%  147x102 1.64x10% 1.48x102 1.69x10% 1.75x 102
A0 Settling time (s) 8.61 11.002 11.384 11.454 11.635 11.968 12.114

On the other hand, the VI becomes more impactful. The
optimal parameters of PSS and VI by HHO-MSS give the
best improvement in reducing frequency nadir of 46.47%
from the base case, which is followed by PSS+ VI Iteration-
based HHO-EO, Population-based HHO-EO, HHO, and EO
of 43.53%, 40.59%, 27.05%, and 22.35%, respectively.
HHO-MSS gives the smoothest dampening effect in high-
RES penetration. It can be indicated in the overshoot response
that several methods (VI HHO-MSS, PSS+VI Iteration-
based HHO-EO, and PSS+ VI Population-based HHO-EO)
have an overdamped effect (first overshoot is lower than
steady state point), and the other ones are underdamped.
It indicates that several methods are less able to adapt in
different cases. The Af improvement is also correlated with
AS. It can be observed that a higher RES penetration gives
more power angle deviation reduction. It means a higher RES
penetration gives more ability to maintain § to its reference
point after a disturbance occurs. The analysis shows that the
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PSS and VI by HHO-MSS have the best ability to improve
dynamic stability in high-RES penetration.

6) TIME DOMAIN SIMULATION: FULL-RES SCENARIO

In full-RES penetration, the Af and A§ responses with PSS
and VI are shown in Figure 20 and Figure 21. The detailed
response is given in Table 19. The characteristics of this
condition are similar to high-RES ones. The PSS is no longer
effective in maintaining dynamic stability. Although the fre-
quency nadir reduction with PSS is similar to VI, the PSS
cannot dampen the oscillation like VI. The PSS and VI have
reduced frequency nadir by 34.70% and 32.35%, respec-
tively. Furthermore, the optimal parameters of PSS and VI
by HHO-MSS offer the best frequency nadir improvement of
53.52%, followed by Iteration-based HHO-EO, Population-
based HHO-EO, HHO, and EO of 42.35%, 41.76%, 41.17%,
and 38.82%, respectively.
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TABLE 20. Performance index validation on Af response.

Low-RES Penetration

PSS+VI PSS+VI
PSS VI PSS+VI Tter-based Pon-based PSS+VI  PSS+VI
er-base op-base
Performance Base  HHO-MSS HHO-MSS HHO-MSS P HHO EO
Index HHO-EO HHO-EO
Error reduction (-%)

IAE 5.53x 103 34.38 18.01 34.05 34.03 34.52 34.45 34.92

ITAE 5.04 x 10 16.98 14.60 13.00 12.50 12.60 12.80 16.37

ISE 3.62x 10 65.75 27.68 71.13 70.72 67.29 67.60 63.70

ITSE 1.51 x 103 60.76 43.64 62.22 61.73 59.32 59.79 58.48

Avg. reduction (-%) 4447 25.98 45.10 44.74 43.43 43.66 43.37
Mid-RES Penetration

IAE 4.73x 107 21.82 39.34 40.06 39.94 40.95 40.76 38.35

ITAE 3.3x10? 14.00 20.27 14.48 13.27 14.39 14.30 11.45

ISE 3.54x 10°¢ 51.36 70.65 75.48 75.88 73.70 73.10 76.66

ITSE 1.37x 103 49.12 69.85 72.56 72.44 71.61 71.30 71.20

Avg. reduction (-%) 34.07 50.03 50.65 50.38 50.16 49.86 49.42
High-RES Penetration

IAE 4.56x 107 22.06 35.20 37.15 35.99 37.68 3333 31.67

ITAE 2.8x 107 17.79 9.79 4.93 6.50 421 18.25 19.29

ISE 3.65x 10 42.49 68.47 74.60 73.67 74.27 58.22 53.67

ITSE 1.41x 10° 45.96 68.50 72.62 7145 72.72 60.24 56.79

Avg. reduction (-%) 32.07 45.49 47.32 46.90 47.22 42.51 40.35
Full-RES Penetration

IAE 4.97x 107 12.07 30.40 31.53 33.04 32.76 33.46 3241

ITAE 3.55x 102 4.23 5.86 8.82 2.73 4.42 6.31 5.35

ISE 3.9x10° 43.49 67.18 74.96 73.46 71.31 68.79 69.90

ITSE 1.56 x 107 38.06 64.69 68.64 69.40 67.34 65.65 66.20

Avg. reduction (-%) 24.46 42.03 45.99 44.66 43.96 43.55 43.47

Overall avg. reduction (-%) 33.76 40.88 47.26 46.67 46.19 44.89 44.15

The HHO-MSS has also offered dynamic stability
improvement with the best dampening effect to the Af and
AS§ responses resulting in the smoothest overshoot. Although
the smooth responses expense a bit longer settling time, it can
be tolerated. Unlike the other method that has overdamped
or underdamped responses. Moreover, with very high-RES
penetration, A can be maintained at its reference point
after a disturbance occurs. Thus, it can be concluded that
HHO-MSS has the best capability in conducting the optimal
parameters of PSS and VI in various RES conditions.

7) PERFORMANCE INDEX VALIDATION

The appropriateness of the modified objective function based
on the Benson Scalarization Technique is validated using
performance indexes: Integral Absolute Error (IAE), Integral
Time Absolute Error (ITAE), Integral Squared Error (ISE),
and Integral Time Squared Error (ITSE). The Af response
validation is given in Table 20. The performance index calcu-
lation is performed within 50-s time simulation.

It can be seen from Table 20 that all of the methods have
decent error reduction. It means that the proposed approach
by combining the damping factor and damping ratio by the
Benson Scalarization Technique is appropriate to be applied.
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Moreover, the performance index validation is correlated
to eigenvalue and time domain simulation analysis. First,
the optimal parameters by HHO-MSS have the best overall
average error reduction of 47.26%. It is followed by Iteration-
based HHO-EO and Population-based HHO-EO which have
similar results of 46.67% and 46.19%, respectively. Then,
the HHO and EO have also similar error reductions of
44.89% and 44.15%, respectively. Second, PSS has better
error reduction than VI in low-RES penetration. However,
VI has conducted better results in the other scenarios than
PSS. The performance index validation concludes that the
optimal configuration by HHO-MSS is superior to the others.

V. CONCLUSION

This paper has presented a new approach for controlling the
parameters of PSS and VI to improve the dynamic stability
of the renewable microgrid. A new HHO-MSS is proposed.
Various RES penetration conditions are simulated to repre-
sent the behavior of renewable microgrids with conventional
generators, PVES, WTES, and BESS. The Benson Scalar-
ization Technique is introduced to combine two objective
functions based on damping factor and damping ratio. The
proposed algorithm has been compared to the other modified
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algorithms based on HHO and EO, HHO, and EO. Using the
Friedman Ranking Test, HHO-MSS has conducted a superior
improvement in exploration and exploitation ability. Based on
the convergence curve and energy escaping curves analysis,
it can be seen that HHO-MSS has a more balanced proportion
than basic HHO in the exploration and exploitation process.

In the controlling parameters of PSS and VI cases, the
HHO-MSS conducts 9.63% to 26.57% better fitness value
based on fpenson than the compared algorithms. HHO-MSS
gives the most appropriate dynamic stability performance
based on eigenvalue analysis. Furthermore, in time domain
simulation analysis conducted in low, mid, high, and full
RES penetrations, HHO-MSS offers the best improvement
in frequency nadir, reducing overshoot, and refining the Af
and A$ responses. From the eigenvalue analysis and time
domain simulation, it can be concluded that PSS gives bet-
ter stability improvement in low and mid RES penetrations,
while VI gives better stability improvement in high and full
RES penetrations. The proposed approach by controlling
parameters of PSS and VI by HHO-MSS in a hybrid approach
gives the best stability improvement in all RES penetrations.
The performance indexes validate the optimal configuration
approach by combining the damping factor and damping
ratio by Benson Scalarization is appropriate to be applied.
Moreover, the PSS and VI by HHO-MSS have the best overall
average error reduction of 47.26%.

In future work, the proposed approach will be imple-
mented in more complex power systems with more detailed
working conditions. Now, this paper is focused on microgrid
power systems. In the future, interconnected power systems
or multi-area power systems or large-scale power systems can
be considered as study cases. Besides that, detailed work-
ing conditions such as intermittency and fluctuation of RES
conditions, system faults, and other external factors can be
included.
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