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ABSTRACT With the growth of IoT, a vast number of devices are connected to the web. Consequently,
both users and devices are susceptible to deception by intruders through malicious links leading to the
disclosure of personal information. Hence, it is essential to identify suspicious URLs before accessing them.
While numerous researchers have proposed several URL detection approaches, the machine learning-based
technique stands out as particularly effective because of its ability to detect zero-day attacks; however, its
success depends on the type and dimension of features utilized. In earlier research, only the lexical features
of URLs were employed for classification to attain high detection speeds. However, this approach does
not allow for the retrieval of comprehensive information about a website. Hence, to enhance the security
of IoT devices, both lexical and page content-based features of URLs must be considered. To improve the
performance of the model, the researchers extract informative features using different Feature Selection
Techniques (FSTs), including filter and wrapper methods. However, challenges such as the demand for more
resources, time, and handling of high-dimensional datasets encountered by individual FSTs have driven the
development of hybrid FSTs. Nevertheless, the combination of a filter-based FST and awrapper search-based
Genetic Algorithm (GA) is used in the identification of malicious URLs as well as the detection of malicious
links in the IoT devices research studies. Therefore, the proposed approach leverages the advantages of a
variety of features and explores a hybrid FST to produce the optimal feature subset to evaluate the boosting
estimators with specific hyperparameter configurations. Our proposed approach effectively fills the research
gap associated with previous methodologies research 99% while keeping the computational costs minimal,
making it suitable for resource-constrained devices in detecting malignant URLs.

INDEX TERMS Boosting estimators, feature selection technique (FSTs), genetic algorithm (GA), Internet
of Things (IoT), suspicious URLs.

I. INTRODUCTION
Nowadays, the rapid advancement of communication tech-
nology, coupled with sophisticated techniques on the web,
has promoted new e-commerce opportunities. As a result,
most businesses are shifting online as they get reliable
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infrastructure like huge cloud storage, lucrative platforms,
and a large target market [1]. Therefore, the expansion of
the internet has led to an increase in the global number
of internet users, reaching nearly 5.18 billion, according
to the first quarter report of Statista 2023 [2]. However,
this technological progress encourages intruders to organize
illegitimate actions against organizations, companies, and
governments and manipulate unsuspicious users through
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phishing [3], [4], [5]. Intruders employ various attack strate-
gies, often utilizing compromised URLs as their weapon.
These URLs, once compromised, transform into malicious
URLs, serving as hosts for a range of unsolicited content,
including drive-by downloads, phishing schemes, malware
dissemination, defacement, spam, cryptojacking, and IoT
malware. They skillfully lure innocent users into becoming
victims of various scams, such as malware installations,
financial losses, theft of sensitive information, and cryp-
tocurrency fraud [4], resulting in substantial annual losses.
When suspicious URLs are redirected to IoT devices (tablets,
mobile phones, smart watches) whose screens are very
small enough even to read the address bar information,
cyber offenses are easily and quickly carried out by
hackers [43]. According to the Cyber Threat Report 2022,
10.4 million malware attacks occur annually, and Google’s
Transparency report shows that 3.165 million websites
were declared as dangerous in the first quarter of 2023,
and 2.1 million were phishing websites [6]. In the year
2023, the Security Export Insights report [7], declares that
12.8 million websites are infected with different malware
worldwide. The IBM Security X-Force Threat Intelligence
Index recorded that 41% of attacks are used for phishing
and 16% of attacks abuse valid accounts. [8], Sonicwall
Threat Report [9] states 112.3 million IoT malware attacks
and 139.3 million cryptojacking attacks spiked in the year
2022, and it is increasing year over year. As the different
security threats rise exponentially, it becomes crucial to
distinguish and act on such attacks early. Researchers have
suggested many solutions, like blacklisting, signature-based
detection schemes, and machine learning techniques to
identify malicious URLs [4]. The most widely deployed
technique is the traditional blacklisting-based approach,
which maintains a central database that contains known
suspicious URLs [10]. Thus, identifying new malicious
websites becomes tedious. The signature-based detection
scheme scans the signature assigned to themalicious websites
and raises flags if any abnormal behaviors are detected. As it
is implemented only for classifying the executable code,
this proposed approach cannot identify malicious websites
accurately [11]. Another more promising and intelligent
approach is the classification approach based on Machine
Learning (ML) [12], [13], [14], [15], [44], which utilizes
pre-trained features to accurately predict malicious URLs.
The various classification techniques employed for detecting
malicious URLs encounter a range of issues and challenges,
including, among other things, high dimensionality, lengthy
training and testing times, as well as low detection rates.
Furthermore, most of the existing research has focused on
enhancing machine learning classifiers rather than feature
selection [13]. Researchers have used a variety of feature
selection techniques to choose the most relevant, redundant-
free, and predictive features in order to address these issues
and challenges. The individual feature selection technique
has its pros and cons. The filter-based FST evaluates the

features without the use of machine learning classifiers,
which inhibits it from identifying the relevant and efficient
minimal feature subsets required for predicting malicious
URLs [19]. On the other hand, the wrapper-based FST
consumes more time and requires additional computational
resources (storage, preprocessing, and training time) when
dealing with large datasets, as it has to train a new
estimator for each subset [11]. Still, it provides the most
influential and significant features and hence enhances
classification performance [20]. To enhance the performance
of the machine learning mode, extracting the optimal sets
of URL features is essential. These optimal URL feature
subsets must be derived from the high-dimensional URL
dataset. Extracting the optimal URL feature subset involves
fusing the combined capabilities of both filter-based FST
and wrapper-based FST. The combined feature selection
approach has been employed in prior research studies related
to email classification [21], intrusion detection [22], social
bot identification [23], and XSS attack prediction [24].
In these studies, the error rate tends to be higher while
model performance is lower. However, this approach has
not yet been explored in the context of malicious URL
detection or the identification of malicious links within
IoT devices.

Therefore, our proposed approach combines both the filter
FST and the wrapper FST to address the challenges posed
by individual feature selection methods. These challenges
include increased training time, additional preprocessing
overhead, a low true positive rate, and poor classification
performance in terms of accuracy within the existing
frameworks. Designing a proper model for the classification
of malignant URLs is also a time-intensive task. Few studies
have been conducted on the feature selection technique,
particularly focusing on GA [19], [25], [26]. However,
the resulting model’s detection accuracy remains moderate,
ranging from 89% to -95%. The combination of Mutual
Information Gain (MIG) from the filter-based FST with
search-based GA for selecting the relevant features in the
realm of malicious URL classification remains unexplored in
any research studies. The objective of our proposed approach
is to identify the optimal subset of features that can yield
higher detection accuracy and precision in the detection
of malicious URLs on resource-constrained devices. All
experiments use a publicly accessible URL dataset from
Kaggle [27], which was also the basis for our prior study [15].
This dataset encompasses both lexical and page-content-
based URL features. The experimental outcomes underscore
the efficacy of the proposed approach, achieving satisfactory
results with smaller feature sets with an accuracy of 98.3%
and a precision rate close to 99%. The smallest and most
representative feature sets obtained from the proposed hybrid
feature selection technique are themost essential and valuable
requirements in IoT devices due to their relatively low
computation power and resources. Hence, the proposed
research is claimed to be suitable for tracking unauthorized
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access, data leakage, and other security vulnerabilities of IoT
devices.

The contributions of the proposed approach are as follows:
1) It focuses on a novel combined searching strategy

by fusing filter and wrapper FST to select the
optimal feature subset. This enhancement aids the
machine learning classifiers to effectively handle
higher-dimensional datasets as well as the small feature
sets that can be used in IoT devices as they need low
computation power and resources.

2) The essential features obtained from hybrid feature
selection techniques are evaluated through ensemble
classifiers with effective hyperparameter optimization
to enhance the overall classification performance.

3) Simulation results are evaluated, analyzed, and com-
pared against outcomes from existing research as well
as the ground truth, resulting in significantly improved
results.

The remainder of the paper is organized as follows:
Section II provides a review of existing studies. The proposed
detection methodology and some background concepts are
presented in Section III. Section IV represents the experi-
mental result and analysis, and a comparison between the
proposed approach and the existing studies is outlined. The
conclusion, limitations, and future aspects of the study are
depicted in Section V.

II. REVIEW OF EXISTING STUDIES
In recent years, numerous techniques have been explored in
the literature to identify suspicious websites. However, only a
few research on predictingmaliciousURLswithin the context
of the IoT environment has been conducted. In this section,
we provide an overview of detection approaches against
malicious websites, including features, feature selection
methods, classification techniques, and evaluation metrics.
In addition, the limitations of existing feature selection tech-
niques are presented by various researchers. This discussion
is particularly significant due to the vital role of feature
selection in enhancing the detection of suspicious URLs.

In a recent survey, the authors [10] formulated an approach
for the detection of phishing URLs in IoT devices where only
9 lexical URL features were considered for phishing attack
detection. Machine learning (ML) classifiers, including
Random Forest (RF), Support Vector Machine (SVM),
K-Nearest Neighbor (k-NN), and Logistic Regression (LR),
were employed to evaluate the features and achieve an
accuracy of 99% alongwithminimal response time. However,
there are instances when a large number of features of
different types are required to accurately represent a URL.
Thus, in our proposed approach, we address the challenges
of malicious URL detection by incorporating both lexical
and page-content-based features. In [16], a phishing email
detection approach has been outlined where filter FSTs
such as Information Gain (IG), Correlation Feature Selec-
tion (CFS), and Chi-Square (CHI) are utilized to extract
influential attributes from the feature space. Subsequently,

ML algorithms such as Decision Tree (J45), Rule, JRip, and
PART are evaluated using the selected features to assess their
detection performance. To quantify the effectiveness of the
filter methods, the classifiers were evaluated twice. Initially,
the evaluation was conducted using the full set of features,
a total of 47 features in the dataset, and subsequently, using
the features derived from the filter methods, using 12 high-
scored features. Experiments revealed that the machine
learning model has provided notably improved results after
passing the full set of features through the filter methods.
However, the significance or quality of each feature was not
analyzed thoroughly. Thabtah et al. [17] employed various
filter-based feature selection techniques, such as CHI, CFS,
and IG, to extract a reduced set of feature sets for identifying
suspicious behaviors such as phishing websites. A cut-off
point was established to differentiate between high-impact
features and low-impact ones. The feature sets produced
by the various FSTs were then employed to train mining
algorithms such as PART, RIPPER, and C4.5, in order
to measure and assess the predictive accuracy. Though
this approach managed to successfully identify significant
features by utilizing different cut-off points, it proved to be
a time-consuming process and hence not suitable for timely
or real-time detection of phishing URLs, given that data
theft by intruders can occur within seconds. In [28], the
authors used an attribute-based feature selection approach
to separate phishing websites from real ones. They used
techniques like gain ratio and relief to lower the dimension
of the feature matrix by getting rid of attributes that weren’t
needed or relevant. The two minimal feature matrices that
were created by FST were then tested using ML algorithms
such as Naïve Bayes (NB), J48, and sequential mini-
mization optimization (SMO). The J48 classifier achieved
a classification accuracy of 98.1% compared to SMO,
which had a classification performance of 96.42%. The J48
classifier achieved the best result with an accuracy of 98.1%
outperforming SMO (96.42%). However, this approach has
a limitation in the form of a very low true positive rate
(TPR) of 97.2% in the J48 classifier, making it inefficient
for distinguishing phishing websites from legitimate ones.
To efficiently differentiate between phishing and legitimate,
a light-weight dataset tailored for the IoT environment
was presented by [29]. For website classification, they
considered four types of lexical features: length-oriented,
counting-related, http/s-related, length-oriented, counting-
related, http/s-related, and Natural Language Processing
(NLP)-related. To select relevant features, they employed
filter-based FSTs like InfoGain, Chi-Square, and Releif. The
scores from these FSTs are ensembled to obtain important
features for evaluating machine learning classifiers such as
KNN, RF, DT, and SMO (Sequential Minimal Optimization).
Their approach achieved a phishing detection rate of 99%.
The limitation of filter-based FSTs in the context of malicious
URL detection or IoT is that some of the machine learning
algorithms achieve high accuracy while others experience
poor performance. This occurs because filter-based methods
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utilize intrinsic measures to rank each feature independently
of the particular machine learning classifiers.

To address this issue, [18] employed an evolutionary
algorithm, Particle SwarmOptimization (PSO), as a wrapper-
based feature selection method for the identification of
phishing websites from safe ones. The proposed feature
weightingmethod assigns higher weights to highly influential
website features and lower weights to less important ones,
effectively eliminating irrelevant features from the dataset.
The results show that the wrapper-based feature weighting
approach outperforms the filter-based chi-square and IG
methods. The primary drawback of this approach lies
in the use of classical machine learning classifiers like
Back Propagation Neural Networks (BPNN), Support Vector
Machine (SVM), NB, C4.5, RF, and k-NN instead of any
ensemble machine learning algorithms. Another limitation
that can hinder its use in real-time applications is that feature
evaluation and weighting are computationally expensive
in terms of time. The extended version of the feature
weighting approach is used in [19], where an evolutionary
GA-based search technique is considered for feature selection
and feature weighting to select the most influential and
pertinent features to learn a Deep Neural Network (DNN)
instead of classical ML classifiers, aiming to achieve the
highest classification accuracy. The experimental results
demonstrated that DNN achieved the highest accuracy of
88.7%, compared to BPNN’s accuracy of 87.4% in detecting
phishing URLs from legitimate ones. The drawback of the
DNN-based feature weighting method is that it takes a longer
time for feature evaluation. Patil et al. [30] enhanced the
classifiers’ performance by utilizing FSTs like CFS, Latent
Semantic Analysis (LSA), Information Gain Ratio (IGR),
Principal Component Analysis (PCA), CHI, and wrapper
feature selection (WFS) such as ranker search, greedy
stepwise search, and genetic search techniques, among
others, for detecting malicious web pages. Out of 117 static
and dynamic features, 15 significant features were selected
using FS-basedmethods (greedy stepwise search with the J48
classifier). These selected features were then used to train and
evaluate the majority voting classifier, resulting in a detection
accuracy of 99%. Additionally, they compared the proposed
methodology with various anti-virus tools and anti-malware
software and achieved significant results. Khonji et al. [21]
classified phishing emails by evaluating several feature subset
selection methods, including filters and wrapper evaluators,
to extract the most effective and relevant feature subset from
a feature space containing 47 features. The experiments
led to the creation of a highly accurate email classifier
with an F1-score of 99.1%. While wrapper-based feature
selection methods outperform filter-based methods, they are
computationally intensive and demanding.

Hence, to address the issues with both filter-based and
wrapper-based feature selection methods, a combined FST is
employed in [23] to generate an optimal feature subset for
identifying social bots. The proposed approach analyzes the
profile features of the bot and human accounts on Twitter

to obtain the optimal web phishing features using a hybrid
FST. The authors used three different filtering methods—
correlation attribute (CA), cross-validation attribute evalu-
ation (CVAE), and information gain—each on its own to
score the features without involving the learning classifiers.
They then combine the strength of the best-first search
technique of the WFS technique to reduce the number
of features produced by the filter-based FSM to produce
the best-performing optimal features. Machine learning
classifiers such as RF, SVM, NB, and neural networks (NN)
are used to evaluate the optimal features for classifying bots
from human accounts. Experimental results demonstrated
that the RF classifier achieves an accuracy of 89%, a ROC
of 94.3%, and a precision score of 83.9% for the bot class.
Kamarudin et al. [22] combined the strengths of filter- and
wrapper-based feature selection procedures to search for the
best features for an intrusion detection system. The hybrid
model is evaluated with optimal features generated from
the CFS of filter methods along with the best-first search,
genetic search, and greedy search of the wrapper-based
FS procedure. The wrapper-based subset evaluation uses
the RF algorithm to classify the attributes selected by the
filter-based FST. Two datasets were used for testing all
the experiments, and the results showed that the hybrid
FST produced satisfactory outcomes in terms of detection
accuracy. However, the proposed approaches in [22] and [23]
show poor performance due to the use of some classical ML
algorithms thatmight underfit the training data.Moreover, the
hybrid feature selection technique is also not adopted in any
of the existing research studies for malicious URL detection
in the IoT context.

Although various approaches have been explored in the
literature for identifying malignant websites, the threat to
websites persists. No single feature selection technique
alone can effectively detect a suspicious website [10], [14].
Furthermore, filter-based FSMs tend to work better with
high-dimensional datasets but lack satisfactory accuracy [16],
[17], [28], [29]. On the other hand, wrapper-based FSTs
offer higher accuracy but require more computational over-
head [18], [19], [30]. The hybrid FST, a combination of filter-
and wrapper-based approaches, leverages the strengths of
both approaches. Despite the adoption of several hybrid FSTs
by various researchers in the literature [22] and [23], they
have not achieved significant improvements in classification
performance in terms of low accuracy and low false positive
rate (FPR). Therefore, this paper focuses on proposing an
efficient filter-wrapper-based hybrid FST that extracts an
optimal feature subset. This subset can effectively train and
evaluate the ensemble ML classifiers to efficiently detect
malicious URLs in the context of IoT.

III. PROPOSED METHODOLOGY
This section outlines how the proposed approach, utilizing
an ensemble machine learning technique, enhances the
identification of malicious websites through the incorpo-
ration of hybrid feature selection methods. The proposed
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detection approach is illustrated in Fig. 1. It consists of
two main phases: the preprocessing phase and the detection
phase. The preprocessing phase involves dataset preparation,
feature extraction, and feature selection. The detection phase
incorporates various machine learning classifiers.

FIGURE 1. Schematic framework of the proposed approach.

A. DATASET PREPARATION
This research employs a dataset proposed in [27]. The
dataset is split into two subsets: training and testing sets,
with an 80:20 ratio. This implies that 80% of the data set
is utilized for training, while the remaining 20% of the
data set around 2000 samples is set aside for testing (i.e.,
holdout validation). The detailed descriptions of the dataset
are explained in Section B. The categorization of the dataset
features is explained in Table 1. Out of 10,000 samples,
5000 were collected from the benign corpus, and the rest of
the samples were collected from phishing websites.

B. FEATURE EXTRACTION
In this phase, the website features used to analyze URLs
as either malicious or benign are broadly categorized into
three types: lexical features, advanced lexical features, and
page-content-based features, as shown in Table 1. A total
of 48 features were extracted from the 10,000 phishing and
benign websites. The phishing URLs were sourced from
PhishTank and OpenPhish, while the benign URLs were
obtained from Common Crawl archives and Alexa. The
numbers of lexical features, advanced lexical features, and
page-content-based features are 17, 12, and 18, respectively.
These featureswere extracted from various sources, including
the web page URL, HTML source code, and third-party
services such as domain registries, WHOIS records, and
search engines. The lexical and page-content features are
referred to as internal features, as they can be directly derived
from the web page itself. On the other hand, the advanced
lexical features are termed external features as they are
derived from third-party services. To automate the feature

extraction process, a tool called Selenium WebDriver and
Python scripts are employed to instruct the browser to load
the web pages [27] and [42].

1) LEXICAL-BASED FEATURE
The structural properties of the URL define its lexical
features. The rationale behind considering lexical features
in the detection of malicious URLs is related to the nature
of a malicious URL, which can be identified by their
appearance or ‘‘look’’ [4]. Malicious URLs often resemble
benign URLs by mimicking their names with very slight
variations. Additionally, suspicious URLs’ names tend to
have a longer length compared to benign ones due to the
presence of additional dots (‘.’), slashes (‘/’), ampersands
(‘_&’), and so on, etc. [14]. Focusing on these statistical
attributes, a machine learning algorithm can be easily trained
in a shorter time on lexical features to distinguish between
malicious and benign URL names. Therefore, lexical features
have the potential to effectively classify the URLs as either
malicious or safe. In this research work, we have incorporated
12 lexical features, as depicted in Table 1.

TABLE 1. Feature extraction.

2) ADVANCED LEXICAL-BASED FEATURE
The lexical characteristics are directly obtained from the
URL string without requiring significant domain knowledge.
However, to extract more informative features, researchers
have proposed advanced lexical features, such as domain
features, directory-related features, file name features,
and argument- or parameter-list-based features depicted in
Table 1. The reason for considering advanced lexical features
is that, unlike genuine websites, suspicious websites are not
registered with reputable host centers and tend to exist for
a short period of time. Therefore, having information about
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the URL’s registration date and expiration date is essential for
identifying a suspicious URL.

3) PAGE-CONTENT BASED FEATURE
Web page content features are acquired by downloading the
entire web page, including the HTML source code-based
features and Java script-based features. The rationale behind
incorporating page-content-based features is that they pro-
vide a wealthy information about a particular web page
compared to URL-based features, which can ultimately lead
to improved detection classifiers. In our research paper,
we have utilized 18 page-content features, as represented in
Table 1.

C. FEATURE SELECTION
In data engineering, feature selection is an essential step
commonly used for high-dimensional data to minimize
the search space [32] by eliminating irrelevant attributes,
thus retaining only correlated variables or input features
with the target variables or features [31]. FSTs derive
an optimal subset of features that can enhance predictive
power of the machine learning algorithms while reducing
dataset dimensionality. This reduction in dimensionality not
only lowers the computational cost of the model but also
facilitates deployment and speeds up the overall process by
shortening training time and inference time and lowering
the chances of overfitting. FSTs are generally categorized
into three types: filter method, wrapper method, and hybrid
method [10]. In the filter method type, the relevant features
are assessed by considering the statistical characteristics of
the data rather than involving machine learning algorithms.
Examples of filter-based FSTs include Mutual Information
Gain (MIG), CFS, and CHI. In contrast to wrapper methods,
the filter method is characterized by its low computational
cost and scalability. The wrapper approach, on the other
hand, collaborates closely with machine learning algorithms
to perform feature selection.

In the wrapper approach, feature selection works in
conjunction with machine learning algorithms. It incurs a
high computational cost when the number of attributes is
too large; however, it offers greater prediction accuracy [19],
[33]. Wrapper methods can be further categorized into
two groups: Sequential Selection Strategy and Randomized
Algorithms [34]. Examples of sequential selection strat-
egy methods include best-first search, sequential forward
selection (SFS), and backward elimination. Evolutionary
and swarm intelligence algorithms fall under randomized
algorithms. In this research, an evolution-based GA is
employed in the proposed approach for the detection of
malicious URLs. Also, the SFS method is used to compare
the efficiency of the evolutionary GA.

To overcome the limitation of individual FST, the advan-
tages of both filter-based FST and wrapper-based FST
are combined to create a hybrid FST (HFST). This can
effectively distinguish malicious URLs from benign ones

by extracting the optimal feature subsets. The strength of
hybrid FST encompasses proper utilization of available data,
providing better results [41] while being computationally
inexpensive compared to the wrapper method, effective
feature dependencies, reduced susceptibility to over-fitting
compared to the wrappermethod, and improved classification
performance. A comparative study of existing work for
suspicious URL detection based on FST (filter, wrapper, and
hybrid FST) and their strengths and weaknesses are discussed
in Table 2.
In recent years, there has been a focus in the litera-

ture on combining the filer- and wrapper-based methods
to enhance classification accuracy. Unfortunately, existing
studies employing hybrid feature selection have struggled to
effectively identify the significant, relevant, and essential fea-
tures from the original dataset. To address these limitations of
current hybrid approaches, the proposed method introduced
an efficient and impactful HFST that aimed to select the
most informative essential features from the pool of features,
as they are crucial and significant for performing an accurate
URL classification.

In the initial phase of implementation, we have combined
the MIG from the filter method with the sequential forward
feature selection of the wrapper method. This aims to obtain
a more informative subset of features for effective malicious
URL detection. In phase II, we integrate MIG with a GA
evolution-based searching technique to further optimize the
subset of features, resulting in improved performance for
detecting suspicious URLs.

1) HYBRID FEATURE SELECTION APPROACH-I (MIG-SFS)
Mutual Information Gain (MIG): In the proposed approach,
MIG is utilized as an initial phase of the filter method to
reduce the dimensionality of the dataset. MIG is employed
to identify the most significant features by computing the
entropy, which represents the level of uncertainty associated
with a random variable. A feature with lower entropy indi-
cates higher information gain in terms of the class variable
and is selected as the best-split attribute, thus minimizing the
information required to classify the data within the resulting
partitions [30]. The mutual information between two random
features determines how much information about one feature
can be extracted using the knowledge of another feature. The
mutual information gain MIG(F\D) can be calculated by
subtracting the conditional entropyE(D\F) from the entropy
E(D) of dataset D, for the given feature F, as explained by
equation (1).

MIG(F\D) = E(D)− E(D\F) (1)

where MIG(F\D) represents the final information gain of a
feature F in dataset D, E(D) denotes the entropy of dataset D
and is described in equation (2).

E(D) = −
t∑
i=1

pi log2 pi (2)
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TABLE 2. Comparative analysis of different feature selection techniques (FST).

where ‘t’ denotes the number of classes (benign and
malignant). pi determines the estimated probability of a given
class (benign or malignant class) and it is calculated as in
equation (3)

pi =
si
S

(3)

where si represents the total number of samples or instances
that belongs to class i and S is the total number of samples
in the dataset. Then the conditional entropy E(D\F) of the
dataset D after a split occurs for the feature F, can be estimated
as in equation (4)

E(D\F) = −
n∑

b=1

Sb
S

t∑
i=1

pib log2 pib (4)

where n states the total number of branches created after
the split by the feature F on dataset D and pib explains
the estimated probability of class i of branch b. So, the
conditional probability can be summarized as the weighted
sum of the entropy of each branch b after a split.

According to equation (1), the features are ranked
according to their highest information gain. These features
are considered for further processing by passing them to
the SFS algorithm of wrapper method-I because, though
the MIG FST is easy and simple, aggregating all the best
features individually into a subset does not guarantee that the
feature subsets are predictive for categorizing the websites as
malicious or benign.
Sequential Forward Selection (SFS)Method:WhileMIG is

widely used as a popular filter method to assess the relevance
of features, it does have its own limitations. Particularly, MIG

TABLE 3. Features selected from the MIG feature selection technique.

struggles with accurately distinguishing the attributes with a
high number of distinct values, and it can lead to overfitting
issues. Moreover, since IG selects features in a univariate
manner, it may not effectively handle interdependencies
among relevant features [35]. To address these limitations,
the features fromMIG are subjected to further evaluation and
reduction using SFS from the wrapper FSM. This process
aims to generate the best feature subset. SFS is a heuristic
search technique that reduces an original d-dimensional
feature space to a k-dimensional feature subspace where k<d.
It iteratively adds variables to an empty set Q0 = Ø until
the addition of additional features no longer improves the
criterion or the objective function.
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In the proposed approach, the performance of the logistic
regression (LR) in terms of accuracy is considered an
objective function. The algorithm begins by calculating the
objective function for the single, very first-best feature. Pairs
of features are then formed by combining the remaining
features with the best feature, and then the best feature pair
is selected. This process continues sequentially, where the
best features are incrementally added to the subset as x+ =
arg max J(Qk+x). The set Qk+1 is updated to Qk + x+, and
the value of k is incremented. This procedure continues until
the termination criteria are met. The overall feature selection
process of MIG-SFFS is explained in Algorithm 1.

Algorithm 1 Hybrid Feature Selection Technique-1 (MIG-
SFS)
Input: Dataset is depicted as D, the feature set is presented
as F = f0, f1, f2, . . . , fn, the size of F is n and the target
feature set size is s
Output: the optimal subset of features

MIG_procedure (F):
1) The entropy for feature F is calculated by using

equation (2).
2) The conditional entropy after the split for the dataset is

estimated in equation (4)
3) The information gain for attribute F is computed by

equation (1).
4) Similarly, theMIG of every feature is calculated and the

best scored of features F are selected from the dataset
D

5) best-scored selected features F = f0, f1, f2, . . . , fn pass
to wrapper FST of SFS.

SFS_procedure(F):
Input:MIG feature set F, F’← F, k = n

1) For i = 1← n - s
2) The sample data of F’ is split into two parts as: x_train,

x_test variables and x_train is trained with features
filtered out from the MIG

3) Classification performance is computed with accuracy
ACk on x_test.

4) Add the best feature f← arg max J ((F ′k + {fi})), fiϵF
′
k

5) Update F ′k+1← F ′k + {fi}
6) k← k + 1
7) end
8) return F ′k+1 ← fx |x = 1, 2, . . . , k, ; fiϵF ′, where k =

(0, 1, 2, . . . , n - s)

During the selection process of the best attribute subset, the
accuracy measurement of the different subsets is computed
and summarized in Table 4. It becomes evident that the
combination of features in the 30th subset assessed by the
LR classifier provides the highest accuracy of 93.72%. After
the 30th subset, the performance declines, as shown in
Fig. 2. Consequently, the 30th subset, which consists of a
combination of 30 URL features, is selected as the most

effective feature subset for training the ensemble classifier
aimed at identifying suspicious URLs.

TABLE 4. Various subsets of features and the performance of feature
subsets of SFS.

FIGURE 2. Accuracy measurement of different subsets of features.

2) HYBRID FEATURE SELECTION APPROACH-II (MIG-GA)
This section elaborates on the GA for obtaining the optimal
feature subset, as the details of MIG are covered in Section C.
The selected high-ranked features derived from MIG are
passed into the genetic search algorithm. The algorithm aims
to determine the most effective combination of features for
evaluating the machine learning classifiers in the context of
URL detection.
Genetic Optimization Algorithm: The primary objective of

the proposed technique is to obtain the optimal solutions,
especially the best feature subset, for the identification
of suspicious URLs. This goal is achieved by utilizing
metaheuristic algorithms, which are known for providing the
most favorable solutions (i.e., an optimized one) within a
finite time frame. The genetic algorithm is an evolutionary
computation technique mainly used for searching. Its selec-
tion for relevant feature selection is justified by its rapid
convergence and its utilization of diverse hyperparameters
such as cross-over and mutation [36]. Within the genetic
algorithm framework, the search starts with an initial popu-
lation of features or individuals that represent the potential
solutions for evaluating the classifiers [37]. These features
undergo a repeated process of modification through GA’s
operators, where the fittest features or individuals are selected
and recombined to create improved new features. These
enhanced features are subsequently used in the following
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iterations of the process. Each iteration is known as a
generation within the evolution context. This iterative process
continues until certain criteria are met. The termination
criteria could be to reach a maximum number of iterations or
generations or to reach a certain fitness value of the objective
function. These two criteria ensure that the features within
the dataset or population must attain an acceptable level of
accuracy before the process concludes.

In the proposed approach, the assessment of features
within the population is achieved through the use of the
fitness function of GA. Generally, the fitness function
for GA-based feature selection employs a classification
performance measure, such as the accuracy of the machine
learning model used. In this context, we have considered
a decision tree classifier for fitness evaluation. As a result,
the genetic algorithm-based feature selection is categorized
under the wrapper approach. Then three vital GA operators—
selection, crossover, and mutation—play a significant role in
influencing the fitness value. The selection method involves
selecting a pair of features or individuals with the highest
fitness values for reproduction. In the crossover operation,
the genes are swapped between two chromosomes to be
replicated. The mutation process changes the gene, replacing
its value with a randomly generated value. The overall GA
procedure is repeated until it reaches either the maximum
number of iterations or generations or when reaching a certain
fitness value, as specified by the converging criteria for the
proposed approach to predicting malicious URLs. In the
context of malicious URL detection, the search space for
the feature selection problem contains all possible subsets
of features. Within a population, each feature subset is
characterized by an individual or a chromosome. The number
of genes that are present in the individual, or the chromosome,
resembles the total number of features. The features in the
individual are encoded with a binary value of ‘1’ or ‘0’. The
binary value ‘1’ is set if the feature is selected. Otherwise, ‘0’
is represented in Fig. 3.

FIGURE 3. Representation of binary chromosome with n-dimensional
features.

The procedure of optimal feature subset selection of hybrid
approach MIG-GA is presented in Algorithm 2.

The parameters of GA with default values are represented
in Table 5. Themaximumnumber of generations is set at 50 as
the primary terminating criteria of the algorithm. The number
of populations represents the number of chromosomes. In the
proposed approach, three different types of population have
been set, such as 10, 20, and 30 variables or chromosomes.
For determining the fitness value, DT with a hyperparameter
of max_depth = 15 is set to obtain the fittest individual.
In the proposed approach, due to its simplicity and efficiency,
a tournament selection scheme is considered, which preserves

Algorithm 2 Hybrid Feature Selection Technique-II (MIG-
GA)
Input: Dataset D with the feature set X = x0, x1, x2, . . . , xn,
the feature set size is n and the target feature set size is s
Output: the optimal feature set

MIG_procedure (F):
1) The entropy for feature F is calculated by using

equation (2).
2) The conditional entropy after the split for the dataset is

estimated in equation (4)
3) The information gain for attribute F is computed by

equation (1).
4) Similarly, the MIG of every feature is calculated and

the high-scored MIG of feature F is selected from the
dataset D

5) High-scored selected features F ← {f0, f1, f2, . . . , fn}
pass to wrapper FST of GA.

GA_ procedure(F):
Input: IG feature set F, numPop← F
Number of generation (numGen← 50)
Numbers of populations (numPop) are set as 10,20 and 30 for
three different experiments
Count← 0
The sample data of F is split into two parts as: x_train_mi,
x_test_mi variables and x_train_mi is trained with features
filtered out from the MIG
Classification performance is computed with accuracy ACk
on x_test_mi.
Output: optimal feature set.

1) While (count < numGen)
2) {
3) For i← 1 to numPop
4) {
5) testAccuracy ← getFitness (individual, x_train_mi,

x_test_mi, y_train, y_test)
6) Parents [P(i), P(i+1)]← selection_proc (numPop, size)

//Tournament selection scheme
7) New_offspring[i]← mate (P(i), P(i+1)) // single point

cross over
8) M[i]←Mutate (New_offspring [i]) // bit-flip mutation
9) }

10) Replace numPop with New_offspringi, . . . , New_off-
springnumPop

11) }

diversity by giving a chance to all the chromosomes to be
chosen. The size parameter is set to 3, which means three
chromosomes are competing with each other. A single-point
cross-over strategy with a probability of 0.8 is employed
for obtaining the children from the parent. Similarly, bit-flip
mutation (i.e., the mutation operation) with a probability of
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0.2 is applied to the chromosomes to maximize the diversity
of the population and improve the quality of each population
member for distinguishing the malignant URLs from the
benign URLs [36].

TABLE 5. GA parameters.

D. DETECTION PHASE
This section provides an explanation of the supervised ML
algorithms used for evaluating the features obtained from
both HFSTs. Two types of ensemble classifiers, namely
bagging and boosting trees, along with one traditional
machine learning algorithm, are considered for evaluation.
The justification for utilizing ensemble estimators is their
capacity to significantly enhance the model’s performance by
combining multiple weak base learners, either in a parallel
or sequential manner. These learners are trained on different
samples to collectively achieve the models’ objectives.
Throughout the experiments conducted on the proposed
approach for the detection of malicious URLs, the XGBoost
Classifier (XGBC) outperformed all the other classifiers.
Due to this superior performance and also considering space
limitations, we will only focus on explaining the XGBC
among the boosting classifiers.

1) EXTREME GRADIENT BOOST CLASSIFIER (XGBC)
XGBoost is an open-source scalable end-to-end tree boosting
system, also known as gradient boosted decision trees
(GBDT), that provides parallel tree boosting and is widely
used by data scientists to achieve efficiency, portability,
flexibility, and more accuracy [9], [38]. In the proposed
approach, XGBC, a tree-based ensemble method, yields an
ensemble machine learning model using a decision tree as the
sequential base learner. The XGB model builds the decision
trees in a sequential manner so that each weak learner draws
influence from the previous weak learner, and it minimizes
the loss function by scaling back the errors of the base learner
before it. The decision tree used in XGBC can be defined as
in equation (5).

K∑
k=1

fk fkϵF, k = 1, 2, . . .K . (5)

where K denotes the number of decision trees and fk
represents the prediction of the tree. When all the trees are
combined, the resultant prediction of trees can be stated as in

equation (6).

R1 =
K∑
k=1

fk (xi) (6)

Here, Ri represents the one-dimensional result, Riϵ0, 1,
benign URLs are represented as 0 and suspicious URLs are
represented as 1 on the n-dimensional input vector x⃗ =
x1, x2, . . . , xi, xi shows independent feature vector of ith data
points and (R̂i) is the sum of predictions from all the decision
trees. Each leaf j of the decision tree is assigned a weight
wj and its value is computed by minimizing the objective
function as in equation (3).

Obj = l +� (7)

where ‘l’ denotes the loss function and ‘Omega’ represents a
regularization term penalizing the complexity of the model.

Hence the objective function can be redefined as in
equation (8)

Obj = (−
1
N

N∑
i=1

Ri log(R̂i)+ (1− Ri) log(1− R̂l))

+ (γT +
1
2
λ

T∑
j=1

wj2) (8)

where (R̂i) represents the computed prediction of the
proposed model on input x⃗,Ri denotes the actual value for
input/output prediction x⃗,Ri. T shows the number of leaves
on the DT and wj is the score or value of a jth leaf. The
hyperparameters γ and λ are used to calculate the degree
of regularization because λ reduces the risk of overfitting
and γ penalizes each tree n for growing additional leaves.
To achieve the objective of equation (4), equation (8) can be
redefined as

R̂(t)l =
N∑
i=1

l(Ri.R̂
(t−1)
l + ft (xi))+

t∑
i=1

�(fi) (9)

where ft (xi) expresses the current prediction, Ri, (R̂l)
(t−1)

denotes the t th and the preceding steps and R̂(t)l represents
model training at round t.

The optimal value of wj is obtained by calculating the first
and second-order gradients of the loss function, and a good
tree structure is found by the greedy method, considering the
best splitting point for adding new leaves. At each iteration,
splitting occurs by the algorithm, and a leaf node is changed to
an internal node. Let I denote the set of indexes of data points,
and IR and IL represent the left and right trees, respectively.
Gain (G) is calculated by subtracting the value of the previous
leaf from the sum of the values of the left and right leaves,
as in equation (10).

G = −
1
2
[

[
(
∑

iϵIL gi)
2∑

iϵIL hi + λ
+

(
∑

iϵIR gi)
2∑

iϵIR hi + λ
−

(
∑

iϵI gi)
2∑

iϵI hi + λ

]
− γ ] (10)
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where gi and hi are first-order and second-order loss functions
and γ is the regularization parameter. After obtaining the G
value, to minimize the complexity of the tree, the tree pruning
process is adopted. In the tree pruning process, if the value of
G>0, the new leaves are kept. Otherwise, the current leaves
are deleted and other new leaves will be trained. The proposed
approach explains the fundamentals of XGBC. A detailed
description of the split finding algorithm, weighted quantile
sketch, etc., can be found in [24] and [39].

E. PERFORMANCE MEASURES
To measure the effectiveness of the ensemble classifiers,
some statistical evaluation metrics are given in equations (11)
to (14) to detect malicious URLs. All the statistical measure-
ments are calculated from the confusion matrix.

ClassificationAccuracy =
TP+ TN

TP+ TN + FP+ FN
(11)

Recall or DetectionRate(DR) =
TP

TP+ FN
(12)

Precision(P) =
TP

TP+ FN
(13)

F1−Score = 2 ∗
Precision ∗ Recall
Precision+ Recall

(14)

Here, TP, FP, TN, and FN are True Positive, False Positive,
True Negative and False Negative, respectively. In this
research study, all malicious URLs are treated as positive,
benign URLs are stated as negative, and the values assigned
for both the positive and negative classes are ‘1’ and ‘0’,
respectively. TP defines the number of malicious websites
correctly classified as malicious from the total malignant
and benign websites. FP denotes the benign websites
misclassified as malicious from the total number of safe
websites. TN represents the number of safe websites correctly
classified as safe out of the total number of benign websites.
FN states the number of malicious websites misclassified as
benign websites from the total number of malicious websites.
AUC- Area under ROC (Receiver Operator Characteristics)
Curve is a binary classification evaluation metric that plots
the TPR (True Positive Rate) against the FPR (False Positive
Rate) in y and x axis, respectively, to measure the ability of a
classifier for distinguishingmalicious URL class from benign
URL classes. The higher the value of AUC (If AUC=1) of any
classifier determines the classifier can perfectly distinguish
the malicious URL from the benign URL as TPR is 100% and
FPR is 0 or no false positive [18]. When the AUC equals 0,
the estimator will predict all the malicious classes as benign
and benign classes as malicious.

IV. RESULT AND ANALYSIS
To thoroughly evaluate the proposed approach for detecting
suspicious URLs, a series of comprehensive experiments
have been conducted. The results from these experiments
are analyzed and discussed in this section. In experiment 1,

the primary subsets of features are derived using the MIG
filter feature selection technique. These subsets are then
utilized as input for the forward feature selection technique
of wrapper methods, which generates the most relevant and
significant secondary feature subsets. As part of the second
experiment, the main feature subsets from MIG are utilized
with the wrapper method’s GA-based search optimization
method. This integration aims to produce an optimal feature
subset. The optimal features generated from both experiments
1 and 2 are evaluated using ensemble machine learning
classifiers, namely, XGBC, Gradient boost (GB), Adaboost,
Bagging and kNN, in yet another experiment. All the
conducted experiments are executed within the Jupyter editor
notebook of the Python environment. Additionally, graphs
depicting the results are created using Python’s Matplotlib
data visualization package.

A. EVALUATION-1 (MIG-SFS)
In experiment 1, the performance evaluation of the proposed
approach for predicting malicious URLs is conducted. The
MIG of the filter-based FST is applied to the dataset. This
process provides a high-scored feature order list consisting
of 33 features, as outlined in Table 3. For improved compu-
tational results, we select the parameter as top percentile-n
and the value of ‘n’ chosen with a value of 70, resulting
in the selection of 33 important features out of the initial
49 features. These selected features are then subjected to
further processing in the SFS of the wrapper FST. In the SFS
process, the performance evaluation of each feature subset is
done using the classifier used for measuring the performance
of each feature subset, the LR classifier, with the parameter
max_iter set to 1500. The SFS process results in a feature
subset comprising the 30 most crucial features, which are
then utilized for training the supervised machine learning
classifiers, such as XGBC, GB, Adaboost, Bagging, and
k-NN. The performance of each of the classifiers is presented
in Table 6, indicating that XGBC demonstrates the highest
accuracy of 98%, surpassing the other classifiers. An AUC

TABLE 6. Performance of different classifiers of evaluation-1.

graph is utilized to validate the effectiveness and accuracy
of the proposed approach. AUC plots FPR and TPR on the
x-axis and y-axis, respectively. The location of a point on
the graph serves as an indicator of how accurate a classifier
is. A point at the top-left corner, with coordinates at (0,1),
indicates a TPR of 100% and almost zero FPR, representing
a perfect classifier. In Fig. 4, the AUC curves for different
classifiers, such as k-NN, Bagging, Adaboost, Gboost, and
XGBC, are shown for detecting malicious URLs. From the
graph, it is evident that the XGBC model exhibits the highest
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classification performance, achieving an accuracy of 98%.
This result indicates that the XGBC classifier outperforms
other classifiers in distinguishing malicious URLs from
benign ones.

FIGURE 4. Performance of different classifiers in AUC graph.

B. EVALUATION-2 (MIG-GA)
In experiment II, the proposed approach (HFST-II) is
evaluated by first applying the MIG of filter-based FST on
the dataset to obtain a high-scored feature subset, as detailed
in Table 2. Out of 49 initial features, 33 are selected using
MIG and then input to the GA to obtain the optimal feature
subsets. The decision tree classification algorithm is used
on all 33 features from MIG in the GA process to get a
base level of accuracy for all populations with 10, 20, or
30 chromosomes. Next, the GA is applied to the dataset of
33 features to identify a feature subset that achieves better
accuracy than the baseline accuracy. Detailed descriptions of
the different parameters and notations used in the GA process
are represented in Table 5.

The results of machine learning classifiers for each
population are represented in Tables 7, 8, 9, and 10.
For each population, a feature subset is generated, along
with validation accuracy and test classification accuracy.
To visualize how these accuracy values change from the worst
feature subset to the best subset obtained by the GA, cubic
spline interpolation and continuum graphs from mathematics
are employed. Interpolation is chosen due to its accurate
estimation of values between two points on a curve, offering
insights into accuracy changes across subsets. The testing
accuracy is approachable to validation accuracy, and it is 98%
in population number 20; hence, the selected feature subset
can overcome the overfitting issues.

In Fig. 5a, the blue line represents the cubic spline
interpolation, while the red dots represent the data points.
From all the populations, it is evident that the XGBC
classifier achieves the highest accuracy in population number
20, as depicted in Fig. 8. The optimal feature subset generated
from this population, which is 26 features, is considered the
best optimal feature subset in our proposed approach for
predicting suspicious URLs, as it is outlined in Table 10.

Figures of Cubic spline interpolation and Continuum graph
to plot test and validation set accuracy for POP-10 are as
shown in Fig.5, 6 and 7.

FIGURE 5. Cubic spline interpolation representation of Test and
validation set accuracy for population number 10.

FIGURE 6. Contunuum representation of validation set accuracy for
population number 10

FIGURE 7. Contunuum representation of test set accuracy for population
number 10.

The optimal features obtained from the GA are assessed
using classifiers including k-NN, Bagging, Adaboost,
Gboost, and XGBC for predicting suspicious URLs. The
performance metrics for those different classifiers are
presented in Tables 6, 7, 8, and 9. Notably, both the
classification accuracy and precision measures of XGBC
are higher (98.3%, 99%) compared to other classifiers,
such as k-NN (94%, 95%), Bagging (96%, 98%), Adaboost
(96%, 96%), and Gboost (97.3%, 97%). To validate the
effectiveness of the proposed MIG-GA approach, an AUC
graph is plotted using both the FPR and TPR and is
represented in Figs. 6, 8, and 10.

Figures of cubic spline interpolation and contunuum graph
to plot test and validation set accuracy for POP-20 are as
shown in Fig.9, 10 and 11
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FIGURE 8. AUC graph for accuracy of different classifiers for population
number 10.

FIGURE 9. Cubic spline interpolation representation of test and validation
set accuracy for population number 20.

FIGURE 10. Contunuum representation of validation set accuracy for
population number 20.

FIGURE 11. Contunuum representation of test set accuracy for
population number 20.

Figures of cubic spline interpolation and contunuum graph
to plot test and validation set accuracy for POP-30 are as
shown in Fig.13, 14 and 15.

To validate the robustness of the MIG-GA hybrid FSM,
three trials were conducted using population numbers 10, 20,

FIGURE 12. AUC graph for accuracy of different classifiers for population
number 20.

FIGURE 13. Cubic spline interpolation representation of test and
validation set accuracy for population number 30.

FIGURE 14. Contunuum representation of validation set accuracy for
population number 30.

FIGURE 15. Contunuum representation of test set accuracy for
population number 30.

and 30. In the second trial (pop-20), an optimal feature set
consisting of 26 URL features was obtained when evaluated
by the machine learning classifiers, resulting in the best
accuracy. Tables 7, 8, 9, and 10 show different performance
measures of the classifiers in each population, with no
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FIGURE 16. AUC graph for accuracy of different classifiers for population
number 30.

features chosen and a maximum number of generations.
These measures include accuracy, precision, detection rate,
and F1-score. From these tables, it is evident that in pop-
20, the accuracy, precision, detection rate, and F1-score
of XGBC are 98.3%, 99%, 98%, and 98%, respectively,
in pop-20. This indicates that the URL features selected from
the pop-20 of the GA-based search technique are highly
relevant, informative, and significant in detecting suspicious
URLs.

TABLE 7. Classification accuracy (%) of different classifiers in pop-10,
pop-20 and pop-30 of MIG-GA FST.

TABLE 8. Precision (%) measure of different classifiers in pop-10, pop-20
and pop-30 of MIG-GA FST.

TABLE 9. DR (%) measure of different classifiers in pop-10, pop-20 and
pop-30 of MIG-GA FST.

TABLE 10. F1-score (%) measure of different classifiers in pop-10,20 and
30 of MIG-GA FST.

C. SIGNIFICANCE OF FEATURES OBTAINED FROM
POPULATION NUMBER-20 OF MIG-GA BASED FST
To verify whether the features obtained from population
number 20 of MIG-GA based FST are significant and
informative in enhancing the effectiveness of detection of
suspicious URLs, a Chi-Square statistical test is conducted.
The justification for using the Chi-Square test in classifica-
tion tasks is that it can compute the degree of independence
between a pair of categorical variables [45]. The p-value
(probability value) of each feature is calculated, and it is
shown in Fig. 17. From Fig. 17, it is clear that the p-value
of the selected features is much less than the threshold,
significance level, α = 0.05; hence, the selected features are
more informative and statistically significant.

FIGURE 17. p-values of selected features.

D. COMPARISON OF THE MIG-GA WITH THE MIG-SFS
HYBRID FST
This section compares the performance of two hybrid FSTs,
MIG-GA and MIG-FFS, along with filter and wrapper
methods for detecting malicious URLs. The classifiers k-
NN, Bagging, Adaboost, Gboost, and XGBC evaluate the
most significant and informative features produced by these
approaches. The XGBC classifier consistently outperforms
the other classifiers in terms of malicious URLs. As observed
in all the experiments, we have created a comparison table
showcasing the different FSTs used in the proposed approach
and the performance of XGBC in terms of accuracy and
precision measures. From Table 11, it is evident that the
hybrid FST, the MIG-GA hybrid approach, outperforms all
other FSTs in terms of accuracy and precision measures.

E. COMPARATIVE STUDY OF THE PROPOSED APPROACH
WITH THE EXISTING STUDIES
The performance of ensemble estimators, considering the
hybrid feature selection technique that combines both filter
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TABLE 11. Comparison of MIG-GA with other FST.

FIGURE 18. Comparison graph of the proposed approach with the
existing research studies.

and wrapper feature selection methods, is compared and
discussed in relation to other current research articles focused
on identifying suspicious URLs in general-purpose com-
puting systems where computational resource consumption
is not an issue. In contrast, the proposed approach is
oriented toward resource-constrained IoT devices. It meets
the requirements of IoT devices, like utilizing a small
representative data subset for maintaining computational
resources and power consumption within a reasonable range.
As shown in Fig. 18, it is evident that the proposed approach,
based on MIG-GA based hybrid FST, produces the best
optimal subset of features when evaluated by the ensemble
estimators, and it outperforms all other existing approaches.
Recent studies [25], [26], employed the GA-based optimiza-
tion algorithm for selecting optimal features for malicious
URL detection in their research, achieving classification
performance of 96.45% and 95%, respectively. Additionally,
the study of [40] introduced a PSO-based optimization
technique to obtain substantial features and got a computation
result of 96.75% accuracy and 98.15% precision, which is
comparatively less than the proposed approach. The existing
research [10] and [29] focused on phishing detection using
a lightweight dataset and RF classifier in an IoT context and
reported model performance as 99% which is the same as the
proposed approach. The response time of the approach [10]
is 51.5 ms but in our approach, it takes 1.79 s. Our approach
includes page-content-based features of URLs alongwith lex-
ical features, whereas they have considered only the lexical
features of URLs, from which more information about a sus-
picious URL cannot always be drawn. Additionally, the XGB
ensemble estimator performs better than the conventional RF
classifier at addressing issues like bias-variance trade-offs
and overfitting issues. Hence, the proposed hybrid approach
can be claimed to be more suitable for IoT devices due to the

use of a small feature set and XGB model, where the former
feature leads to the requirement of fewer computational
resources and the latter will guarantee an accurate prediction,
though it may consume a little extra power. The performance
of models in terms of the accuracy of existing work is
compared with the proposed work, as shown in Fig. 18.

V. CONCLUSION
The artifacts of suspicious web pages are constantly changing
by the intruder, so to prevent naïve users from browsing
these websites, the identification of malignant URLs is a
challenging task for the researcher as well as a vital part
of a web security defense system. Therefore, selecting the
optimal feature subset to improve the prediction of suspicious
URLs is significant. In the proposed method, we described
two hybrid FSTs, such as MIG-SFS and MIG-GA, to select
the distinct and effective feature subset for classifying the
web page as malignant or safe in IoT environments using
a publicly available dataset. Additionally, we perform some
hyperparameter tuning to improve classification accuracy.
From the experimental results, it is found that the hybrid FST
containing evolutionary optimization genetic algorithm pro-
cedure produces predictive features that are more informative
than the features generated from SFS methods. Population
number 20 of GA generates a feature subset of 26 features
that, when evaluated against the ensemble classifiers, gives
the best accuracy of 98.3% and precision of 99% among the
other subsets of features generated from population numbers
10 and 30 also from MIG-SFS methods. Among all the
classifiers, the XGBC estimator performs the best, followed
byGBoost, Adaboost, Bagging, and k-NN.Limitation: First,
the proposed approach has not been tested in a real-time
system in which an enormous volume of data movement
occurs every second. Secondly, to obtain the most significant
features, only one optimization method has been explored,
and this technique is not compared with other optimization
methods, which might have a greater impact on the clas-
sification of malicious URLs. Third, four objectives have
been considered: accuracy of the model, precision, predicting
FPR, and reduction of dimensionality. Computational time
and complexity are the two vital parameters to be explored in
suspicious URL detection. Fourth, filtering out the different
attacking patterns like phishing and spam from URLs has
not been considered. Fifth: The approach presented in this
research is suitable for IoT devices for detecting malicious
URLs but has yet to be implemented in an IoT environment.

In the future, we plan to design a model capable of imple-
menting different feature selection optimization techniques
to generate significant optimal feature subsets. By evaluating
these optimal feature subsets, we aim to improve accuracy,
decrease computational time and complexity, and also be able
to identify different types of attacks within URLs.
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