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ABSTRACT Ranking influential nodes within complex networks offers invaluable insights into a wide
array of phenomena ranging from disease management to information dissemination and optimal routing
in real-time networking applications. Centrality measures, which quantify the importance of nodes based
on network properties and relationships of nodes within the network, are instrumental in achieving this
task. These measures are typically classified into local and global centralities. Global measures consider the
overall structure and connectivity patterns. However, they often suffer from high computational complexity
in large-scale networks. On the other hand, local measures focus on the immediate neighborhood of
each node, potentially overlooking global information. To address these challenges, we propose a novel
metric called Isolating Clustering Centrality (ISCL), which leverages a convex combination approach.
By introducing a convex tuning parameter, ISCL enhances the applicability and adaptability of centrality
measures across a wide range of real-world network applications. In this study, we assess the efficacy of the
proposed measure using real-world network datasets and simulate the spreading process using susceptible-
infected-removed (SIR) and independent cascade (IC) models. Our extensive results demonstrate that ISCL
significantly improves spreading efficiency compared to conventional and recent centrality measures, while
also maintaining better computational efficiency in large-scale complex networks.

INDEX TERMS Isolating centrality, clustering coefficient, convex tuning parameter, influential nodes,
complex networks.

I. INTRODUCTION

Complex networks comprised of interconnected nodes,
where the relationships between these nodes are not simple
and may exhibit diverse structural patterns [1], [2]. Fac-
tors such as dynamic environments, evolving relationships,
and unexpected events contribute to the complexity and
uncertainty inherent in complex networks [1], [3]. These
networks can encompass various systems such as social net-
works, transportation networks, and biological networks [4].
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Exploring these networks allows researchers to predict the
behaviors of entities and identify patterns of interaction
within the systems. One of the fundamental aspects of
analyzing complex networks involves identifying and ranking
influential nodes [5], [6]. Influential nodes are those crucial
entities within the network that exhibit a significant impact
on the overall network structure and dynamics [7], [8]. These
nodes act as hubs that facilitate the fast flow of information
or resources within the network. Studying influential nodes
finds diverse applications in the various domains ranging
from healthcare, including epidemic prevention [9] and
disease research [10]. It can also be leveraged in commerce,
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such as e-commerce advertising success [11] and infras-
tructure resilience. Power grids and internet stability are
promising research areas in utilizing these studies [12]. It also
plays a pivotal role in understanding social dynamics, often
referred to as social physics [13], addressing uncertainty [14],
and dissemination efficiency [15]. Moreover, its influence
extends to biological research, spanning from identifying
drug targets [16] and protein identification [17], as well
as impacting marketing strategies, particularly in viral
campaigns [18], and mitigating communication breakdowns
in both human and technological networks [19]. Centrality
measures [20], [21], [22] quantify the prominence of nodes
within a network based on various network properties.
Conventional centrality metrics capture the various aspects
of node importance, such as the number of connections
(degree centrality) [23], the extent to which a node lies
on the shortest paths between other nodes (betweenness
centrality) [24], how quickly a node can reach other nodes
in the network (closeness centrality) [25], the influence
of a node based not only on its direct connections but
also of its neighbors (eigenvector centrality) [26], degree to
which nodes in a network tend to cluster together (clustering
coefficient centrality) [27], and importance of a node based
on the number and quality of its incoming links (PageRank
centrality) [28].

Centrality measures developed in the literature are often
based on different properties of nodes and their relationships
in the network. Based on the different properties of nodes
and their relationships within a network, these measures
are classified as local and global centrality measures.
Local measures [29] focus primarily on the immediate
neighborhood of each node and their direct connections,
whereas global measures [30] consider the dynamics of
the whole network rather than focusing on only local
neighborhoods. While both local and global centralities
provide valuable insights into the structure and dynamics of
networks, they have severe limitations to be addressed [31].
While local centrality measures suffer from accuracy due to
their localized perspective, global measures face challenges
related to computational efficiency in large-scale networks.
Achieving a balance between accuracy and computational
feasibility remains a key consideration in designing new
centrality approaches. Designing hybrid centrality measures
shows promise in overcoming the limitations of local and
global approaches. A hybrid approach called local and
global centrality is described in the paper [32] to rank
the influential nodes in complex networks. By integrating
the isolating and clustering coefficient centrality measures,
authors proposed an Isolating Clustering Distance Centrality
in [33]. In [34], authors propose a generalized measure based
on degree, the shortest path between vertices, and global
centrality measures and verify their efficiency on various real-
world networks. A new indexing method named semi-global
triangular centrality is proposed in [35] that maximizes the
total collective influence of a spreading method by choosing
the best information spreaders in the dense part of a network.
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A mathematical model is presented in [36] to develop the
k-shell hybrid method based on network parameters. The
Isolating centrality [37] attempts to identify crucial nodes at
the interface between core and peripheral areas by leveraging
both local and global network features.

Many centrality measures described in the literature
face difficulty in effectively capturing local and global
information while maintaining low time complexity. Those
measures that prioritize the local information tend to offer
good computational efficiency but may sacrifice accuracy.
Conversely, global methods can enhance the spreading
efficiency but often come with significant time complexity
challenges, specifically in large-scale networks. To design
an effective centrality measure, it is necessary to consider
both local and global structural information with a reasonable
time complexity. With this motivation, we develop the convex
combination-based centrality measure by integrating the
isolating centrality and clustering coefficient. The clustering
coefficient focuses on the local density of the network. A high
value of the clustering coefficient can accelerate information
spread locally (within immediate neighbors), but decrease
the information spread globally. Isolating centrality identifies
crucial nodes at the interface between core and peripheral
areas by leveraging both local and global network features.
By integrating these metrics, we are able to leverage both
local and global information effectively. Further, a convex
tuning parameter () is introduced to enhance the applicabil-
ity and adaptability to a wide range of real-world networks.
We extensively conducted the simulation experiments and
compared the proposed measure with both conventional and
recent measures using SIR and IC models on four real-world
datasets. Figure. 1 shows a block diagram that reflects the
process of identifying influential nodes with ISCL centrality
in complex networks.

Il. RELATED WORK

This section discusses the literature that focuses on centrality
measures in complex networks. Early studies [38] focused
primarily on identifying and removing highly central nodes
to break the network into independent components. A study
in [39] found that recalculating degree and betweenness cen-
tralities is more effective in partitioning complex networks
than simply removing nodes based on their initial centrality
values. In [32], a centrality method is proposed that considers
the local and global topological characteristics of a network.
The study in [40] focused on IEEE test systems and modified
centrality metrics (degree, proximity, and betweenness) for
electrical topology. The connection between cascade failures
and centrality in complex networks has been studied in [41].
Motivated by the design of degree centrality, they discovered
that nodes with high degree centrality had shallow cascades
whereas those with high betweenness centrality had deeper
ones. Using real pairwise distances between nodes, research
work in [42] studied the distance-based critical node problem.
They compared the different centrality metrics with the
best solutions using linear integer programming. A similar
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FIGURE 1. A block diagram for identifying influential nodes in complex networks with ISCL centrality.

problem has been studied in [43] with incomplete data
containing false information. The isolating centrality [37]
is a novel centrality measure that reveals the important
nodes for the connectedness of a network. This measure has
demonstrated the ability to uncover results that are up to
four times more effective than traditional methods. However,
it overlooks the nodes positioned within the inner nodes of
the network. Since identifying influential nodes is a hard
problem, approximate methods have been employed in [44].
To assess the effect of nodes, paper [45] provides a new
metric that combines the degree and the average neighbor
degree. This approach addresses incompleteness in view of
the overall network, often caused by individual node features.
In [46], a local degree dimension (LDD) is proposed based
on consideration of the influence of neighbor nodes in each
layer to determine nodes’ importance. The method IDME
(Information Diffusion and Matthew Effect aggregation) [47]
evaluates node importance by obtaining information from
both its own and its multilayer neighbor’s information.
A K-shell and SH-based centrality (SHKS) [48] considers
the node’s own and first and second-order neighbor’s
influences for the node’s importance calculation. Global
structure model [49], highlights the global influence of
the node in the network while also taking self-influence
into account, for the identification of influential nodes.
A measure known as node propagation entropy [5S0] combines
nodes’ clustering coefficients and their first and second-order
neighbor’s influence from an entropy perspective. Based
on structural data from neighbors and nearby neighbors,
a metric, nearest neighborhood trust page rank (NTPR) [51]
is developed. It includes degree ratio, trust value of neighbors,
nearest neighbors, and similarity between nodes. Semi-global
triangular centrality [35] indexing technique focuses on the
most effective spreaders from the densely populated area of
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a network. This strategy maximizes the overall collective
influence of a spreading process. To identify structural gaps,
a semi-local and free parameter centralization metric [27]
combines the degree, negative effects, and positive effects
of a node’s clustering coefficient with that of its second-
level neighbors. Deep semi-supervised community detection
(DSSC) [12], is a community detection technique that
leverages an autoencoder-based deep clustering method to
improve it. It is based on deep clustering techniques. In the
paper [34], a generalized mixed centrality is designed based
on local and global structural information to access nodes’
importance. From many of the centrality metrics designed
recently, some have gained popularity, including degree,
betweenness, closeness, and K-shell centrality, among others.
Broadly, these measures can be categorized into three
types [52]: local, semi-local, and global. Local measures
rely solely on information from immediate neighbors to
assess a node’s significance, resulting in lower accuracy and
high computational efficiency. Conversely, global measures
require access to the entire graph’s information, leading
to higher accuracy but increased computational complexity.
Semi-local measures are a new class of measures that have
evolved in recent years. These measures offer a high level
of accuracy by leveraging more comprehensive information
compared to local measures while maintaining nearly linear
time complexity. When dealing with large-scale networks,
it is essential to devise centrality measures that offer rapid
dissemination capabilities with reasonable time complexity.
Motivated by these challenges, this work develops a convex
combination-based semi-local strategy to discover influential
nodes exploiting the intrinsic properties of complex networks.
We integrate the clustering coefficient and isolating centrality
measures to capture the structural features in complex
networks that can be examined at both micro (individual
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node) and macro (entire graph) levels [53]. Further, we study
the influence of convex tuning parameter o on spreading
ability. We conduct extensive simulations to verify the
efficacy of the proposed measure on real-world networks
such as bio-dmela, facebook-combined, soc-anybeat, and
fb-pages-tvshow using SIR and IC models. The major
contributions of our work include:

o We propose an optimal centrality measure, ISCL using
the convex combination method.

o Utilizing the SIR model on real-world networks,
we demonstrate the superior spreading control capabili-
ties of the proposed measure compared to conventional
and recent methods. To further validate the distinctive-
ness of our approach, we conducted a similarity analysis
using Kendall’s correlation coefficient with existing
measures.

« Finally, to assess the computational efficiency of our
proposed measure, we compared its time complexity
with conventional and recent methods in the literature.

A. PAPER ORGANISATION

The structure of this article operates as follows: A brief
review of centrality measures is defined in section IIIL.
Section IV describes the proposed centrality measure and
the algorithm. The network datasets and spreading methods
used to demonstrate the proposed measure of efficiency are
presented in section V. Section VI explained the equipment
and software tools used for our simulation. Experimental
results are given in section VII. A discussion of the results
is mentioned in section VIII. Finally, important observations
and findings are presented in the conclusion in section IX.

B. NOTATION

We have given a comprehensive list of symbols and notations
in Table 1.

Ill. REVIEW OF CENTRALITY MEASURES

We discuss the various conventional and recent centrality
measures in this section. Primarily, the clustering coef-
ficient (CL), closeness centrality (CC), degree centrality
(DC), betweenness centrality (BC), isolating centrality (IS),
and local and global centrality (LGC), for an undirected,
unweighted network represented as G(V, E, A) with n nodes
(|V]), m edges (|E|), and the adjacency matrix A is used to
indicate the network connections. The matrix elements can
have one of two values: 1, which indicates that node i and
node j are connected, or 0, which indicates that there is
no link between them. Degree centrality relies entirely on
information from immediate neighbors and is known for its
limited accuracy. Degree centrality [54], [55] is described as

ZjeN(i) €i,j
-1
where j describes the neighbors of node 7, ¢; ; = 1 if an edge

exist between node i and node j, otherwise 0 and n denotes
the number of nodes.

DC(i) = (D
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TABLE 1. Notation of symbols.

Symbol Description

G Graph

Vv Node set

E Edge set

n Number of nodes

D; Number of immediate neighbors of
a node ¢

dist(i, j) Shortest path distance between
nodes ¢ and j

ok (1) Number of shortest paths between
nodes j and k that traverse through
node

Ojk Number of shortest paths between
nodes j and k

€ Represents an edge between node i
and node j.

N (i) Neighbors of node 4

L, Number of links exists among the
neighbors of node i

CL(7) The clustering coefficient of node 4

15(4) Isolating centrality of node i

A Adjacency matrix

Gs The minimum degree of the network

T Kendall’s correlation coefficient

Ne The number of concordant pairs

ng The number of discordant pairs

B Infection probability

¥ Recovery rate

The two most important global centrality metrics are
betweenness centrality [56] and closeness centrality [25].
They are not appropriate for massive networks, since
they require knowledge of the entire network. According
to [57], closeness centrality is based on the notion that
nodes that are closely connected in terms of distance to
remaining nodes are more relevant than those that are at a
larger distance. By taking into account the shortest routes
between the node in question and every other node in the
network, it determines the significance of each node. It is
determined as:

1
> dist(i, j)

jeG

CCh) = (2)

where dist(i, j) denotes the shortest route between nodes
iandj.

Betweenness centrality [58], denoted as BC, quantifies
a node’s ability to regulate information flow along the
network’s shortest pathways.

BC()= >

i#j#keG

oji ()
Ok

3
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where oji. indicates the shortest route between the nodes j and
k. Here, oj; (i) denotes the shortest route between the nodes j
and k that passes via node i.

The clustering coefficient centrality [59], quantifies a
node’s degree of integration inside the network’s densely
packed clusters. It is calculated as the proportion of edges
between a node’s nearest neighbors to all possible edges.

. 2% Ll'
CL() = —F7—— “
D,’ * (D,' — 1)
where D; is the degree of a node i and L; is the total number
of real connections that exist among node i’s neighbors.
To prevent counting edges twice, a factor of 2 is added.

Two mixed centrality measures such as Isolating cen-
trality [37] and local and global centrality [32] in certain
cases can provide a comprehensive understanding of network
dynamics. Isolating centrality considers a node’s degree and
the minimum degree of its immediate neighbors, highlighting
its relative importance amidst its immediate surroundings.
Integrating a node’s degree with its isolation factor defines
the isolating centrality, a measure of its ability to disconnect
from the entire network. The isolating centrality of a node can
be expressed as

IS(@i) = IN; N Gs| x D; &)

where N; denotes the count of the node i's neighbours, while
G; depicts the minimum degree of the network, and D;
displays the degree of node i. LGC represents the significance
of the global structure and optimizes the efficient and
effective detection of prominent nodes by studying the node’s
local and global structure within the network. Integration of
local and global structure effects leads to the design of LGC.
It can be expressed as:

LGC(i) = 7’ x z VDi (6)

dist(i, j)

where D; and D; represents degree of node i and node j
respectively. The shortest path distance from node i to node j
is expressed as dist (i, j), and n is the total number of nodes.
The expression’s first part indicates local effects, while the
second indicates global effects.

IV. PROPOSED CENTRALITY MEASURE

A novel approach called local and global centrality is
described in the paper [32] to highlight important nodes
in the network. LGC is derived based on local and global
structural information of the network. To enhance accuracy,
it calculates a node’s local importance using its degree
centrality [60]. Degree centrality counts the number of
immediate connections to a node but neglects connections
among its neighbors.

While the clustering coefficient [61] measure quantifies
the interconnectedness of a node’s neighbors. As a result,
it describes an efficient representation of the network’s local
structure by quantifying the degree of connectivity among
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neighbor nodes. Alternatively, degree centrality provides a
node’s entire connectivity via its immediate connections.

By identifying densely connected regions and accessing the
immediate connections of a node, the clustering coefficient
has a positive impact on information dissemination and
identification of community structure. Whereas the intent
of isolating centrality is to identify nodes that significantly
affect a network’s connectivity. Based on local and global
information, isolating centrality calculates node values. For
node i the local influence (LI) is defined as:

LIG) = [«CL() + (1 — a)52) @)

Likewise, for node i the global influence (GI) is defined as:

156)
61 =3 e ®)
More specifically for node i, the isolating-clustering coeffi-
cient centrality (ISCL) is formulated as follows:
. . ISG cLg)+ 50

ISCL(i) = [@CL(G) + (1 — a)50] x z ZT O
where « is a convex combination parameter, CL(i), CL(j) and
IS(3i), IS(j) correspond to clustering coefficient and isolating
centralities of node i and node j respectively. n being the
total number of nodes, dist(i, j) is the shortest path distance
between nodes i and j.

Algorithm 1 Algorithm to Determine a Centrality
Measure ISCL for a Given Network G
Input: Network G = (N, L)
Output: For each node in network G centrality measure
ISCL

begin
N = Nodelist, L = Edgelist, n = numberofnodes
for all vertices i in N do
sum=0
Find the clustering coefficient CL(i) and isolating
centrality IS(i)/n of node i
for all vertices jin N with j # i do
Find the distance dist(j, i) between (j, i)
Calculate the clustering coefficient CL(j) and
the isolating centrality IS (j)/n of node j
cL+ 5L
sum = sum + —goEa—
ISCL(i) = [@CL(i) + (1 — a)lsnﬂ]sum [*ais a
convex combination parameter*/

return ISCL /* centrality measure for all vertices*/
L end

A. TIME COMPLEXITY

In this subsection, the time complexity of isolating the
clustering centrality algorithm is determined. By integrating
the clustering coefficient, isolating centrality, and the shortest
path between the nodes, the isolating clustering centrality
(ISCL) time complexity can be estimated. The time complex-
ity of O(n?), O(nm), and O(n + m) correspond to the node’s
isolating centrality, clustering coefficient, and the shortest
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TABLE 2. Estimation of all centralities’ time complexity, where n and m
are the numbers of vertices and edges, respectively.

Centrality | Time Complexity
BC O(nm)
CC O(nm)
CL O(nm)
DC O(n+m)
1S O(n?)
LGC O(n?)
ISCL O(nm)
3 \ 4 5 9 —10
1 2 6 z 7—8 ku

FIGURE 2. A 12-node toy network with 14 edges.

distance between two nodes respectively. Local influence has
an effective time complexity of on?) + O(nm) = O(nm).
The global influence time complexity of the summing can be
expressed as O(nm) + O(n?) + O(n + m) = O(nm). As a
result, we’ve seen that the time complexity of the Algorithm
is O(nm), which is the time required to determine the
isolating clustering centrality of a network node. In Table 2,
we have shown the time complexity of each centrality. For
conventional centralities, the time complexity of ISCL is
equivalent to BC, CC, and CL. In the case of the latest
measures, the time complexity of ISCL is competitive with
that of IS and LGC.

Figure. 2 displays a toy network consisting of 14 links and
12 nodes; we use node 12’s effect to demonstrate ISCL.

The convex local influence L1, as well as global influence
GI are shown in the Table 3 of the framework for node (12),
are computed using ISCL, for « = 0.6; LI(12) = [0.6 %

CL(12)+0.4% 8021 = 0.6%0.333+0.4 % & = 0.299, and,

CLO+5P [0+ )
GI(12, D) = g = 7 =0

the global influence caused by individual nodes is,
GI(12, )+GI(12,2)+GI(12, 3)+GI(12, 4)+GI (12, 5)+
GI(12,6)+GI(12, )+ GI(12, 8) +GI(12,9)+GI(12, 10)
+GI(12,11) = 1.897.

Finally, we can determine the effect of node 12 using the
algorithm, ISCL(12) = 0.299 x 1.897 = 0.56. Similar
calculations have been carried out for the remaining nodes
and corresponding centrality values are provided in Table 4.

V. IMPLEMENTATION

In this section, first, we provide an overview of the real-world
datasets used in our simulations. The next three key concepts
we examine are the results of SIR, IC models, which simulate
the spread of infectious diseases, and Kendall’s correlation
coefficient, which is used to assess outcomes. At each time
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step of the SIR and /C model simulations, we supply a number
representing the likelihood of an infected node infecting a
susceptible neighbor. It’s important to remember that the
parameter is essentially stochastic and doesn’t have a perfect
value, even though some § values in our research, spanning
from 0.01 to 0.40, generate better results than others. The
recovery rate, which is set to 1, is another parameter in the
SIR simulation.

A. OVERVIEW OF NETWORK DATASETS

To study the efficiency of the ISCL, we used four popular
real-world networks using SIR and IC models. We utilized
the “bio-dmela”, “soc-anybeat”, “facebook-combined”, and
fb-pages-tvshow network datasets to assess the effectiveness
of isolating clustering centrality. Bio-dmela belongs to the
class of sparse biological networks. Nevertheless, in bio-
dmela, proteins serve as nodes, and the edges depict
interactions between proteins. Soc-anybeat falls into the
category of online social networks. soc-anybeat represents
an online community, serving as a public platform where
individuals can engage with others, whether they are from
their local neighborhood or situated across the globe. The
dataset comprises node features (profiles), circles, and
ego networks. To ensure privacy, the Facebook data has
undergone anonymization, wherein the Facebook-internal
IDs for each user have been replaced with new values.
Additionally, the feature vectors in this dataset have been
presented, but the specific interpretation of these features
has been obscured. For instance, if the original dataset
included a feature like ““political=Democratic Party,” the new
data now contains ‘‘political=anonymized feature 1. Hence,
analyzing anonymized data allows us to determine if users
are from the same political camp, further, the specific nature
of their individual political beliefs remains unrevealed. The
fb-pages-tvshow falls within the category of sparse social
networks, and it comprises data collected in 2017 from
Facebook pages. These datasets specifically depict a network
of blue-verified Facebook pages across various categories.
In this network, nodes correspond to individual pages, and the
edges denote mutual likes between these pages. The dataset
comprises node features (profiles), circles, and ego networks.
These networks are accessible at this address: [62], [63].
Table 5 provides basic details regarding these data sets.

B. SPREADING MODELS
To examine the fast information spread through the network
via the top-ranked nodes, we used the SIR and /C models.

1) SIR MODEL

Researchers regularly employ the SIR model, a widely rec-
ognized technique in the area, to investigate how information
spreads via complex networks. Susceptibility (S), Infection
(1), and Recovery (R) are the three states that the model
identifies. The top ten nodes with the greatest centrality
ratings [64] are the focus of our experimental setup. With a
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TABLE 3. Demonstration of calculating isolating clustering centrality of node 12 (ISCL(12)), dist(12,i) and GI(12,/) depict shortest distance from node 12 to

others and global influence caused by individual nodes with respect node 12.

node 4 1 2 3 1 5 6 7 3 9 10 11 12
CL() 0 0 0 0.333 | 0.666 | 0.666 | 0.333 | 0 0333 | 1 0 0.333
1S() 0 0 6 0 0 0 0 0 0 0 0 3
dist(12,0) | 7 7 6 5 ] ] 3 2 1 I I -
GI(12,) 0 0 0.083 | 0.066 | 0.1666 | 0.1666 | 0.083 | 0 0333 | 1 0 -

TABLE 4. The node centrality values of BC (Betweenness Centrality), CC (Closeness Centrality), DC (Degree Centrality), CL (Clustering Coefficient
Centrality), LGC (Local and Global Centrality), IS (Isolating Centrality), ISCL (Isolating clustering Centrality) for Figure. 2 is provided in the following table.

The red-colored values indicate top-3 influential nodes.

node 1 2 3 4 5 6 7 8 9 10 11 12
DC 1 1 3 3 3 3 3 2 3 2 1 3

BC 0 0 0.345 0.436 0.218 0.218 0.545 0.509 0.436 0 0 0.181
CC 0.229 0.229 0.289 0.343 0.379 0.379 0.392 0.366 0.323 0.261 0.215 0.268
CL 0 0 0 0.333 0.666 0.666 0.333 0 0.333 1 0 0.333
IS 0 0 6 0 0 0 0 0 0 0 0 3
LGC 0.533 0.533 2.083 2.415 2.471 2.471 2.471 1.554 2.269 1.289 0.518 2.015
ISCL 0 0 0.432 0.32 0.557 0.557 0.314 0 0.317 0.604 0 0.546

TABLE 5. Network characteristics of datasets. ACC (Average Clustering Coefficient), APL (Average Path Length), AP(Articulation Points), |Deg; | (Number of
Nodes with degree 1),|Deg, |/n (Ratio of Number of Nodes having Degree 1 and the Number of Nodes) values of four different networks are displayed.

Network Nodes | Edges | Max Degree | Avg. Degree | Diameter | ACC | APL | AP [Degi] | [Degi]/n
fb-pages-tvshow 3892 17262 126 8.87 20 0.373 | 6.28 552 607 0.155
facebook-comined 4039 88234 1045 43.69 8 0.605 | 3.69 11 75 0.018
bio-dmela 7393 25569 190 6.917 11 0.011 | 4.34 1209 2005 0.271
soc-anybeat 12645 | 49132 4800 7.7 10 0.227 | 3.17 | 1257 6260 0.495

TABLE 6. Ranking correlation of the proposed centrality ISCL (Isolating Clustering Coefficient), basic centralities DC (Degree Centrality), BC (Betweenness
Centrality), CL (Clustering coefficient), CC (Closeness Centrality), and latest centralities LGC (Local and Global Centrality), IS (Isolating Centrality).

Network DC BC CL CC IS LGC ISCL
fb-pages-tvshow 0.075231 0.050631 0.111783 0.002139 0.788543 0.003499 0.034552
facebook-combined 0.019184 0.035027 0.022691 0.196366 0.993355 0.008355 0.70275
bio-dmela 0.262978 0.293619 0.540384 0.344921 0.607274 0.393919 0.275555
soc-anybeat 0.275899 0.358969 0.383848 0.029535 0.82156 0.014949 0.119386

transmission probability of B at each time step, an infected
node tries to infect its neighbors in the SIR model. The
affected node then has the likelihood to recover with a y
probability at each stage. The simulation is over when there
are no more infected nodes in the network, which is when this
procedure stops. We took into account infection rates ranging
from 0.01 to 0.40 for our SIR model simulation. For a robust
study, we ran this simulation process 100 times.

2) 1C MODEL

The Independent Cascade Model (IC) model primarily
focuses on information diffusion and influence propagation
in social networks [65], [66]. In this model, nodes are
typically in either active or inactive states. The propagation
process involves the activation of nodes and the information
spread through the network. In IC model [67], the activation
probabilities of one node in the network do not influence the
other nodes. The propagation probabilities (p;;) of edges (E)
in this model represent the possibility of impact from node
i to node j. It concisely depicts the model using a collection
of nodes (V), edges (E), and related propagation probabilities
(p), denoted as Gycyr = (V, E, p). An idle node j is activated
with probability p;; at each step (r = 1, 2,3...) by its direct
neighbor i, which is activated at t — 1. Every active node has
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a one-time influence on its direct neighbors. The eventual
activation probability of an inactive node j is unaffected by
the order of its many direct neighbors that are activated at
t — 1. The final activation probability is shown by a measure
of influence spread, which continues until no more nodes
are accepted. This process follows a cascade pattern, where
influence spreads from one node to another node.

C. KENDALL'S CORRELATION COEFFICIENT

In order to evaluate the efficacy of ISCL, we employ
Kendall’s [68] formula. Let’s assume that two node sequences
(P, Q) with equal numbers of nodes n are associated, where
P = (p1,p2,--,pn) and QO = (q1,42, -+, qn)- If both
pi > pjand g; > gjor p; < pjand gq; < g; have the
same ordering of their components, then a pair of two node
descriptions (p;, g;) and (p;, g;) for (i # j) is said to be
concordant. If p; > p; and ¢; < gj, or p; < pj and ¢; > g,
they are said to be discordant. If p; = p; or g; = gj, the pair is
neither concordant nor discordant. The Kendall’s correlation
coefficient is given as:

(ne — ng)

(P.Q)=2% ———C

nn—1) (10)
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FIGURE 3. Demonstrates the correlation, up to the top- 100 nodes, between ISCL and conventional centralities such as DC, BC,

CC, CL, IS, and LGC.

where the terms n. and ng, respectively, stand for the number
of concordant and discordant pairings, and » is the node count
of each sequence.

D. OBTAIN THE CONVEX TUNING PARAMETER « AND
TRANSMISSION PROBABILITY B VALUES

We use a convex tuning variable « to examine the effects
of the isolating centrality and clustering coefficient for each
node. In this work, we investigate the impact of various «
values on the total number of infected nodes as a function of
the proposed centrality. We evaluate the best possible values
for raising the spreading efficiency of the proposed measure
by methodically increasing the « value in the range 0.0 to
1.0 in steps of 0.2 throughout our studies. We investigated
transmission probability 8 over the range 0.01 to 0.4 in steps
of 0.01. In our experiments, we analyzed the impact of 8
values on the total number of infected nodes as a function of
proposed centrality. We identify the best possible values for
elevating the spreading efficiency of the proposed measure.
It is found that these values vary for different networks.

VI. EXPERIMENTAL SETUP
By using a 4.10GHz Intel(R) Core(TM) iS5 — 10600K
CPU and 32GB of RAM as the central processing unit,
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extensive simulations are accomplished. Python version
3.11.2 is chosen because it provides built-in modules for
making graphical models and computing node centralities,
making it suitable for accelerating the simulation process.
By utilizing NetworkX, a popular Python package for
network analysis recognized for its broad set of features
and tools developed to produce, analyze, and visualize
graphs, we dealt with graphical representations of networks.
We employed the OriginPro computer program, which was
created by OriginLab Corporation and is a data analysis and
graphing application. It is often used for tasks involving data
visualization, analysis, and presentation in a range of fields,
including scientific and technical research. Our research work
is implemented using Python scripting language. The code
is available at: https://github.com/BuranMohammad/Code-
Link

VII. RESULTS

This section presents the simulation results to compare the
isolating clustering centrality measure against the conven-
tional and recent centrality measures. First, we show how
the proposed centrality relates to the conventional centrality
metrics. To assess the cumulative infected nodes for centrality
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FIGURE 4. SIR model cumulative infected nodes for bio-dmela, soc-anybeat, facebook-combined, and fb-pages-tvshow networks
(100 simulations in 40 time stamps). The top ten nodes are the best-infected nodes tested by basic centralities (DC,BC,CC,CL), recent

centralities (IS, LGC), and the proposed ISCL centrality.

measures like DC, BC, CC, CL, IS, LGC, and ISCL, we use
the SIR and IC models.

A. ISCL AND BASIC AS WELL AS RECENT CENTRALITY
MEASURES IN CORRELATION

In this subsection, we provide the results of the correlations
between ISCL and basic centrality measures in the literature.
Kendall’s correlation coefficient has been used to compare
ISCL with the basic and recent centralities. We provide cor-
relation graphs for the ISCL and other conventional centrality
measures in the Figure. 3. However, the ISCL measure does
not have a strong correlation with basic centralities in the bio-
dmela but has a moderate correlation with recent measures
isolating centrality. In the case of soc-anybeat network,
initially, the ISCL is not strongly correlated with conventional
centralities, later ISCL is moderately correlated only with
closeness centrality. In the case of facebook-combined ISCL
is slightly correlated with DC, BC, CC and LGC. Coming
to fb-pages-tvshow network, ISCL is initially moderately
correlated with the CL, later has no correlation with it,
and ISCL has no correlation with other basic centralities.
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Table 6 depicts the correlation coefficient values of the
ISCL centrality and conventional centrality measures. The
proposed centrality is not closely correlated with any of the
existing centralities. The remaining subsections explained
the cumulative infected nodes and histogram’s maximum
influence on isolating clustering centrality.

B. ANALYZING SPREADABILITY WITH SIR MODEL

The total number of infected nodes over time is shown in
this subsection to demonstrate the impact of information
transmission after the first infection brought on by the top-
10 seed nodes. The top-10 seed nodes are determined using
the proposed isolating clustering centrality (ISCL) along
with conventional centrality metrics such as DC, BC, CC,
and CL, and the recent measures IS, and LGC. We found
that the top-10 seed nodes are initially infected in the SIR
model. In the subsequent time step, the surrounding nodes
of such seed nodes acquire an infection with a probability
of B. We consider that the likelihood of infection, S,
is between 0.01 and 0.40. Every infected node ultimately
has an opportunity to recover with a specific recovery rate,
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FIGURE 5. IC model cumulative infected nodes for bio-dmela, soc-anybeat, facebook-combined, and fb-pages-tvshow networks (40 time
steps for 100 computer simulations). The ISCL, basic, and recent centralities are investigated by infecting their corresponding top-10 nodes.

or y, which is taken into consideration. We have done
100 simulations with a 40 time step limit to calculate the
cumulative infected nodes.

The SIR results for four real-world networks are shown
in Figure. 4. Since the average clustering coefficient of bio-
dmela is substantially lower and for parameter « is at zero,
the proposed measure ISCL beat all conventional and recent
centrality metrics from the very first time steps. When the
tuning parameter is set to 1 for soc-anybeat and fb-pages-
tvshow, the degree, betweenness, closeness, isolating, and
LGC together initially function well up to certain intervals.
Our centrality metric, ISCL, then raises to the top.

Further, we’ve observed that our centrality measure, ISCL,
outperforms conventional and recent centralities and the
latest in the facebook-combined dataset. The aforementioned
explanation leads to the conclusion that ISCL performs
better than all other conventional centralities and the latest
measures. For each of the four datasets as shown in Figure. 6,
the histograms of association values for all of the seven
centrality metrics (DC, BC, CC, CL, LGC, IS, and ISCL)
produced using the SIR model are displayed. For the bio-
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dmela network structure, our proposed metric ISCL can
significantly outperform DC, BC, CC, CL, LGC, and IS in
terms of the total infected nodes. The ISCL value outperforms
other B values in terms of infected nodes, especially when
compared to the transmission probability, which is g at 0.01.
The proposed measure beat all centralities for g ranging from
0.01 to 0.05 in the Figure. 6.

In comparison to DC, BC, CC, CL, LGC, and IS for
the soc-anybeat network architecture, our proposed measure,
ISCL, could perform better in terms of the number of infected
nodes with a convex tuning parameter o of 1. The ISCL
value is superior to other 8 values in terms of infected nodes,
especially when considering that the transmission probability
of B 1s 0.06. In all 7 histograms of soc-anybeat, the proposed
metric ISCL outperforms alternative centralities.

In comparison to DC, BC, CC, CL, LGC, and IS for
the facebook-combined network structure, our proposed
measure, ISCL, can perform well in terms of the number of
infected nodes with convex tuning parameter « is 0. When it
comes to infected nodes, ISCL is preferred to other 8 values,
especially when it comes to transmission probability, which is
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IS, and ISCL centrality metrics.

Bis0.11, and ISCL is marginally better than other centralities
in the top-7 histograms of the facebook-combined network.

With a convex tuning parameter of 1, our proposed
measure, ISCL, can outperform DC, BC, CC, LGC, and IS in
terms of the number of infected nodes for the fb-pages-tvshow
network structure. When it comes to the histogram of infected
nodes, ISCL is superior to other B values, particularly when
the transmission probability is 0.23, and ISCL is on par with
different centralities for other 8 values.

C. ANALYZING SPREADABILITY WITH IC MODEL

This subsection analyzes the impact of information transfer
after the initial infection of top-10 seed nodes determined
using isolating clustering centrality, basic centrality, and
the latest centrality measures. It reveals that these nodes
initially have the IC model, and their surrounding nodes
acquire an infection with a probability of 8. We performed
100 simulations with a 40-step time restriction to calculate
the cumulative sum of infected nodes. The ICM results for
four real-world networks are shown in Figure 5. In the case
of bio-dmela network, for « is at zero, the proposed measure
outperformed all centrality measures. For soc-anybeat with
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o is at 0.4, the proposed measure is equally competitive
with degree, betweenness, closeness, isolating, and local and
global centralities, and surpassed clustering coefficient. For
facebook-combined network with « is at zero, the proposed
measure is competitive with the DC and IS centralities
and surpasses BC, CC, CL, and LGC centralities. For fb-
pages-tvshow with « at zero, BC initially surpasses proposed
centrality, and finally, proposed centrality reaches the top.

Figure. 7 displays the histograms of the correlation scores
for each of the seven centrality measures (DC, BC, CC, CL,
LGC, IS, and ISCL) obtained using the IC model for four
datasets. For the bio-dmela network structure, our proposed
metric ISCL can significantly outperform DC, BC, CC, CL,
LGC, and IS in terms of the cumulative infected nodes.
The ISCL value outperforms other § values in terms of
infected nodes, especially when compared to the transmission
probability, which is 8 at 0.03. The proposed measure clearly
beat all centralities for 8 ranging from 0.01 to 0.05 in the
Figure. 7

For the soc-anybeat network, ISCL can outperform DC,
BC, CC, CL, LGC, and IS architecture in terms of the
number of infected nodes with a convex tuning parameter
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TABLE 7. Results of SIR for ISCL and other centralities for maximum information spread on four real-world networks with average over 100 simulations.

Network Nodes DC BC CL CcC IS LGC ISCL

fb-pages-tvshow 3892 3244.16 3237.79 3242.05 3241.75 3239.39 3240.45 3249.05
facebook-combined 4039 3878.99 3889.8 1771.9 3861.79 3910.06 3868.92 3919.21
bio-dmela 7393 2007.71 2058.41 841.67 2118.41 1888.02 1986.51 2572.09
soc-anybeat 12645 8621.4 8617.22 8650.54 8658.81 8678.26 8751.37 8894.04

«a of 0.4. In terms of infected nodes, ISCL is better than
other B values, especially when 8 is 0.12 for the transmission
probability. In comparison to DC, BC, CC, CL, LGC, and IS
for the facebook-combined network structure, our proposed
measure, ISCL, can perform well in terms of the number
of infected nodes with convex tuning parameter o is 0.
Especially when the transmission probability is 0.01, ISCL
is preferred to other 8 values in terms of infected nodes.

In the case of fb-pages-tvshow network, when compared
to DC, BC, CC, LGC, and IS structure, our proposed
measure, ISCL, can perform well in terms of the number
of infected nodes with convex tuning parameter o is 0.
In terms of infected nodes, ISCL is better than other
B wvalues, especially when the transmission probability
is B at0.15.
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For different 8 values, mean and 95 percent of confidence
interval lower and upper values, the standard deviation of the
influence spread under the SIR and IC models are presented
in Tables 8, 9, 10, and 11. The tables 8, 9, 10, and 11
illustrate how the performance of the proposed method ISCL
varies based on the network structure and diffusion models
that are utilized. It can also be inferred that the proposed
method ISCL functions well under a diffusion model on
a particular network, but it might not function as well on
other networks. Accordingly, the proposed method ISCL
functions well under the SIR model on networks such as
soc-anybeat, facebook-combined, fb-pages-tvshow, and bio-
dmela. Regarding the IC model, the proposed approach,
ISCL, does perform mediocrely on the tb-pages-tvshow, soc-
anybeat, facebook-combined, and bio-dmela networks. The
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TABLE 8. Standard deviation with 95 percent confidence interval of the proposed centrality ISCL (Isolating Clustering Coefficient) for SIR simulation
outcomes. Where g represents the transmission probability, .« denotes the mean, o represents the standard deviation, and C.L.L and C.L.U represent the

lower and upper values of the confidence interval, respectively.

bio-dmela facebook-combined
3 n C.IL C.I1U o IE] " C.IL C.I1.U o
0.01 | 1951.3 | 1901.7 | 2000.8 | 248.5 0.03 | 3906.4 | 3900.2 | 3912.6 | 31.0
0.02 | 4193.2 | 4169.5 | 4216.8 | 118.6 0.04 | 3923.9 | 3917.9 | 3929.9 | 29.9
0.03 | 5057.4 | 5045.5 | 5069.3 59.5 0.11 | 3951.9 | 3947.4 | 3956.3 | 22.3
0.04 | 5437.0 | 5426.3 | 5447.6 53.1 0.12 | 3951.9 | 3947.9 | 3955.8 | 19.8
0.05 | 5616.2 | 5606.9 | 5625.4 46.3 0.16 | 3957.5 | 3953.1 | 3961.8 | 21.8
0.06 | 5711.5 | 5698.8 | 5724.3 63.8 0.18 | 3960.2 | 3956.1 | 3964.2 | 20.2
0.07 | 5776.3 | 5767.0 | 5785.5 46.4 0.2 3962.2 | 3958.1 | 3966.2 | 20.2

TABLE 9. Standard deviation with 95 percent confidence interval of the proposed centrality ISCL (Isolating Clustering Coefficient) for SIR simulation
outcomes. Where g represents the transmission probability, « denotes the mean, o represents the standard deviation, and C.I.L and C.L.U represent the

lower and upper values of the confidence interval, respectively.

soc-anybeat fb-pages-tvshow
8 n C.ILLL C.I.U o B m C.ILL C.ILU o
0.06 | 8613.6 | 8447.2 | 8780.0 | 834.5 || 0.13 | 2984.6 | 2973.4 | 2995.9 | 56.5
0.15 | 9074.8 | 8920.5 | 9229.1 | 773.7 || 0.23 | 3102.8 | 3094.0 | 3111.6 | 44.3
0.18 | 9051.2 | 8900.0 | 9202.3 | 757.9 || 0.32 | 3181.3 | 3171.6 | 3190.9 | 48.5
0.23 | 9336.5 | 9202.9 | 9470.1 | 669.8 || 0.36 | 3217.6 | 3208.6 | 3226.5 | 44.9
0.33 | 9465.7 | 9343.1 | 9588.2 | 614.5 || 0.38 | 3246.1 | 3237.4 | 3254.8 | 43.5
0.35 | 9678.4 | 9549.8 | 9807.0 | 644.8 || 0.39 | 3247.8 | 3239.0 | 3256.6 | 44.0
0.39 | 9853.5 | 9740.6 | 9966.3 | 566.0 0.4 | 3252.4 | 32429 | 3261.9 | 47.5

TABLE 10. Standard deviation with 95 percent confidence interval of the proposed centrality ISCL (Isolating Clustering Coefficient) for ICM simulation
outcomes. Where g represents the transmission probability, .« denotes the mean, o represents the standard deviation, and C.L.L and C.L.U represent the

lower and upper values of the confidence interval, respectively.

bio-dmela facebook-combined
3 n C.I.L C.I1U o IE] " C.IL C.I1.U o
0.01 | 2866.1 | 2846.1 | 2886.1 | 100.3 0.01 | 3695.2 | 3691.8 | 3698.6 | 16.9
0.02 | 5018.3 | 5007.9 | 5028.6 51.9 0.02 | 3937.7 | 3935.6 | 3939.8 | 10.5
0.03 | 5988.4 | 5980.9 | 5996.0 37.7 0.03 | 3994.4 | 3993.1 | 3995.6 6.0
0.04 | 6509.9 | 6504.3 | 6515.5 28.0 0.04 | 4015.9 | 4015.0 | 4016.7 4.2
0.05 | 6818.8 | 6814.0 | 6823.5 23.8 0.05 | 4026.0 | 4025.2 | 4026.7 3.8
0.1 7316.5 | 7314.6 | 7318.3 9.27 0.06 | 4031.5 | 4030.9 | 4032.0 2.6
0.14 | 7377.4 | 7376.6 | 7378.3 4.16 0.07 | 4034.0 | 4033.5 | 4034.4 2.3

mean of spread efficiency and its variation over 95 percent of
the confidence interval is displayed in Tables 8, 9, 10, and 11.

D. CONVEX TUNING PARAMETER «« AND TRANSMISSION
PROBABILITY g ANALYSIS

The effect of the optimal values of « and B on four real-world
networks is expressed in this subsection. Using our proposed
measure ISCL, we conducted experiments by altering the
convex tuning parameter « over [0, 1], and transmission
probability g over (0.01-0.04). When « is 0 and g is at 0.01,
the bio-dmela network shows stronger positive outcomes for
our proposed measure under the SIR model assessment is
shown in Figure. 4. This indicates that when alpha is 0, the
isolating centrality at the regional level retains more local
information than the clustering coefficient measure. Again,
using the facebook-combined network, isolating centrality
has a bigger effect on capturing local network information
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than the clustering coefficient when « is 0 and B is at
0.11. The metric ISCL for the soc-anybeat network produces
good results when « is 1.0 and 8 is 0.06. Stated differently,
A clustering coefficient fully captures local information.
When « is 1.0 and B is 0.23 for the fb-pages-tvshow network,
our proposed measure, ISCL, has marginally shown favorable
results since the clustering coefficient measure contributes
more to capturing the local information of the network than
does the isolating centrality. In the same way, under the
IC model evaluation shown in Figure 5. For the bio-dmela
network, our proposed metric produces superior spreading
efficiency when « is 0, and 8 is at 0.03, indicating that local
information can be captured by isolating centrality alone.
With o equal to 0 and B at 0.01, the isolating centrality is
only responsible for capturing local information about the
network for the facebook-combined. Similarly for o equal to
0 and B at 0.15, the isolating centrality alone captures local
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TABLE 11. Standard deviation with 95 percent confidence interval of the proposed centrality ISCL (Isolating Clustering Coefficient) for ICM simulation
outcomes. Where g represents the transmission probability, .« denotes the mean, o represents the standard deviation, and C.L.L and C.L.U represent the

lower and upper values of the confidence interval, respectively.

soc-anybeat fb-pages-tvshow
) m C.I.L C.I.U o B m C.I.L C.1U o
0.07 | 12180.4 | 12175.8 | 12185.1 | 23.3 || 0.12 | 3795.3 | 3791.8 | 3798.8 | 17.5
0.08 | 12335.8 | 12332.0 | 12339.6 | 19.2 || 0.15 | 3853.4 | 3850.7 | 3856.0 | 13.4
0.12 | 12586.4 | 12584.9 | 12588.0 7.9 0.2 3883.8 | 3882.6 | 3885.0 6.1
0.18 | 12640.9 | 12640.5 | 12641.3 2.0 0.37 | 3892.0 | 3892.0 | 3892.0 | 0.14
0.25 | 12644.8 | 12744.7 | 12644.9 0.4 0.38 | 3892.0 | 3892.0 | 3892.0 0.0
0.26 | 12644.9 | 12644.9 | 12645.0 | 44.0 || 0.39 | 3892.0 | 3891.9 | 3892.0 | 0.32
0.28 | 12645.0 | 12645.0 | 12645.0 | 47.5 0.4 | 3892.0 | 3892.0 | 3892.0 0.0

information of the textitfb-pages-tvshownetwork. In both
cases, our proposed measure, ISCL produced marginally
positive results. When « is 0.4 and g is 0.12 for the soc-
anybeat network, it is observed that isolating centrality has
a somewhat greater role in capturing local information than
the clustering coefficient measure.

VIil. DISCUSSION

Table 7 depicts the outcomes of centrality measures applied
to four real-world networks. To ensure a more accurate
analysis, we averaged the SIR results across each network
type, having conducted 100 simulations on four distinct
networks. Notably, the Facebook-combined and bio-dmela
networks pose significant challenges for vital node problems
due to their high average degree and low |Degl|/n values.
For the facebook-combined network, the centrality measures
when « is set O yield high value for ISCL compared to
DC, BC, CL, CC, IS, and LGC. Although ISCL appears
to have the most favorable results, all remaining centrality
measures demonstrate the ability to find solutions of com-
parable quality. Similarly, the bio-dmela network presents
a challenging scenario with an elevated average degree
and |Degl|/n values. Consequently, ISCL centrality exhibits
superior results, while other centrality measures compete
with each other. For the Facebook-combined, and bio-dmela
networks, ISCL centrality exhibiting superior performance
is due to the dominance of IS over CL in separating the
network into several components. The fb-pages-tvshow and
soc-anybeat networks present considerable challenges for
vital node problems due to their low average degree and
moderate values of |Degl|/n. In the case of the fb-pages-
tvshow network, setting o to 1 results in the superior
performance of ISCL. While ISCL appears to yield more
favorable results, all centrality measures demonstrate the
capability to find solutions of comparable quality. Similarly,
the soc-anybeat network presents a challenging scenario with
a lower average degree and moderate |Degl|/n values. Once
again, ISCL centrality exhibits marginally superior results,
while other centrality measures compete with each other.
In the case of the soc-anybeat and fb-pages-tvshow networks,
the good performance of ISCL centrality can be attributed to
the dominance of CL over IS in spreading information across
the network.
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IX. CONCLUSION

In this work, we have studied the influential nodes in
large-scale complex networks using the novel measure
ISCL. To design the ISCL, we introduced a convex
tuning parameter and integrated the isolating centrality
and clustering coefficient to consider the local and global
structural information. Extensive simulations employing the
SIR and IC models have served to validate the efficacy
of centrality measures on four real-world networks such as
bio-dmela, soc-anybeat, facebook-combined, and fb-pages-
tvshow. Our study reveals that, across a range of « values,
our proposed measure demonstrates superior performance
compared to conventional and recently proposed measures
in the literature. This parameter plays a key role in
enhancing the applicability to a wide range of real-world
networks and enabling their use in large-scale complex
network applications. The proposed measure’s similarity
with conventional and recent measures is quantified using
Kendall’s correlation coefficient. Interestingly, ISCL and
global centralities (BC, CC) exhibit identical time complexity
O(nm). ISCL stands out for its considerably improved
spreading efficiency while maintaining the same time com-
plexity of BC and CC. Extensive simulations demonstrated
that ISCL achieves superior spreading outcomes relative to
existing methods while upholding identical time complexity
requirements. Extending the proposed method for weighted
and directed networks can be an interesting future research
direction to analyze the crucial nodes in wireless and social
networks.

LIST OF ABBREVIATIONS
The abbreviated terms used in this paper are as follows:

DC Degree centrality

BC: Betweenness centrality

CC: Closeness centrality

CL: Clustering coefficient centrality
LGC: Local and global centrality

IS: Isolating centrality

ISCL: isolating clustering centrality
SIR: Susceptible infected recovered
IC: Independent cascade
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