
Received 20 March 2024, accepted 29 March 2024, date of publication 2 April 2024, date of current version 11 April 2024.

Digital Object Identifier 10.1109/ACCESS.2024.3384247

Concise and Efficient Multi-Identity Fully
Homomorphic Encryption Scheme
GUANGSHENG TU 1, WENCHAO LIU 2,3, TANPING ZHOU 2,3,
XIAOYUAN YANG2,3, AND FAN ZHANG1
1Non-Commissioned Officer Academy of People’s Armed Police, Hangzhou 311400, China
2Key Laboratory of Network and Information Security of People’s Armed Police, Xi’an 710086, China
3School of Cryptographic Engineering, Engineering University of People’s Armed Police, Xi’an 710086, China

Corresponding author: Xiaoyuan Yang (tugs@ldy.edu.rs)

This work was supported in part by the National Key Research and Development Program of China under Grant 2023YFB3106100
and Grant 2021YFB3100100, in part by the National Natural Science Foundation of China under Grant 62172436 and Grant 62102452,
and in part by the Natural Science Foundation of Shaanxi Province under Grant 2023-JC-YB-584.

ABSTRACT Combining multi-key fully homomorphic encryption (MKFHE) and identity-based encryption
(IBE) to construct multi-identity based fully homomorphic encryption (MIBFHE) scheme can not only
realize homomorphic operations and flexible access control on identity ciphertexts but also reduce the burden
of public key certification management. However, MKFHE schemes used to construct MIBFHE usually
have complex construction and large computational complexity, which also causes the same problem for
MIBFHE schemes. To solve this problem, we construct a concise and efficient MIBFHE scheme based on
the learning with errors (LWE) problem. Firstly, we construct anMKFHE scheme using a newmethod called
‘‘the decomposition method’’. Secondly, we make a suitable deformation of the current IBE scheme. Finally,
we combine the above MKFHE scheme with IBE scheme to construct our MIBFHE scheme and prove its
IND-sID-CPA security under the LWE assumption in the random oracle model. The analysis results show
that our MIBFHE scheme can generate the extended ciphertext directly from the encryption algorithm,
without generating fresh ciphertext in advance. In addition, the noise expansion rate is reduced from the
polynomial of lattice dimension n and modulus q to the constant K of the maximum number of users. The
scale of introduced auxiliary ciphertexts is reduced from Õ(n4L4) to Õ(n2L4) when generating the extended
ciphertext.

INDEX TERMS Multi-key, multi-identity, fully homomorphic encryption, identity-based encryption.

I. INTRODUCTION
Cloud computing can link a large number of computing, stor-
age and software resources together to form a large scale of
shared virtual IT pools, providing remote computer users with
efficient, fast and diverse information services. However,
cloud computing also has to face security problems, which
has become an important reason restricting its development.

In 1978, Rivest et al. [1] first proposed the notion of
‘‘privacy homomorphism’’ which allows ciphertexts to be
operated on without preliminary decryption of the operands.
This property can be naturally applied to solve the security
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problem of cloud computing, and how to construct a fully
homomorphic encryption (FHE) scheme has become an open
issue in cryptography. In 2009, Gentry [2] proposed the first
FHE scheme based on ideal lattice, and made it bootstrap-
pable by using the technique of ‘‘squash the decryption cir-
cuit’’. However, such FHE schemes [1], [2], [3], [4] can only
perform homomorphic operations on ciphertexts encrypted
under the same public key. In 2012, López-Alt et al. [5]
first proposed the notion of multi-key FHE (MKFHE) and
constructed an MKFHE scheme based on the NTRU cryp-
tosystem. Cryptographers have proposed a series of MKFHE
schemes [6], [7], [8], [9], [10], [11], [12]. As an extension
of FHE, MKFHE allows homomorphic operations on cipher-
texts encrypted under different public keys. However, the
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public key encryption (PKE) system needs to rely on pub-
lic key certificates to realize identity authentication, which
inevitably increases the overhead related to certificate man-
agement, especially FHE and MKFHE have a large public
key size.

Identity-based encryption (IBE) is another cryptographic
primitive that was first proposed by Shamir [13] in 1984. Its
central idea is to generate a pair of master public key (MPK)
and master secret key (MSK) from a trusted authority. User’s
public key is then generated by the unique identity strings and
MPK, without the need to determine and manage the public
key for each user. The corresponding secret key is generated
by the private key generator (PKG) from the identity strings
and MSK. In 2008, Gentry et al. [14] constructed the first
IBE scheme based on the learning with errors (LWE) in the
random oracle model. Compared with PKE, IBE eliminates
the calculation, distribution, storage, update, management
and other operations related to public key certificates, and
manages keys more effectively.

According to the above analysis, combining FHE and
MKFHE with IBE to construct the identity-based FHE
(IBFHE) scheme and multi-identity based FHE (MIBFHE)
scheme seems to be beneficial. There are also many related
results [3], [6], [15], [16], [17], [18], [19], [20], [21], [22].

About IBFHE. In 2013, Gentry et al. (GSW scheme) [3]
described a leveled FHE scheme based on LWE problemwith
the approximate eigenvector method. Using this FHE scheme
and the IBE scheme satisfying specific properties, they also
constructed the first IBFHE scheme without breaking the
non-interactivity. However, this IBFHE scheme can only
perform homomorphic operations on ciphertexts encrypted
under the same identity.

About MIBFHE. In 2014, Clear and McGoldrick [15]
constructed an MIBFHE scheme based on the indistinguisha-
bility obfuscation (IO) [23]. The next year, they obtained
a new MIBFHE scheme [6] based on LWE problem and
demonstrated its selective security in the random oracle
model. In 2017, Canetti et al. [16] used the MIBFHE scheme
to construct three FHE schemes that were secure against
non-adaptive chosen ciphertext attacks (CCA1) and gave
two instantiated MIBFHE schemes. However, both MIBFHE
schemes have weak compactness, that is, the size of the
evaluated ciphertext depends on the size of the computing
circuits, but is independent of the number of users involved
in the computation. In 2018, Wang et al. [17] constructed a
more compact MIBFHE scheme compared to [16] using IO
and witness pseudorandom function (WPRF) which is not
a standard assumption. In 2019, Shen et al. [18] used the
MKFHE scheme proposed by Mukherjee and Wichs [7] and
the IBE scheme proposed by Micciancio and Peikert [24]
to construct an efficient MIBFHE scheme. In 2020, Pal
and Dutta [19] extended IBE to a CCA1 secure MIBFHE
scheme using WPRF. In 2021, Shen et al. [20] constructed
a compressible MIBFHE scheme using a new compress-
ible ciphertext extension technique. In 2022, Liu et al. [21]
proposed a leveled multi-hop MIBFHE scheme based on

GPV-FHE scheme in [14] and [25] and MKFHE scheme
in [8]. This is a multi-hop MIBFHE scheme in which the
resulting ciphertexts encrypted under a set of identities can
be further evaluated with other ciphertexts encrypted under
additional identities. In 2023, Fan et al. [22] proposed an
efficient MIBFHE scheme on lattice. They improved the IBE
scheme proposed by Agrawal et al. [26] using the transfor-
mation mechanism of [24] and reconstructed a Link-Mask
system based on the MKFHE scheme in [7]. However, both
schemes have the problem of complex construction and large
computational complexity.

In summary, the FHE and MKFHE developed from the
GSW scheme [3] eliminate the evaluation key without using
the bootstrapping technique and can be combined with IBE to
construct IBFHE and MIBFHE scheme. Whereas, MKFHE
schemes commonly used to constructMIBFHE schemes have
complex construction and large computational complexity,
which leads to the same problem in the MIBFHE scheme.
Compared with IBE, the main factors restricting the construc-
tion and efficiency of IBFHE and MIBFHE are FHE and
MKFHE. Current research on MIBFHE mainly focuses on
the optimization of IBE, while the optimization of MKFHE
is less and the effect is not obvious. Therefore, it is necessary
to start from the optimization of MKFHE, and then construct
a more concise and efficient MIBFHE scheme. In this paper,
we focus on the leveled FHE and MKFHE developed from
the GSW scheme [3], so we omit the term ‘‘leveled’’ in the
context.

A. OUR CONTRIBUTION
To solve the above problems, we want to construct an
MIBFHE scheme, so the scheme construction is relatively
simple and the computational complexity can be significantly
reduced. We make the contributions as follows:

1) A new MKFHE scheme. We construct an MKFHE
scheme using a newmethod called ‘‘the decomposition
method’’. In our MKFHE scheme, users can directly
generate the extended ciphertext for homomorphic
operations through the encryption algorithm, without
generating the fresh ciphertext in advance. The noise
expansion rate is significantly reduced from poly(n, ℓ)
to 2, and the scale of auxiliary ciphertexts is reduced
from Õ(n4L4) to Õ(n2L2).

2) A deformation of the IBE scheme in [22]. We introduce
a hash function and adjust the construction form of the
master public key matrix. The parameters, safety and
efficiency of the IBE scheme remain unchanged.

3) An MIBFHE scheme. Using the above MKFHE and
IBE scheme, we construct our MIBFHE scheme.

• No fresh ciphertext is needed in advance. Inher-
iting the advantages of our MKFHE scheme, our
MIBFHE scheme can also directly generate the
extended ciphertext, without generating the fresh
ciphertext in advance.
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• Smaller noise growth and public parameters. The
noise expansion rate of our scheme is reduced from
poly(n, ℓ) to K , where K is determined in advance.
The scale of introduced auxiliary ciphertexts is
reduced from Õ(n4L4) to Õ(n2L4) when generating
the extended ciphertext. Therefore, our scheme has
smaller public parameters.

B. TECHNICAL OVERVIEW
We construct an MKFHE scheme and then construct an
MIBFHE scheme based on it. The efficiency of MKFHE
scheme directly determines the efficiency of MIBFHE
scheme. Here, we show the technical overview of construct-
ingMKFHE scheme. In contrast, we call the previous method
of constructing MKFHE scheme ‘‘the integral method’’ and
the method of constructing our MKFHE scheme ‘‘the decom-
position method’’.
The integral method. In previousMKFHE schemes [6], [7],

[8], [9], [10], [11], [12], a fresh ciphertextC(usually a matrix)
needs to be generated by the encryption algorithm, and then
the fresh ciphertext C can be transformed into the extended
ciphertext Ĉ (usually a block matrix) by the ciphertext exten-
sion algorithm. The structure of the extended ciphertext is
similar and can be defined as

Ĉ =



C i 0 . . . 0 . . . 0
0 C i . . . 0 . . . 0
...

...
. . .

...
...

...

D1 D2 . . . C i . . . DK
...

...
...

...
. . .

...

0 0 . . . 0 . . . C i


(1)

or

Ĉ =
(
C i D
0 F

)
(2)

where the matrices D and F are auxiliary ciphertexts. The
common thought to achieve ciphertext extension in current
schemes is to regard the fresh ciphertext as a whole and
as parts of the extended ciphertext. The difference lies in
different ways of constructing auxiliary ciphertexts D and F.
We call this method ‘‘the integral method’’.
The decomposition method. Now, we think about the

ciphertext extension in a different way. We use the variant
FHE in [3], and the fresh ciphertext can be defined as C =
A · R + µGn. We decompose the fresh ciphertext into two
parts. The first part is the combination of public key A and
randomness matrix R, and the second part is the combination
of plaintext µ and Gn = In ⊗ g. Analysis of the decryption
of fresh ciphertext tC = tAR + µtGn = µtGn + eR,
we know that the second part of the fresh ciphertext can be
directly extended, that is, µGn → µGKn. Correspondingly,
the decryption process also changes from µtGn to µt̂GKn.
Assuming that the first part of the fresh ciphertext also has
the same property when it is decrypted, that is, e → ê, then
the extended ciphertext can also be correctly decrypted. The

method of ciphertext extension also changes from the whole
expansion C → Ĉ to the separate expansion of the first part
and the second part of the fresh ciphertext, and the addition
of the two parts will naturally get the extended ciphertext we
want. We call this method ‘‘the decomposition method’’.
Instance. To be specific, the fresh ciphertext of user i,

i={1,2} isC i = AiRi+µiGn ∈ Zn×m
q . Assume t̂1,2 = (t1, t2)

is the concatenation of two secret keys. When constructing
the MKFHE scheme using ‘‘the integral method’’, the fresh
ciphertext needs to be extended and the extended ciphertext

can be expressed as Ĉ i =

(
C i Di

0n×m Fi

)
∈ Z2n×2m

q . Using

‘‘the decomposition method’’, the extended ciphertext can
also be expressed as Ĉ i = X i + Y i ∈ Z2n×2m

q in two steps.

• Constructing X i, we get X i satisfying t̂1,2 · X i = ê1,2 ∈
Z2m
q ;

• ConstructingY i, we getY i = µiG2n satisfying t̂1,2·Y i =
µi t̂1,2G2n.

So we get the extended ciphertext

Ĉ i = X i + Y i
= X i + µiG2n ∈ Z2n×2m

q (3)

satisfying t̂1,2Ĉ i = µi t̂1,2G2n + ê1,2 ∈ Z2m
q .

Comparison. When comparing ‘‘the integral method’’ with
‘‘the decomposition method’’, the simplicity of our scheme is
demonstrated. In ‘‘the integral method’’ process, to ensure the
correctness of decryption, it needs to be satisfied

t̂1,2 · Ĉ = (t1, t2)
(
C D
0 F

)
= (t1C, t1D+ t2F)

= (µt1Gn + e1, t1D+ t2F)

= µt̂1,2G2n + (e1, e2) (4)

We get

t1D+ t2F = µt2Gn + e2 (5)

As mentioned above, using ‘‘the decomposition method’’,
we only need to satisfy

t̂1,2 · Ĉ i = t̂1,2(X i + Y i)

= t̂1,2X i + µi t̂1,2G2n

= µi t̂1,2G2n + ê1,2 (6)

We get

t̂1,2 · X i = ê1,2 (7)

Compared with (5) and (7), it can be seen that it is easier
to construct auxiliary ciphertexts by using our method.
Interestingly, using ‘‘the decomposition method’’ to con-

struct our MKFHE scheme, the fresh ciphertext is no longer
a part of the extended ciphertext, and we can directly generate
the extended ciphertext that can perform homomorphic oper-
ations without generating the fresh ciphertext. This makes
our scheme more concise and allows users to perform fewer
operations.
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C. ORGANIZATION
The remainder of this paper is organized as follows.
In Section II, we introduce the preliminaries of MKFHE
and MIBFHE. In Section III, we proposed our MKFHE
scheme using ‘‘the decomposition method’’. In Section IV,
we described the IBE scheme after deformation. In Section V,
we proposed our MIBFHE scheme. We conclude the paper in
Section VI.

II. PRELIMINARIES
A. NOTION
We define some notations that will be used throughout this
paper in Table 1.

TABLE 1. Symbol specification.

We also gave definitions for some basic notions that will
be used throughout this paper.
Definition 1 ([3] Negligible Function): Suppose n repre-

sents the input size of the algorithm and negl(n) is a constant
with a variable value. Negl(n) is said to be negligible if for
any polynomial poly(n) there exists an integer n such that, for
n ≥ N , the formula negl(n) ≤ 1

/
poly(n) always holds.

Definition 2 ([3] B-Bounded Distributions): Suppose
{Dn}n∈N denotes a distribution over the integers, the distribu-
tion is called B-bounded if Pre←Dn [|e| > B] = negl(n).
Definition 3 (( [7]β-Noisy Ciphertext)): There is a β-

noisy ciphertext C encrypting µ under secret key t such that
tC = µtGn + e for ∥e∥∞ ≤ β.
Definition 4 ([24] Gadget Matrix): The gadget notion is

used for decomposing Zq-elements into short vectors over Z.

For simplicity, throughout this work, we use the standard
form as g = (20, 21, . . . , 2ℓ−1) ∈ Zℓ

q, where ℓ = ⌈log q⌉.
We define a computable randomized function g−1 : Zq→ Zℓ

such that for any x ← g−1(a), ⟨g, x⟩ = a holds. Extending
the above properties from vectors tomatrices, we defineGn =
In⊗gwhere In is the identity matrix of dimension n. We also
define a computable randomized function G−1n : Zn×m

q →

Znℓ×m
q such that for any X = G−1n (A), G · X = A holds.

B. BACKGROUND ON LATTICES AND TRAPDOORS
Definition 5 ([27] Lattice): Assume b1, b2, · · · , bm ∈

Rn(m ≥ n) is a set of linearly independent vectors, the set of
points formed by integer linear combinations of these vectors
is called a lattice, denoted by 3(b1, b2, · · · , bm), which can
be defined as

3(B) =
{
y ∈ Rn

: ∃s ∈ Zm, y = Bs =
∑m

i=1
sibi

}
(8)

where B = [b1 ∥b2 ∥· · · ∥bm ] is called a basis of the lattice
3(B).
Definition 6 ([27], [28] q-Module Lattice): Let n,m ∈ Z,

q be a prime, m = O(n log q). For matrix A ∈ Zn×m
q and

vector u ∈ Zn
q, we define

3q(A) =
{
y ∈ Zm

q : ∃s ∈ Zn
q, y = AT s(modq)

}
(9)

3⊥q (A) =
{
y ∈ Zm

q : Ay = 0(modq)
}

(10)

3u
q(A) =

{
y ∈ Zm

q : Ay = u(modq)
}

(11)

where 3⊥q (A) is the q-module integer lattice and 3u
q(A) is the

coset of 3⊥q (A).
Definition 7 ([24] Trapdoor Function): Let n ≥ 2 be an

integer, q ≥ 2 be an integer, assume parameters m =
O(n log q), ℓ = ⌈log q⌉, m̄ = m − nℓ. For matrix A ∈
Zn×m
q , Gn = (In ⊗ g) and invertible matrix H ∈ Zn×n

q , the
corresponding G-trapdoor matrix of A is R ∈ Zm̄×nℓ which

satisfies A
[
R
Inℓ

]
= HG. We use the maximum singular

value of the matrixRwhich is represented by s(R) to measure
the quality of a trapdoor.
Lemma 1 ([24] Trapdoor Generation Algorithm): Let

parameters n,m, q, m̄, ℓ,H,G be chosen as Definition 7.
Choose a randomly uniform matrix Ā ∈ Zn×m̄

q . Then
there is a probabilistic polynomial time (PPT) algorithm
TrapGen(1n, 1m, q), outputs matrix A =

[
Ā
∥∥(HG− ĀR) ] ∈

Zn×m
q and its trapdoor matrix R ∈ Zm̄×nℓ, where matrix

A is statistically close to the uniform matrix in Zn×m
q and

s(R) ≤
√
m · ω(

√
log n).

Lemma 2 ([24] Sampling Algorithm): Let parameters n,
m, q, m̄, ℓ,A,R be chosen as Lemma 1. Let χ be a dis-
crete Gaussian distribution with parameters σ ≥ s(R) ·
ω(
√
log n), choose a random vector u ∈ Zn

q. There exists
a PPT algorithm SampleD(A,R,u, σ ), outputs t ∈ Zm

q
satisfying A · t = u mod q. And the vector t is close
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to the discrete Gaussian distribution χ3u
q (A),σ ·ω(

√
log n) as

Pr
[
t ← χ3u

q (A),σ ·ω(
√
log n) : t ≥ σ

√
m
]
≤ negl(n).

C. LEARNING WITH ERRORS
Definition 8 ([28] LWE): For security parameter λ ∈ N,

let q = q(λ) ≥ 2 be the module, let n ≥ 1 be an integer
dimension, and let χ = χ (λ) be the Gaussian distribution
over Z. Randomly selected a

$
←− Zn

q and ei ← χ , output
(a, bi = ⟨a, s⟩ + ei) ∈ Zn+1

q . The LWE problem is to solve
s from a given set of instances of (a, bi), also known as the
computational LWE problem.
Definition 9 ([28] Decisional LWE Problem): For secu-

rity parameter λ ∈ N, let q = q(λ) ≥ 2 be the module,
let n ≥ 1 be an integer dimension, and let χ = χ (λ) be the
Gaussian distribution over Z. The decisional LWE problem
is to distinguish the following two distributions with a non-
negligible advantage.
• Distribution 0. Select several instances at random
(a, b)

$
←− Zn+1

q , where a
$
←− Zn

q, b
$
←− Zq;

• Distribution 1. Select several instances at random a
$
←−

Zn
q, s

$
←− Zn

q and e ← χ , output (a, b = ⟨a, s⟩ + e) ∈
Zn+1
q .

The difficulty of the LWE problem is demonstrated by the
following theorem.
Theorem 1 [28]: Suppose that the integer n ≥ 1, q = q(n)

is an integer that can be decomposed into the product of sev-
eral prime numbers, andχ = χ (n) is a sampleableB-bounded
Gaussian distributionwithB ≥ ω(log n)·

√
n. If there exists an

efficient algorithm that can solve the average-case LWEn,q,χ
problem, then
• For any n-dimensional lattice, there exists an efficient
quantum algorithm that can solve the GapSVP problem
with an approximate factor of Õ(nq

/
B);

• For any n-dimensional lattice, if q = q(n) ≥ Õ(2n/2),
there exists an efficient classical algorithm that can solve
the GapSVP problem with an approximate factor of
Õ(nq

/
B).

Lemma 3 [28]: The decisional LWE problem assumption
holds if

|Pr [A← Distr0]| − |Pr [A← Distr1]| = negl(n) (12)

for any PPT adversary.

D. MULTI-IDENTITY BASED FULLY HOMOMORPHIC
ENCRYPTION
We give the definition of MIBFHE, which is mainly adapted
and summarized from the definition of IBFHE in [3], and the
definition of MIBFHE in [6].
Definition 10 ([3], [6] MIBFHE): An MIBFHE scheme

consists of six PPT algorithms (Setup, Extract, Enc, Extend,
Eval and Dec) defined as follows.
• Setup(1λ, 1K , 1L) : Input the security parameter λ, the
maximum circuit depth L for homomorphic operations

and the maximum number of different identities K . Out-
put MPK and MSK.

• Extract(MPK ,MSK , id) : Input MPK, MSK and the
identity vector id, output the public key Aid and the
corresponding secret key sid .

• Enc (MPK , id, µ ∈ {0, 1}) : Input MPK, id and a bit
message µ ∈ {0, 1}, output the fresh ciphertext C id
using the extracted public key.

• Extend (MPK , (id1, id2, · · · , idk ),C id ) : Input MPK,
identities involved in the computation (id1, id2, · · · , idk )
and the fresh ciphertext C id . Output the extended
ciphertext Ĉ id under the concatenation of k identities
(id1, id2, · · · , idk ).

• Eval
(
MPK , (Ĉ id1 , Ĉ id2 , · · · , Ĉ idN ), f

)
: Input MPK

and a Boolean circuit f with N ciphertexts wires, and
output the evaluated ciphertext Ĉeval .

• Dec
(
MPK , (sid1 , sid2 , · · · , sidk ),C id

)
: Input MPK, the

concatenation of k secret keys and C id which may be
the extended or evaluated ciphertext. Output a bit µ ∈

{0, 1}.

For the MIBFHE scheme in Definition 10, we define the
security model according to IBE security model.
Definition 11 ( [26] Indistinguishable from Random,

Select-Identity, Chosen-Plaintext Attachment (IND-sID-
CPA)): For an MIBFHE scheme consisting of six PPT
algorithms (Setup, Extract, Enc, Extend, Eval, and Dec), the
security mode between a challenger C and a PPT adversary
A can be defined as follows:

• Initial: The adversary is given the maximum depth of
the computing circuits L and the maximum number of
identities K involved and outputs a target identity id∗.

• Setup: For a security parameter λ, the challenger runs
Setup(1λ, 1K , 1L) to generate (MPK,MSK), sendsMPK
to the adversary, and keeps MSK to itself.

• Phase 1: The adversary can issue polynomial time
queries on identities {idi} where id∗ /∈ {idi} and
{idi} are not a prefix of id∗. Then, the challenger runs
Extract(MPK ,MSK , id) to generate a secret key sid
corresponding to a public key Aid and sends sid to the
adversary.

• Challenge: Once the adversary determines the query in
phase 1 is over, it selects two bits (µ0, µ1) ∈ {0, 1} and
sends them to the challenger. The challenger chooses
a random bit α ∈ {0, 1} and runs Enc (MPK , id∗, µα)

to obtain a ciphertext Cα ← Enc (MPK , id∗, µα).
Then the challenger sends Cα as the challenge to the
adversary.

• Phase 2: The adversary issues additional adaptive
queries as in Phase 1.

• Guess: Finally, the adversary outputs a guess α′ in
polynomial time.

We define the advantage of adversary in breaking the above
IND-sID-CPA security game is

AdvIND-sID-CPAA,ε =
∣∣Pr[A(1λ, 0)=1]-Pr[A(1λ, 1)=1]

∣∣ (13)
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So, the above MIBFHE scheme is IND-sID-CPA secure if
AdvIND-sID-CPAA,ε

≤ negl(λ) for any λ ∈ N and polynomial
time adversary A.

III. OUR MKFHE SCHEME
This section mainly introduces how we use ‘‘the decompo-
sition method’’ to construct a concise and efficient MKFHE
scheme from LWE.

A. CONSTRUCTION
Unlike previousMKFHE schemes, ourMKFHE scheme con-
sists of five PPT algorithms (Setup, KeyGen, Enc, Eval, Dec)
which do not need the fresh ciphertext.
• MKFHE.Setup(1λ, 1L , 1K ) : Take the security parame-
ter λ ∈ N, the maximum depth L of the Boolean circuit
and the upper bound K of the number of users as input.
Choose n = n(λ), m = O(nℓ) = 2nℓ where ℓ = ⌈log q⌉,
a large prime q and an error distribution χ = χ (λ,L)
with parameter 2

√
n for upper bound Bχ = 2(n)

standard discrete Gaussian distribution appropriately for
LWEn,q,χ that achieves at least 2λ security against
known attacks. Choose a random matrix B ∈ Z(n−1)×m

q
and output public parameter PP = (n,m, q, χ,Bχ ,B).

• MKFHE.KeyGen(PP) : Sample t̄ ← χn−1 and e ←
χm from the standard discrete Gaussian distribution. Set

b = ¯tB+ e ∈ Zm
q , output public key A =

(
b
B

)
∈ Zn×m

q

and secret key t = (1,−t̄) ∈ Zn
q. Clearly tA = e ∈ Zm

q .
• MKFHE.Enc(µ, (pk1, pk2, · · · , pkK )) : Assume t̂ =
(t1, t2, · · · , tK ) ∈ ZKn

q is the concatenation of K secret
keys. For the i-th user, choose a series of matrices(
M1

i ,M
2
i , · · · ,M

K
i

)
where M j

i ∈ {0, 1}
m×nℓ, i, j ∈ [K ]

as randomness and define the extended ciphertext

Ĉ i = X i + Y i ∈ ZKn×Knℓ
q (14)

as the encryption of message µ ∈ {0, 1}.
(1). ConstructingX. As described in the technical overview

above, the first part X consists of public keys and randomness
matrices, which can be described as

X i =



AiM1
i · · · 0n×nℓ

...
. . .

A1M1
i · · · AiM

i
i · · · AKM

K
i

...
. . .

0n×nℓ 0n×nℓ AiMK
i

 ∈ ZKn×Knℓ
q (15)

where the diagonal elements are
(
AiM1

i ,AiM
2
i , · · · ,AiM

K
i

)
,

the elementsX[i, ·] in row i are
(
A1M1

i ,A2M2
i , · · · ,AKM

K
i

)
and the rest elements are 0. We define and compute

pi,j = t iAj + t jAi

= (1,−t̄ i)
(
bj
B

)
+ (1,−t̄ j)

(
bi
B

)
= bj − t̄ iB+ bi − t̄ jB

= ei + ej (16)

when i ̸= j ∈ [K ]. We also define pi = t iAi = ei when i = j.
Refer to (16), we can compute

t̂X i = (t1, t2, · · · , tK )



AiM1
i 0n×nℓ

...
. . .

A1M1
i · · · AiM

i
i · · · AKM

K
i

...
. . .

0n×nℓ 0n×nℓ AiMK
i


=
(
pi,1, pi,2, · · · , pi, · · · , pi,K

)
=

(
(ei + e1)M1

i , · · · , eiM
i
i, · · · , (ei + eK )MK

i

)
= êi ∈ ZKnℓ

q (17)

(2). Constructing Y. As described in the technical overview
above, the second part Y consists of the plain message and the
garget matrix, which can be described as

Y i = µiGKn
= µi(IKn ⊗ g)

= µi

 Gn · · · 0n×nℓ
...

. . .
...

0n×nℓ · · · Gn


K×K

∈ ZKn×Knℓ
q (18)

We can also compute

t̂Y i = µi t̂GKn (19)

Now, we have completed the ciphertext generation and
extension. So, we can describe Ĉ i as

Ĉ i = X i + Y i

=



AiM1
i · · · 0n×nℓ

...
. . .

A1M1
i · · · AiM

i
i · · · AKM

K
i

...
. . .

0n×nℓ 0n×nℓ AiMK
i

+ µiGKn (20)

Referring to (17) and (19), the decryption process is

t̂Ĉ i = t̂X i + t̂Y i

= ê+ µi t̂GKn (21)

• MKFHE.Eval((Ĉ1, Ĉ2, · · · , ĈN ), f ) : Input ciphertext
set (Ĉ1, Ĉ2, · · · , ĈN ) and effective Boolean circuit
f , output the evaluated ciphertext. The definitions of
homomorphic addition, multiplication and NAND oper-
ations are the same as [3] and [7]:

GSW.Add(Ĉ1, Ĉ2) = Ĉ
(+)

= Ĉ1 + Ĉ2

= (X1 + X2)+ (Y1 + Y2)

= (X1 + X2)+ (µ1 + µ2)

GKn ∈ ZKn×Knℓ
q (22)

VOLUME 12, 2024 49645



G. Tu et al.: Concise and Efficient Multi-Identity Fully Homomorphic Encryption Scheme

GSW.Multi(Ĉ1, Ĉ2) = Ĉ
(×)

= Ĉ1 · G−1Kn (Ĉ2)

= (X1 + µ1GKn) · G−1Kn (Ĉ2)

= X1G−1Kn (Ĉ2)+ µ1 (X2 + µ2GKn)

=

(
X1G−1Kn (Ĉ2)+µ1X2

)
+ µ1µ2GKn

(23)

GSW.NAND(Ĉ1, Ĉ2) = Ĉ
(NAND)

= GKn − Ĉ1 · G−1Kn (Ĉ2)

= (1− µ1µ2)GKn

−

(
X1G−1Kn (Ĉ2)+µ1X2

)
∈ ZKn×Knℓ

q

(24)

which satisfies

t̂Ĉ
(+)
= t̂

(
Ĉ1 + Ĉ2

)
= t̂ (X1 + X2)+ (µ1 + µ2)t̂GKn
= (µ1 + µ2) t̂GKn +

(
ê1 + ê2

)
(25)

t̂Ĉ
(×)
= t̂Ĉ1 · G−1Kn (Ĉ2)

= t̂
(
X1G−1Kn (Ĉ2)+ µ1X2

)
+ µ1µ2 t̂GKn

= µ1µ2 t̂GKn +
(
ê1G−1Kn (Ĉ2)+ µ1ê2

)
(26)

t̂Ĉ
(NAND)

= (1− µ1µ2) t̂GKn − t̂
(
X1G−1Kn (Ĉ2)+ µ1X2

)
= (1− µ1µ2) t̂GKn

−

(
ê1G−1Kn (Ĉ2)+ µ1ê2

)
∈ ZKn×Knℓ

q (27)

• MKFHE.Dec(Ĉ, t̂) : We only analyze binary cases
where µ ∈ {0, 1}. Refer to (21), we define a vector
η = (

⌈
q
/
2
⌉

, 0, · · · , 0)T ∈ ZKn
q and compute

µ′ = t̂Ĉ · G−1Kn (η)

=
(
ê+ µt̂GKn

)
G−1Kn (η)

=< ê,G−1Kn (η) > +µ < t̂, η >

=< ê,G−1Kn (η) > +µ ·
⌈
q
/
2
⌉

(28)

According to the analysis of parameters in [3] and [7],
we know that

〈
ê,G−1Kn (η)

〉
≤

q
8 <

q
4 should be satisfied

to ensure the correctness of decryption. Finally, we output
u′ = 1 when

∣∣u′ − ⌈q/2⌉∣∣ <
q
4 and output u′ = 0 when∣∣u′∣∣ <

q
4 .

The working model of our MKFHE scheme is shown in
Fig. 1.

B. PARAMETERS SETTING
For the above algorithms (Setup, KeyGen, Enc, Eval, Dec),
and selected parameters (n,m, q, χ,Bχ ,B), we analyse the
worst-case noise growth using Definition 3.

In the Enc(•) phase, Ĉ i is the extended ciphertext of the
i-th user under secret key t̂. Refer to (17), (19), (21), we know

FIGURE 1. The working mode of our MKFHE scheme. Users directly
encrypt private data into the extended ciphertexts that can perform
homomorphic operations and upload them to the server. The cloud server
performs homomorphic operations on the extended ciphertexts and
returns the results to users for joint decryption.

that the noise is

βenc = ê

=

(
(ei + e1)M1

i , · · · , eiM
i
i, · · · , (ei + eK )MK

i

)
(29)

for ∥e∥∞ ≤ Bχ and ∥M∥∞ ≤ 1. Compute

∥βenc∥∞ =
∥∥ê∥∥
∞

=

∥∥∥((ei+e1)M1
i , · · · , eiM

i
i, · · · , (ei+eK )MK

i

)∥∥∥
∞

≤ 2mBχ (30)

Hence, Ĉ i is the 2mBχ -noisy ciphertext.
In the Eval(•) phase, we only need to consider the homo-

morphic multiplication operation, which has a larger noise
increase. Referring to (26), we know that

βeval =
(
ê1G−1Kn (Ĉ2)+ µ1ê2

)
(31)

for one homomorphic operation. As known
∥∥ê∥∥
∞
≤ 2mBχ ,

we can compute

∥βeval∥∞ =

∥∥∥ê1G−1Kn (Ĉ2)+ µ1ê2
∥∥∥
∞

≤ 2mBχ (1+ Knℓ) (32)

According to the analysis of noise growth in computing
circuits in [3] and [7], we could evaluate a circuit of depth
L and a designed upper bound of users K while keeping the
error magnitude at most∥∥βfinal∥∥∞ ≤ 2mBχ (1+ Knℓ)L (33)
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TABLE 2. Comparison of MKFHE schemes.

Our decryption algorithm works correctly as long as its
error is smaller than q

/
4, hence it suffices to choose the

modulus

q ≥ 8mBχ (1+ Knℓ)L (34)

C. SECURITY
Theorem 2: OurMKFHE scheme described in this section

is indistinguishable under chosen-plaintext attachment (IND-
CPA) secure under the LWEn,q,χ problem.
Proof of Theorem 2. The security can be proved by the

training-challenge game between the challenger C and adver-
sary A.
Initialize. The challenger C runsMKFHE.Setup(1λ, 1L , 1K )

to generate public parameter PP = (n,m, q, χ,Bχ ,B) and
then runs MKFHE.KeyGen(PP) to generate a pair of keys

pki = Ai =
(
bi
B

)
, ski = t i. Then it sends pki to adversary

A.
Training 1. This is the real IND-CPA game between

a challenger C and an adversary A. The challenger C
receives a pair of messages (µ0, µ1) from adversary A, then
chooses a random bit α ∈ {0, 1} and a series of matri-
ces

(
M1

i ,M
2
i , · · · ,M

K
i

)
where M j

i ∈ {0, 1}
m×nℓ, and runs

MKFHE.Enc(µ, (pk1, pk2, · · · , pkK )) to generate a cipher-
text Ĉα = X i + µαGKn ∈ ZKn×Knℓ

q of the message µα . The
challenger C sends Ĉα to adversary A.
Training 2. This is a hybrid experiment in the ideal world.

The adversary A chooses a pair of messages (µ0, µ1) for
challenger C again. The challenger C chooses a random bit
α ∈ {0, 1} and a uniformly random matrix P ∈ ZKn×Knℓ

q to

generate a ciphertext Ĉ
′

α = P + µαGn ∈ ZKn×Knℓ
q of the

message µα . The challenger C sends C ′α to adversary A.
Challenge. Finally, adversary A guesses the bit for α ∈

{0, 1} as α′. The game outputs 1 if α′ = α and 0 otherwise.
Corollary 1: We define the probability that the adver-

sary guesses bit α ∈ {0, 1} in training 1 and training
2 as

∣∣Pr [α′ = α
∣∣T1

]∣∣ and ∣∣Pr [α′ = α
∣∣T2

]∣∣, respectively.
We know that

∣∣Pr [α′ = α
∣∣T2

]∣∣ = 1
2 as the random matrix

P is computationally independent of pk and µ. So, the

adversary’s advantage is

Adv[A] =

∣∣∣∣Pr [α′ = α |T1
]
−

1
2

∣∣∣∣ (35)

Comparing the structure of Ĉα and Ĉ
′

α , we can translate
the analysis of Ĉα and Ĉ

′

α into the analysis of X i and P, as
Ĉα = X i + µαGKn ∈ ZKn×Knℓ

q
comparison ⇕

Ĉ
′

α = P + µαGn ∈ ZKn×Knℓ
q

→


X i
⇕

P
(36)

Lemma 4: Let pp = (n,m, q, χ,Bχ ,B) be such that the
LWEn,q,χ assumption holds. For m = O(nℓ) and A, M as
generated above, the joint distribution (A, AM) is computa-
tionally indistinguishable from uniform over Zn×m

q × Zn×nℓ
q .

Analysing the structure of X i, we know that both the diag-
onal elements

(
AiM1

i ,AiM
2
i , · · · ,AiM

K
i

)
and the elements(

A1M1
i ,A2M2

i , · · · ,AKM
K
i

)
in row i apply to Lemma 4.

Given that the rest elements of X i is 0, we can conclude that
X i is computationally indistinguishable from P, i.e.,

Adv[A] =

∣∣∣∣Pr [α′ = α |T1
]
−

1
2

∣∣∣∣ = negl (n) (37)

Hence, any adversary cannot obtain useful information
about the message µ in PPT under the LWEn,q,χ problem.
Therefore, Theorem 2 holds and our scheme is IND-CPA
secure.

D. EFFICIENCY ANALYSIS OF MKFHE SCHEME
We compare our MKFHE scheme with MKFHE schemes
in [6] and [7], which are commonly used to construct
MIBFHE schemes. See Table 2 for comparison results.
Through the analysis in Table 2, the following conclusions
can be drawn.
• In our scheme, users do not need to generate fresh
ciphertext in advance, but can directly generate the
extended ciphertext that can perform homomorphic
operations through the encryption algorithm, and the
scale of auxiliary ciphertext introduced is smaller as the
scale of the extended ciphertext is the same. This makes
our scheme more concise.
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• When performing homomorphic operations, our scheme
significantly reduces the noise expansion rate and has
a smaller modulus q, which makes our scheme more
efficient.

IV. OUR MODIFIED IBE SCHEME
The IBE scheme in [22] has better efficiency parameters, but
it cannot be directly combined with our MKFHE scheme.
To this end, to ensure correctness and safety, we made an
appropriate deformation for it.

A. CONSTRUCTION
• IBE.Setup(1λ, 1L , 1K ) :Choose parameters λ,K ,L, q,B
and error distribution χ as stated in the
MKFHE.Setup(1λ, 1L , 1K ). Let m = 2nℓ, ℓ = ⌈log q⌉.
Choose a uniformly random matrix Ā ∈ Zn×nℓ

q ,
an invertible matrix H ∈ Zn×n

q and a collision-resistant
hash function H : Z∗q → Zn

q. Use the trapdoor
generation algorithm TrapGen(1n, 1m, q) described in
Lemma 1 to generate a matrix A =

[
Ā
∥∥(HG− ĀR) ] ∈

Zn×m
q with its trapdoor matrix R ∈ Znℓ×nℓ. Output

MPK = (A,H ) and MSK = R. For different identities,
the matrix A stays the same.

• IBE.Extract (MPK ,MSK , id) : Input MPK, MSK and
user’s identity id ∈ Z∗q. Instead of using the full-rank
differences (FRD) encoding function in [22], here we
use the hash function to get an identity vector uid ∈
Zn
q ← H (id) for each different id. Then we use the

sampling algorithm SampleD(A,R,uid , σ ) described in
Lemma 2 to generate the secret key t id ∈ Zm

q for each
different id, satisfyingA·t id = uid mod q. Finally, we let
Aid = [uid ∥A ]T ∈ Z(m+1)×n

q and sid =
(
1,−tTid

)
∈

Zm+1
q . So, we can compute sid · Aid = 0 mod q. Output

the secret key sid .
• IBE.Enc (MPK , id, µ) : InputMPK, id and the plaintext
message µ ∈ {0, 1}. Choose a uniformly random vector
m ∈ {0, 1}n and the error vector e ∈ χm+1. Define
µ =

(
µ ·

⌈
q
/
2
⌉

, 0, · · · , 0
)
∈ Zm+1

q , and output the
fresh ciphertext matrix

cid = Aidm+ µ+ e ∈ Zm+1
q (38)

encrypting µ under the secret key sid .
• IBE.Dec (MPK , cid , sid ): InputMPK, cid and the secret
key sid , compute

µ′ =< sid , cid >

= µ ·
⌈
q
/
2
⌉
+ < sid , e >∈ Zq (39)

According to the analysis of decryption correctness
in [14], we know that < sid , e >≤

q
5 <

q
4

with a great probability. So, we can conclude that∥∥< sid , cid > −
⌈
q
/
2
⌉∥∥ = ∥< sid , e >∥ <

q
4 when

b = 1, and ∥< sid , cid >∥ = ∥< sid , e >∥ <
q
4 when

b = 0.

B. PARAMETERS, SECURITY, AND EFFICIENCY
We mainly used the IBE scheme proposed in [22]. The dif-
ference is that we added a collision-resistant hash function
H : Z∗q → Zn

q and adjusted the construction of public key
Aid to change the relationship between the identity vector
and the public key. However, these do not change the choice
of parameters and the dimensions of the matrix and vector.
Compared with [22], the parameters, security, and efficiency
of our modified IBE scheme have not changed.

V. OUR MIBFHE SCHEME
As described in Section IV, the fresh ciphertext encrypted
under a certain identity can be decrypted correctly. However,
homomorphic operations cannot be performed among fresh
ciphertexts encrypted under different identities. It naturally
occurs to us that we can use the extension algorithm of
MKFHE in Section III to process fresh ciphertexts under
different identities so that they meet the homomorphic prop-
erties. In this section, we describe how to combine the
MKFHE scheme in Section III with the IBE scheme in
Section IV to construct our MIBFHE scheme.

A. CONSTRUCTION
• MIBFHE.Setup(1λ, 1L , 1K ) : Choose parameters

λ,K ,L, q,B and error distribution χ as stated in the
MKFHE.Setup(1λ, 1L , 1K ). Let m = 2nℓ, ℓ = ⌈log q⌉.
Run IBE.Setup(1λ, 1L , 1K ) and output MPK = (A,H )
and MSK = R.

• MIBFHE.Extract
(
MPK ,MSK , {idi}i∈[K ]

)
: InputMPK,

MSK and users’ identity vector set {idi}i∈[K ] ∈ Zn
q. Run

IBE.Extract (MPK ,MSK , id) and output secret keys set
{sidi}i∈[K ].

• MIBFHE.Enc
(
MPK , {idi}i∈[K ], µ

)
: Input MPK, the

identities set {idi}i∈[K ] and µ ∈ {0, 1}. Assume ŝid =(
sid1 , sid2 , · · · , sidK

)
∈ ZK (m+1)

q is the concatena-
tion of K secret keys corresponding to K identities.
Run MKFHE.Enc(µ, (pk1, pk2, · · · , pkK )) to generate
the extended ciphertext Ĉ idi = X idi + Y idi ∈
ZK (m+1)×K (m+1)ℓ
q as follows:

(1). Constructing X idi . Similar to (15), we can define

X idi =



AidiM̃
1
i · · · 0

...
. . .

Aid1M̃
1
i · · · AidiM̃

i
i · · · AidK M̃

K
i

...
. . .

0 · · · 0 · · · AidiM̃
K
i


(40)

where the randomnessmatrices are
(
M̃

1
i , M̃

2
i , · · · , M̃

K
i

)
∈ {0, 1}n×(m+1)ℓ. Similar to (16), we can compute

sidiAidj + sidjAidi

=

(
1,−tTidi

)( uTidj
AT

)
+

(
1,−tTidj

)( uTidi
AT

)
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= uTidj − t
T
idiA

T
+ uTidi − t

T
idjA

T

= 0(m+1)ℓ (41)

Referring to (40) and (41), we know that

ŝidX idi =
(
sid1 , sid2 , · · · , sidK

)

AidiM̃
1
i · · · 0

...
. . .

Aid1M̃
1
i · · · AidiM̃

i
i · · · AidK M̃

K
i

...
. . .

0 0 AidiM̃
K
i


= 0K (m+1)ℓ (42)

(2). Constructing Y idi . Similar to (18), we define

Y idi = µiGK (m+1) + Eidi
= µi(IK (m+1) ⊗ g)+ Eidi

=µi

 Gm+1 · · · 0(m+1)×(m+1)ℓ

...
. . .

...

0(m+1)×(m+1)ℓ
· · · Gm+1


K×K

+Eidi

(43)

where the error matrix is Eidi ← χK (m+1)×K (m+1)ℓ. The
decryption process can be described as

ŝidY idi = µiŝidGK (m+1) + ŝidEidi (44)

Now, we have completed the ciphertext generation and
extension, and we can describe Ĉ idi as

Ĉ idi = X idi + Y idi

=



AidiM̃
1
i · · · 0

...
. . .

Aid1M̃
1
i · · · AidiM̃

i
i · · · AidK M̃

K
i

...
. . .

0 0 AidiM̃
K
i


+ µiGK (m+1) + Eidi (45)

Referring to (42) and (44), the decryption process is

ŝid Ĉ idi = ŝidX idi + ŝidY idi
= µiŝidGK (m+1) + ŝidEidi (46)

• MIBFHE.Eval
(
MPK , (Ĉ id1 , Ĉ id2 , · · · , Ĉ idN ), f

)
:

Input MPK and a Boolean circuit f with N ciphertexts
wires. Run MKFHE.Eval(·) to generate the evaluated
ciphertext Ĉeval .

• MIBFHE.Dec
(
MPK , ŝid , Ĉ idi

)
: Input MPK, the con-

catenation of K secret keys ŝid , and the extended
ciphertext Ĉ idi . Referring to (28), we also set a vector
η̃ =

(⌈
q
/
2
⌉

, 0, · · · , 0
)T
∈ ZK (m+1)

q and compute

µ′ = ŝid Ĉ idi · G
−1
K (m+1)(η̃)

=
(
µŝidGK (m+1) + ŝidEidi

)
· G−1K (m+1)(η̃)

= µ
〈
ŝid , η̃

〉
+ ŝidEidiG

−1
K (m+1)(η̃)

= µ ·
⌈
q
/
2
⌉
+ ŝidEidiG

−1
K (m+1)(η̃) (47)

Output µ′ = 1 when
∥∥µ′ − ⌈q/2⌉∥∥ ≤ q

4 , and output
µ′ = 0 when

∥∥µ′∥∥ ≤ q
4 .

B. PARAMETERS SETTING
Using the same method stated in Section III, we analyse the
worst-case noise growth of our MIBFHE scheme.

In the Enc(•) phase, Ĉ idi is the extended ciphertext. Refer-
ring to (42), (44), (46), we know that the noise is β̃enc =

ŝidEidi for
∥∥Eidi∥∥∞ ≤ Bχ . Compute∥∥∥β̃enc∥∥∥

∞

=
∥∥ŝidEidi∥∥∞ ≤ KBχ (m+ 1) (48)

So, Ĉ idi is the KBχ (m+ 1)-noisy ciphertext.
In the Eval(•) phase, the homomorphic multiplication

operation can be described as

Ĉ
(×)
id = Ĉ id1 · G

−1
K (m+1)(Ĉ id2 )

=
(
X id1 + µ1GK (m+1) + Eid1

)
· G−1K (m+1)(Ĉ id2 )

= (X id1 + Eid1 )G
−1
K (m+1)(Ĉ id2 )

+ µ1(X id2 + µ2GK (m+1) + Eid2 )

= µ1µ2GK (m+1) + (X id1 + Eid1 )G
−1
K (m+1)(Ĉ id2 )

+ µ1(X id2 + Eid2 ) (49)

which satisfies

ŝid Ĉ
(×)
id = ŝid Ĉ id1 · G

−1
K (m+1)(Ĉ id2 )

= µ1µ2ŝidGK (m+1) + ŝidEid1G
−1
K (m+1)(Ĉ id2 )

+ µ1ŝidEid2 (50)

So, we know that

β̃eval =
(
ŝidEid1G

−1
K (m+1)(Ĉ id2 )+ µ1ŝidEid2

)
(51)

for one homomorphic operation. Referring to (48), we can
compute∥∥∥β̃eval∥∥∥

∞

=

∥∥∥ŝidEid1G−1K (m+1)(Ĉ id2 )+ µ1ŝidEid2
∥∥∥
∞

≤ K 2Bχℓ(m+ 1) (52)

According to the analysis of noise growth in computing
circuits in [3] and [7], we could evaluate a circuit of depth
L and a designed upper bound of users K while keeping the
error magnitude at most∥∥∥β̃final∥∥∥

∞

≤ K 2LBχℓ(m+ 1) (53)

Our decryption algorithm works correctly as long as its
error is smaller than q

/
4, hence it suffices to choose the

modulus

q ≥ 4K 2LBχℓ(m+ 1) (54)
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TABLE 3. Comparison of MIBFHE schemes.

C. SECURITY
Theorem 3: When m ≥ 2n log q, our MIBFHE scheme

in this section is IND-sID-CPA secure in the random oracle
model if the LWEn,q,χ assumption holds.
Proof of Theorem 3. We prove the security of our MIBFHE

scheme using a sequence of hybrid games between challenger
C and adversary A.

Assume that the identity id∗ is the target identity that
adversaryA plans to attack and Adv[i] represents adversary’s
advantage in Game i. The steps are as follows:
Game 0. This is the standard original IND-sID-CPA game

between challenger C and adversary A.
Game 1. Compared with Game 0, challenger C changes the

way to generate the MPK matrix A ∈ Zn×m
q and chooses

a uniformly random matrix A′′
∈ Zn×m

q . Then output
MPK = (A′′,H ).
According to Lemma 1, we know that matrix A ∈ Zn×m

q in
Game 0 is statistically indistinguishable from A′′

∈ Zn×m
q

in Game 1. Thus, adversary A in polynomial time cannot
distinguish between Game 1 and Game 0 with non-negligible
advantages, that is,

|Adv [1]− Adv [0]| = negl(λ) (55)

Game 2. Compared with Game 1, challenger C changes the
way to generate the public key and secret key.

(1). The challenger C runs TrapGen(1n, 1m, q) to generate
the gadget matrix Gn and the trapdoor matrix RG for lattice
3⊥q (G) =

{
y ∈ Znℓ

q : Gy = 0 mod q
}
.

(2). The adversary A sends identity set {idα}α∈poly(λ) to
challenger C for hash queries.

(3). The challenger C chooses a uniformly random

vector u′′idα
∈ Zn

q and lets A′′idα
=

[
u′′idα

∥∥A′′
]T
∈ Z(m+1)×n

q .
If id∗ ∈ {idα}α∈poly(λ), the game ends. Otherwise, challenger
C runs the SampleD(A′′idα

,RG,u′′idα
, σ ) to generate t ′′idα

which

satisfies A′′idα
· t ′′idα

= u′′idα
mod q. Let s′′idα

=

(
1,−tT′′idα

)
and

return it to adversary A.
The challenger C makes (idα,u′′idα

, t ′′idα
) ∈ store. There-

fore, for the same id, adversary A gets the same result on
each query.
Lemma 5 [14]: Let n = poly(λ) ≥ 1, q be a prime and

m = O(n log q) ≥ 2n log q. Then, for all but a 2q−n fraction

of all A ∈ Zn×m
q and any r ≥ ω(

√
logm), the distribution of

the syndrome u = At mod q is statistically close to uniform
over Zn

q, where t ← DZm,r .
According to Lemma 5, vectors u′′idα

∈ Zn
q in Game 2 and

uid ∈ Zn
q ← H (id) in Game 1 are statistically indistinguish-

able. Hence, the public key A′′id =
[
u′′id

∥∥A′′ ]T
∈ Z(m+1)×n

q

in Game 2 and Aid =
[
uid

∥∥A′′ ]T
∈ Z(m+1)×n

q in Game 1 are
also statistically indistinguishable.

According to Lemma 2, the secret key t ′′id in Game 2 and t ′′id
in Game 1 are all generated by the SampleD(·) algorithm.And
both of them are close to the discrete Gaussian distribution
with the same Gaussian parameter. Hence, the secret key t ′′id
in Game 2 and t ′′id in Game 1 are also statistically indistin-
guishable.

Therefore, the public key and secret key in Game 2 and
Game 1 are all statistically indistinguishable. The adversary
A in polynomial time cannot distinguish betweenGame 2 and
Game 1 with non-negligible advantages, that is,

|Adv [2]− Adv [1]| = negl(λ) (56)

Game 3. The adversary A chooses a pair of messages
(µ0, µ1) for challenger C. Compared with Game 2, chal-
lenger C changes the way to generate the extended ciphertext.
The challenger C chooses a uniformly random matrix P̂ ∈
ZK (m+1)×K (m+1)ℓ
q and Ê ∈ χK (m+1)×K (m+1)ℓ to generate a

ciphertext Ĉ id∗ = P̂ + µbGK (m+1) + Ê encrypting µb where
b ∈ {0, 1} and sends it to adversary A.
According to the security analysis of our MKFEH scheme

in Section III, it can be seen that the extended ciphertext in
Game 3 and Game 2 are computationally indistinguishable
based on the LWEn,q,χ problem. In the same way, we can get

|Adv [3]− Adv [2]| = negl(λ) (57)

According to (55), (56), (57), the advantage of adversary
A in our MIBFHE scheme can be negligible in polynomial
time, and the security reduction is based on the LWEn,q,χ
assumption. Thus, this scheme is IND-sID-CPA secure in the
random oracle, and the proof is over.

D. EFFICIENCY ANALYSIS OF MIBFHE SCHEME
We compare our MIBFHE scheme with current MIBFHE
schemes. The comparison results are shown in Table 3.
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Through the analysis in Table 3, the following conclusions
can be drawn.

• Compared with MIBFHE schemes in [6], [21], and [22],
our scheme inherits the advantages of our MKFHE
scheme in Section III. Users do not need to generate
the fresh ciphertext in advance, but can directly generate
the extended ciphertext that can perform homomorphic
operations through the encryption algorithm, and the
scale of auxiliary ciphertexts introduced is smaller. This
makes our scheme more concise. In addition, the noise
expansion of our scheme is significantly reduced, and
it also has certain advantages in lattice dimension and
secret key size, so we can also choose a smaller modulus
q. These parameters make our scheme more efficient.

• Compared with the MIBFHE scheme in [21], our
scheme has obvious advantages in each parameter index.
However, compared with the multi-hop scenario in [21],
our scheme is only single-hop. How to extend the
single-hop scenario to the multi-hop scenario under the
premise of maintaining the technical advantages of our
scheme is also worthy of research and attention.

VI. CONCLUSION
We construct an MKFHE scheme using a new method
(the decomposition method) and then construct an MIBFHE
scheme, which provides a new idea and reference for cryp-
tographers to study FHE. We tried to extend our MIBFHE
scheme to multi-hop scenarios, but if the number of users
is not fixed, how to use ‘‘the decomposition method’’ in
this paper to extend the evaluated ciphertexts still needs a
better solution. Although the existing multi-hop MKFHE
scheme [8] can achieve this goal, the scheme construc-
tion is too complicated. How to construct a more concise
and efficient multi-hop MIBFHE scheme still needs more
research.

In addition to its combination with other cryptographic
primitives, FHE has also been widely studied in practical
applications, such as biometric authentication, medical data
acquisition and protection, etc.With the rapid development of
virtual reality (VR), the security of large amounts of private
data stored internally is a growing concern. Implementing
user authentication mechanisms in VR is a crucial step in
resisting unauthorized access [29], [30], [31], [32], [33],
[34]. We notice that Zhu et al. [35] proposed a novel user
authentication scheme using auditory-pupillary response and
further reduced the authentication time. In the authentication
on VR devices, we may use FHE to get more secure and
faster authentication in the biometric field. In the field of
medical data, FHE also plays an important role not only in
preventing attackers from obtaining user identity tags but
also in providing high efficiency in data integration between
sensors and server [36]. Gu et al. [37] proposed an aggregate
signature scheme based on a linearly homomorphic signature
for electronic healthcare systems which realizes double data
compression. The application of the homomorphic signature

mechanism in medical data deserves the attention of cryptog-
raphers.
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