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ABSTRACT In today’s world, technology has engulfed the internet with an excessive amount of unfiltered,
spontaneous, and incessant data from multiple sources. Complex algorithms are designed to present infor-
mation effectively based on user intent. The online experience of users is a combination of various behaviors
exhibited to seek information, including searching, sharing, and verifying information. However, this multi-
faceted user behavior is yet to be explored comprehensively. This research contributes towards proposing a
user intent-machine learning model for classifying users based on their online search, share, and verification
behavior, identifying different types of users based on their online engagement, and demonstrating that
dynamic online interactions can be classified based on their searching, sharing, and verifying behavior. User
feedback on online behavior and practices is gathered through a questionnaire, encompassing participants
from diverse gender, occupational, and age demographics. Following the extensive feature engineering, the
significant features are presented to K-Mean clustering to identify user intent classes or profiles and their
characteristics. A supervised learning Linear Discriminant Analysis Classifier (LDAC) is then trained on
data to classify these classes. The proposed framework successfully predicted the user intent class with 80%
accuracy. The model is further tested on users’ dynamic interaction data gathered through a second user
study. The information search, share, and verify activity data is transformed to fit the model and labeled by
human raters using the user profiles resulting from clustering. The research achieves an Inter-rater reliability
(IRR) of 60%, whereas the model predicted the user with 67% accuracy. This research indicates that a user’s
purpose in seeking information, their willingness to share information on social media, and their inclination
to view information as credible can all contribute to understanding their intentions, identifying behavioral
similarities, and can be used to recognize intent through dynamic interactions that can be used in targeted
marketing, and search engine optimization.

INDEX TERMS User intent, cluster, browsing preference, information sharing, user behavior, search
reasons, human behavior.

The associate editor coordinating the review of this manuscript and

approving it for publication was Hai Dong .

I. INTRODUCTION
Since the earliest civilization, humans have been found to
have a thirst for knowledge. They gained information and
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shared it with others. The execution of information exchange
was primarily done through word of mouth. The term episte-
mology (the theory of knowledge) can be traced from Greek
philosophy. For example, Plato (429–347 B.C.E.) wanted to
know howwe acquire knowledge. Locke (1632-1704) wanted
to see the operation of human understanding. Piaget (1896-
1980) developed a theory of genetic epistemology or the
idea of cognitive development, and Vygotsky thought that we
gain knowledge through our social culture. He is well-known
for his socio-cultural theory of cognitive development [1].
In today’s era, the internet and social media have taken
over the social culture, and Vygotsky’s followers promote
digital access to knowledge [2], creating a universal culture
worldwide. Traditional means of information dissemination,
like newspapers, magazines, books, television, and radio, are
being replaced by readily available and accessible digital
sources of information, including web channels, online social
networks, podcasts, etc. [3]. While people appreciate the new
media era that has diluted the physical barriers in commu-
nication and provided them with a platform to share their
opinions [3], [4], people are also getting overwhelmed by
the information bomb that now explodes on their screens.
Users increasingly struggle to focus on one topic and filter the
relevant information. The insight into how the user interacts
with the internet to retrieve information, share it on social
media, or trust information can help filter information effec-
tively to suit user intent. Authors in [5] summarized through
survey that an approach towards finding users’ online inten-
tion follows two steps: (1) analyzing the user perspective and
approach towards online platforms and using technology to
generate a general profile of user online preferences, and (2)
developing learning models to identify users based on online
information preferences.

This research takes inspiration from [5] and targets the
following research questions:
a) Can user’s intentions be classified based on user

information-seeking behavior on the internet?
b) Can the user intent classifier predict user intent type using

user dynamic behavior?
Many studies and models aim to classify and predict user

intention in seeking information online [6]. One of the most
widely used behavioral models is the Theory of Planned
Behaviour (TPB) [7], which proposes that user intention
is influenced by attitude, subjective norm, and perceived
behavioral control Another popular model is the Theory
of Reasoned Action (TRA) [7], which suggests that user
intention is determined by attitude and subjective norms.
These behavior models place user intention as an antecedent
of behavior, and rightly so, as their behavior reflects user
intent. Therefore, to predict user intention, it is important
to understand behavior, especially in an online environment
where user interactions with the internet represent behavior,
and interactions can be captured as different data types and
through various means.

Using a machine learning approach, these models have
inspired this research to determine user intention through user

search behavior, information dissemination, and information
trust behavior. This is done in a series of steps. Initially,
user information is collected through a survey questionnaire.
The behavioral similarities are identified at the preprocessing
phase, and the K-Mean Clustering is employed to delineate
user intent groups. The clustering process identifies five dis-
tinct groups based on user intentions. Subsequently, a Linear
Discriminant Analysis (LDA) classifier is trained on the data
to classify user intent clusters. For model validation, Inter-
Rater Reliability is used on the user’s dynamic interactions
captured via another user study. The user profile is general-
ized from the observations of the machine learning model and
utilized in annotating the user’s dynamic interactions.

A. USING MACHINE LEARNING TO ANALYZE USER
SEARCH BEHAVIOR
One of the trending research topics is to capture user intention
in acquiring information and provide ease in bringing that
information to the user screen. The research stretches from
user navigation, individual preferences, likes and dislikes,
search results, and relevance of search queries [8] to semantic
analysis of websites for customizing search results to better
suit the user intent [9]. The user interaction and preferences
on social media are also studied to understand user behavior.
In the study [10], the users’ physical attributes are used to ana-
lyze user interaction in image searching and content to design
a search intent system. Another study [11] analyzes click-
stream data in predicting the intention of shopping online
using deep learning models. In [12], search personalization
using search and click history is explored, and [13] applies
reinforcement learning tomodel user intent using information
visualization. The study’s authors [14] have developed a tax-
onomy for searching source code in computer programming.
Moreover, Conversational Information Seeking (CIS) or pro-
viding information needs via conversation with the search
engine is another paradigm used to assess user intention in
searching. Authors in [15] and [16] explored the search intent
and user behavior among others in conversational search.

Research on studying andmodeling user intention in online
searching also focuses on user engagement and behavior on
social media with millions of active users [17]. Online social
platforms have also become a dynamic source of information,
as was noted by the researchers [18] during Covid’19. This
research and many others have shaped search engine results,
social platform information feeds, and online marketing [19].

B. USER’S INTENT TO DISSEMINATE INFORMATION
The need for users to propagate information is also essential,
as it can aid in filtering out misinformation and regulating
the dissemination of authentic information. There was once
a time when information dissemination could only be done
through designated publishing bodies like newspapers, offi-
cial news channels, book publishing houses, etc. With the
availability of technology and cheap network access to social
media platforms, sharing information has become easier and
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accessible to everyone. Even the traditional means of infor-
mation dissemination are using web-based technologies to
compete with social media platforms. It is also true that the
information available via authenticated print media and news
platforms is still considered more reliable than the social
platforms. Social platforms, in someway, act like digital word
of mouth. Recent surveys show that social platforms are the
prime source of information gathering and exchange [20].
The authors [21] investigated differences in gender behav-
ior and intention in information sharing. According to the
authors, the information shared on social platforms varies
from status updates and liking a post to advertisement shar-
ing, specially on social media like Facebook or Twitter.
Furthermore, the intention to share information differs for
men and women based on social ties and commitments. The
study [22] discusses factors like extraordinary circumstances
or times of crisis (e.g., the Covid19 pandemic), social influ-
ence, or user attitudes as causes of an increase in the use of
social platforms to access and share information being the
only way to connect to rest of the world. Another study [23]
investigated Taiwan’s Instagram users’ social behavior and
used big data analytics and k-mean to cluster users and gener-
ate user profiles for social media and commerce development.

C. MACHINE LEARNING IN VERIFYING INFORMATION
The Internet is an information hub where the public can
access timely, efficient, and up-to-date information. Infor-
mation supply and circulation have increased drastically
with easy access to social platforms like Facebook, Twitter,
YouTube, etc. But unfortunately, not every piece of infor-
mation is reliable. Information verification has become a
challenge for news agencies and end users with the spread
of fake information. Research shows that users easily fall for
false information if it supports their viewpoint [24].
A recent study showed that certain types of social media

users are highly motivated to verify information versus the
users whose primary intent on social media is to seek enter-
tainment [25]. Authors in [26] conducted a study exploring
the user’s purpose in verifying the information and the meth-
ods employed. The research discovered various factors like
source credibility and headline content to be prima facie in
ascertaining the veracity of information. The users’ intentions
were investigated in [27] who spread fake information on
social media intentionally or unintentionally, and an influence
graph was proposed to determine the degree of unintentional
spreaders of fake news. In [28], the authors compared social
media, news media television, and newspaper credibility per-
ceived by users. They concluded through the survey data
that young adults perceive news on social media as more
credible than others. Another research [29] also used news
and social media textual and temporal content along with user
responses to predict fake news using the BART model. Simi-
larly, several research studies have targeted fact-checking and
credibility assessment of internet and social media content
to facilitate the end user to make informed decisions about

the information they seek online. The research ranged from
claim detection systems [30], predictive methods [31], cre-
ating multimodal data repositories [32], [33], and annotating
data [34]. User perception of information verification can be
used in tuning automated filters.

This research investigates user online behavior and prac-
tices towards online searching, information propagation, and
verification and builds user profiles that can contribute to
designing a better user experience.

D. RESEARCH CONTRIBUTION
The research contributions are as follows.

• Explored user behavior and practices employed online
to search, disseminate, and verify information. All three
aspects provide a complete picture of user intention to
acquire knowledge and have not been covered as three
dimensions of user intent to seek information.

• Developed a learning model to classify users.
• Tested classifier on user dynamic behavior.

II. RESEARCH METHODOLOGY
This research aims to investigate online activities and prefer-
ences that users employ in searching, sharing, and verifying
information and develop a user intent model that can sum-
marize the general characteristics of users concerning online
behavior and practices. The proposed methodology is pre-
sented in Figure 1a. The process is divided into two phases.
The first phase includes developing a Machine Learning
(ML) model to classify users based on their online search,
sharing, and verifying behavior. The model is an extension
of the prior work discussed in [35]. Phase II involves testing
the ML model on users’ dynamic interactions to acquire
information.

The machine learning pipeline for Phase 1, illustrated in
Figure 1b, is developed after considering related work with
a particular focus on the categorical nature of the data. The
literature review also revealed that the existing models have
yet to cover user search and social and verify information
aspects as complete user information-seeking behavior. Other
works include different data types, like textual and vector,
and use state-of-the-art models like BERT [36] or BART [29]
deep net models. However, due to privacy, text extraction
from social media and visual data are hard to obtain from
participants. This concern has also inspired this research to
use user feedback on internet experience as they perceive
it and test it to validate model prediction accuracy on user
dynamic activities, keeping the features simple and data easy
to acquire.

The investigation uses the prior work [35] of collecting
user feedback on their online activities, preferences, and use
of social networks for information dissemination. The data
is pre-processed and encoded. Three new attributes, Search
Openness, Online Extravert, and Information Conscientious,
are introduced. These attributes are computed based on exist-
ing data and represent scores for searching, sharing, and
verifying behavior. K-mean Clustering is used on the new
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FIGURE 1. (a) Proposed research methodology. (b) Proposed process flow.

attributes to group similar data. Labels are assigned to clusters
based on the user characteristics. The study then uses these
clusters from previous research and adds to the original data,
and then different machine learning classifiers are used to
classify users. Different evaluation metrics are used to under-
stand models’ performance, whereas SHAP [37] class-wise
scores validation is used for the model efficacy and feature
contribution in class.

Testing the ML model in phase II involves capturing user
interactions and transforming them into model features. User
attributes are then analyzed to understand user intent as
learned by the machine. The user profile created in prior
work is used here to label phase II data. Finally, the model is
used to predict users, the results of which are validated using
Inter-Rater Reliability (with two human raters).

PyCaret,1 Python pandas, and scikit-learn2 are used for
feature engineering, data modeling, and classification. Pear-
son Chi-square Test is run using the Python SciPy3 stats
module. Visualization is done using PyCaret and Origin-
Pro2023.4

A. DEVELOPING USER INTENT ML MODEL
The first phase of this research involves developing a
machine-learning model that can classify users based on their
online behavior and answer RQ1.

The following sections explain the machine learning
pipeline shown in Figure 1b.

1) DATA ACQUISITION
Data acquisition is the most critical, systematic, yet tedious
part of research. Data can be collected through variousmeans,
whether manual, electronic, or experiments, and may involve

1https://pycaret.readthedocs.io
2https://scikit-learn.org
3https://scipy.org
4https://www.originlab.com

other living beings or machines. For developing the user
intent model in research phase I, data specification is not
fulfilled by the existing datasets available from prior research;
hence, the qualitative survey-based data collection process is
governed.

The user study (US1) is based on qualitative questions and
case studies in the form of a questionnaire and represents
user feedback about online behavior. It is divided into four
parts: (1) users’ demographic data, (2) searching behavior
and action, (3) user intent toward information dissemination,
and (4) user perception and actions on verification of infor-
mation. The questions are carefully crafted and approved by
the domain experts before being shared with the participants.
The participants are from varied backgrounds and are invited
using social platforms, community groups, and universities.

Three hundred initial responses are received against the
threshold of 200. The final participants are mainly from
South Asia and North America, with mostly Urdu or Hindi
as their native language. Both genders are considered, with
ages ranging from 18 to above 60 years. Six occupations are
mainly considered: science and technology, finance, insur-
ance and commerce, education, and Unemployment. Any
other occupations are regarded as Others. Table 1 presents
the initial categories and features. The intention head in the
table represents the user behavioral areas explored through
US1. Data collection is discussed in detail in [35].

2) DATA PREPROCESSING
Data obtained from User Study (US1), which has both
ordinal and nominal categorical features [38], requires
pre-processing to clean, transform, and encode it into a format
suitable for machine learning models [39].

As discussed in previous work [35], the data is structured
and categorical with textual data. To process the data easily,
all textual data in sentence form are transformed into short
words. The category’s skewness is decreased by combin-
ing skewed options with other options, eliminating options,
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TABLE 1. Initial variables and categories. TABLE 1. (Continued.) Initial variables and categories.

or creating range bins; e.g., age ranges created in the ques-
tionnaire are further combined to create two bins in years,
adults (18-40) and old adults (> 40).

Figure A-I in the supplementary file shows the distribution
of skewed categories in sample features data. The skewness
is considerably removed after merging some categories while
eliminating features that show no variance.

Figure A-II in the supplementary file shows a distribution
graph of sample features after preprocessing. Furthermore,
the categorical data is converted to numeric format using hot
encoding [40] for machine learning processing. Hot encoding
converts categorical data into a binary vector where each
category value is assigned a separate column. All entries with
a value are marked one, and the rest are marked zero. This
is repeated for all the values of categories. This encoding
scheme is selected amongst other efficient encoding schemes
like Hash encoding, Factorization [40], Target encoding [41],
etc., as it doesn’t increase data volume and doesn’t pose data
loss. Hot encoding does create sparse data, but it becomes
a problem for a large number of columns [41], which is not
the case here. The data columns are further merged to reduce
skewness.

Table 2 lists some of the features after transformation (for
readability, the naming convention defined above is not used).
Scaling and normalization are not required for binary data,
but for transformation to numeric data for dimension reduc-
tion and scoring, normalization is performed on the dataset.
The initial dataset has 30 main variables. After preprocessing
the data, it is reduced to 25, which is expanded to 50 variables
after encoding. The participants’ responses are also reduced
to 255 after preprocessing.

Feature selection is an essential step in data analysis as it
eliminates redundant or insignificant features that may cause
overfitting of machine learning models. The outcome also
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TABLE 2. Example categories after feature engineering.

reduces the data dimensions, which may help improve the
accuracy of the machine learning model [42]. The filtering
method [43] is chosen for initial analysis, and univariant sta-
tistical analysis, like the Hypothesis Test for Independence,
is used to help distinguish dependent and independent vari-
ables [38].

The chi-square test for independence (χ2) is used in
hypothesis testing to find the significant correlations between
variables. The chi-square test (χ2) is performed on the one
hot encoded pre-processed data. The p-values are derived for
all the variables paired with each other. The chi-square test
(χ2) is calculated as

∑(
x2 =

(
O− Eij

)2
Eij

)
(1)

where O=Observed (the actual count of cases in each cell of
the data), E = Expected value (calculated below), χ2= The
cell Chi-square value,

∑
χ2= Formula instruction to sum all

the cell Chi-square values χ2 i,j = i,j is the correct notation
to represent all the cells, from the ith row, jth column.

Eij =
Mi ×Mj

n
(2)

where E is Expected value of ith variable with jth variable
(each cell), Mi is ith Row marginal value, Mj is jth Column
marginal value, n is total sample size.

The standard α of 0.05 required adjustment since we have
multiple classes under each variable [44]. Therefore, the

TABLE 3. P adjusted values for categories.

p-value is adjusted using the Bonferroni-Adjusted method
defined as.

Bonferroni-Adj p-value

=
target alpha level

n− rank number in pair (by degree of significance) + 1
(3)

where: Target alpha level is the overall alpha level (usually
.05), n is number of tests.

Bonferroni Adjustment divides the nominal p-value by the
number of tests performed simultaneously or, in other words,
by the number of classes within the variable. This ensures
that the main variable’s overall significance doesn’t exceed
the nominal p-value [45]. Thus, the significance of features is
determined by p-value ≤ αc, whereas αc < p-value < αt
is considered medium significance. Then, feature selection
is performed based on the adjusted p-values and correlations
obtained from the analysis.

Table 3 outlines the adjusted αc and αt. Figure A in the
Supplementary file shows the adjusted p values and feature
correlations. Almost all the features indicate some level of
correlation in the feature set. The features related to cases 1
and 2 are excluded from the final analysis and are used
separately to compute the scores, which will be discussed
next.

3) COMPUTING FEATURE SCORES
Various statistical, mathematical, and machine learning mod-
els have been used to explore data patterns and reduce large
sets of categorical features into numerical data types, like [43]
or [44], which compute feature scores based onweighted item
scores, ensuring data integrity. A similar technique is used
in this research to reflect the data in numeric and reduced
form and use learning models to find patterns. Three new
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variables are introduced and are used as computed scores.
They are Search Openness (SO), Online Extravert (OE), and
Information Conscientious (IC) [35]. SO summarizes search
behavior features, whereas share behavioral features (includ-
ing sharing attitude) are computed as OE. IC summarizes
information verification mediums, criteria, and verification
attitude in cases 1 and 2. The demographic features and the
new calculated scores are used in user behavioral pattern
recognition.

The scores for SO, SE, and IC are calculated as the sum of
the weighted mean of features:

ScV =

∑j=k

j=1
WM ij (4)

where Sc is score, V is SO, SE and IC, k is total no. of cate-
gories.

The weighted mean (WM) is defined as:

WMij = Rij∗Mj (5)

where R is Participant response on jth category, WMij is
Weighted Mean at the ith response and jth category.
The mean of the binary category is defined as:

Mj =
Fcj
Sn

(6)

where Fc is frequency of jth category.
S is n number of samples, M is Mean of jth category.
The new score and demographic features are presented for

cluster analysis.

4) IDENTIFYING USER GROUPS BY EMPLOYING
CLUSTERING TECHNIQUE
Machine Learning offers clustering techniques for unsuper-
vised data, i.e., data with unknown targets [46]. Clustering
techniques discover similar patterns in data and group them
based on it. It is hence selected to examine similarities in
participants’ data that formulate clusters and determine the
labels for reasonable clusters. After computing feature scores,
the new data, along with original demographic features, are
first normalized to remove biasing, and then outliers are
removed. Normalization uses the Z-score method [55] and
the Isolation Forest or I-Forest technique to remove outliers.
Normalized data (data reduced further to 201 rows) consisting
of demographic data, SO, OE, and IC scores, mentioned in the
previous section, is presented to K-Mean clustering. This is
discussed in detail in [35].

Different clustering techniques are tried and evaluated on
average silhouette score [47] and Elbow curve. K-Mean,
an unsupervised technique, has been selected. K-Mean finds
centroids of K clusters closest to the samples [48]. The num-
ber of clusters K here is arbitrary, and the K-Elbow curve is
used to identify optimal clusters k= 5. Silhouette scores are
used to validate the cluster separation. Figure 2a indicates that
the average silhouette score of 0.3 shows the fair separation of
clusters. The analysis also shows no negative score in clusters,

FIGURE 2. Silhouette plot for clusters [35].

indicating that all the data members are well-placed in clus-
ters. The other techniques include Hierarchal, Spectral, and
Birch; Table 1 in the Supplementary file provides silhouette
scores for different techniques using different cluster counts.

The resultant cluster feature obtained from K-Mean is
inserted into the original binary data. Then, the scores cal-
culated from case 1 and case 2 are inserted as features
separately, and the SE, SO, and IC scores are removed.
Finally, dimension reduction is performed, and data is pre-
sented to the classifier. Since the clusters represent the user
profile based on user intent, the cluster feature is named User
Intent Class (UIC).

5) BUILDING USER INTENT CLASSIFIER
Classification is a supervised machine learning method that
splits data based on the target or class provided. It then uses
that knowledge to attach a label to the unseen data. Several
techniques fall under classification, such as classifying data
into two classes, called binary classification, or more than two
classes, called multiclass classification [49]. Classification
has been used along with unsupervised learning to obtain
groups based on similarity and identify what these groups
represent, e.g., musical instrument classification [50], cancer
classification [51], or predicting credit approval [52]. The
second process in the methodology’s first phase, as shown in
Figure 1a, is to use classification on User Intent Class (UIC)
to predict user groups and label them based on SO, OE, and
IC. Using Kernel PCA, the new data, with the UIC as the
target, is reduced to Principal Components (PC).

Principal Component Analysis (PCA) [53] is the most
common and effective multivariate data analysis and feature
reduction technique. Since PCA doesn’t support categorical
data, normalization is performed first [54]. Kernel PCA [55]
is a variant that uses the Radial Basis Function (RBF)
to project non-linear features to lower-dimension space.
This study uses Kernel PCA, resulting in seven principal
components.
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TABLE 4. Classification models test metrics results.

PC and target are fed to different classifiers, and the
best model, based on the F1 score, Confusion Matrix, and
AUC, is selected. Finally, the SHapely Additive explana-
tion (SHAP) is calculated to observe the model strength
concerning features. Details of these steps are provided in the
sections below.

a: CLASSIFICATION MODELS
The classifiers tested on the principal components are listed
in Table 4. This section briefly explains the models and the
experiment setup.
Linear Discriminant Analysis (LDA) [49] is a linear classi-

fier that fits the class’s Gaussian densities to data, applying
Bayes’ rule. The LDA model in this study used the Gini
impurity to measure classification probability.
Logistic Regression [56] is a variant of Linear Regres-

sion that uses the logistic function sigmoid to estimate
probabilities.
Extra Trees Classifier [56] uses decision trees on several

random data sub-samples and accumulates all the results
to generate a final prediction. This improves the prediction
accuracy while handling overfitting.
Ridge Classifier [49] is based on linear regression, where

the model is penalized for preventing overfitting and explain-
ing the multicollinearity of features.

b: EXPERIMENTAL SETUP
Stratified K Fold cross-validation maximizes the classifier
performance while leveraging a lower sample count. K fold
divides the data into k subsets and holds out one of the
sub-sample sets as test data while training on all other subsets
combined. The model is evaluated, and the step is repeated
for all subsets. The final performance measure is the result of
the mean of all the models’ results. This way, all the samples
get trained or tested for the model throughout the process.
Stratified K Fold uses the same method, ensuring that each
subset represents all classes. This cross-validation technique
is used as the data was low in the count. Different subsets are
tried for this study, and the best result is obtained using k=4.
The training/Test Data split is set to a 70/30 ratio. Table 4

provides the mean values of all the fold results.
Scikit-learn Random grid search is used to tune the hyper-

parameters of each model. Grid search [57] is an exhaustive
search that aims to improve model performance by tuning its
hyperparameters. It evaluates the model by using a combina-
tion of different parametric values.

Evaluation metrics used in this setup included Accuracy,
F1 score, Confusion Matrix, and Area Under the Curve [55]
to evaluate the model’s efficacy. SHapley Additive exPla-
nation (SHAP) is a feature selection metric that evaluates
classification models based on their features’ contribution.
Kernel Shap is a variant of Shap that incorporates classic
Shap and Local Interpretable Model-agnostic Explanation
(LIME), which assigns value to a feature on its contribu-
tion to a single prediction [37]. Shap evaluates the model
and kpc contribution under each UIC in model efficiency.
Figure 3a to 3c illustrates the kpc Shap value against each
cluster.

All the classifiers provided good results; however, LDA
is selected based on evaluation results on the class level and
mean of all class results. Figures 4a to 4d present LDA results.
The LDA model is then presented with a small set of data set
aside to be used as prediction test data unseen by amodel with
the F1-score =0.81.

6) GENERATING USER PROFILE
As part of previous work [35], the User Intent Classes (UIC)
generated by the K-Mean clustering technique are further
explored for significant user characteristics in each cluster.
The average participation of categories in clusters is com-
puted for this purpose. The features fi where i=1- n total
features, the participation of fi in UICj where j= 0-4, is cal-
culated as

UICj feature = Avg f i ≥

∑
Avg f j (7)

i.e., the feature’s average participation is greater or equal to
the feature’s total average participation in all UIC. Figures B-I
to IV in the Supplementary file illustrate the average feature
participation in clusters.

UIC0 is named Focused, which includes adults, primarily
males, with science and technology as the occupation sector
and focuses on searching and sharing information but ver-
ifying selected content. NetVenturer or UIC1 has a higher
frequency of adult females in education, finance, and insur-
ance occupations who use the internet for serious and casual
activity but have a higher need to verify data. UIC2 or Aware
includes males who use the internet for targeted content,
update information, and use OSN for relaxation and staying
connected to the world. The Committed label is assigned to
UIC3, which is a late-age adult male who uses the internet and
social media to explore; however, they believe in investigating
content before accepting or sharing. UIC4 consists of more
female adults who are either unemployed or homemakers
and use the internet and social media for casual surfing,
socializing, and occasionally verifying information. UIC4 is
labeled as Casual Surfer.

The user characteristics resulting from [35] are generalized
to obtain a template to annotate test data. Table 4 presents the
user intent template. The User profile was shown to domain
experts who verified the transition process and generic trans-
lation, after which it was used as ground truth or golden rule
for labeling test user data.
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TABLE 5. User profile template developed from UIC characteristics extracted from clustering [35].

B. TESTING USER INTENT CLASS MODEL
The UIC classifier is trained and tested on data derived from a
user feedback study on online information searching, sharing,
and verification. The model is further tested on user dynamic
behavior comprising actions and activities collected from
users’ search history and online social network activities.

1) USER DYNAMIC INTERACTIONS DATA ACQUISITION
A second user study (US2) is conducted to obtain online
users’ search, share, and verification activity logs. Partici-
pation is voluntary, and the invitation is sent to university
students, professional groups, and alumni circles.

The number of participants is capped at 30. The partici-
pants are provided an orientation session and are informed
about the nature of the study, its duration, and data privacy.
Finally, 20 volunteers are accepted based on the demographic
distribution used in the User Intent Class (UIC) Model, their
commitment to volunteer till the completion of the study, and
their informed consent to use their data. The study includes
five tasks: browsing, searching, and social media activities.
The tasks are open-ended as well as targeted. For example,
in one task, participants are asked to search for information
related to work using any online medium. In another task,
participants are requested to surf on a social platform of their
choice and list content type and any action, such as liking
or sharing, they take on that content. The final participants
are trained on the tasks and Google data service. Due to
privacy concerns, the participants are asked to review their
activity data before submitting it, whereas the social media
data are recorded on the form provided by the participants.
The activity data is recorded on the user’s Google account and

submitted via JotForm. Besides performing the given task,
participants also provided a few months of activity log.

2) DATA TRANSFORMATION
Figure 5a provides a mapping scheme of US2 features to UIC
model features. The figure illustrates the UIC model features,
artifacts extracted, and actions defined to map model fea-
tures and data extracted from artifacts. The Search behavior
features are translated from search activities extracted from
the user search, Chrome, and YouTube history, along with
participants’ input from tasks 1 and 2. Three to four months
of history logs records for each participant are reviewed and
extracted for transformation. Similarly, sharing behavior fea-
tures are mapped using Social media activities extracted from
Google device activity and participants’ own recording of
actions on performing relevant tasks (tasks 2,3 and 4). Infor-
mation verification features, on the other hand, are derived
from data extracted from appropriate tasks (Tasks 3, 4, and 5),
along with search and browse activities extracted from his-
tory. Verification frequency is computed from tasks as well
as activity history.

The features extracted from US2 are translated manu-
ally using Website category lookup, Website ranking, Search
Engine Optimization services, and participants’ own record-
ing of the activities while performing tasks in US2. The
website category for URLs extracted from the history files is
determined using Website Categorization API,5 which uses
IAB Content Taxonomy.6 The taxonomy offers a 3-tier cat-
egory system and is used by various research, e.g., [58] to

5https://website-categorization.whoisxmlapi.com/api
6https://iabtechlab.com/standards/content-taxonomy/
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FIGURE 3. (a) SHAP score for each KPC in UIC0. (b)SHAP score for each
KPC in UIC1. (c) SHAP score for each KPC in UIC2. (d) SHAP score for each
KPC in UIC3. (e) SHAP score for each KPC in UIC4.

FIGURE 4. (a) Confusion matrix for LDA classifier. (b)Class report for LDA
classifier. (c) ROC curves for LDA. (d) LDA learning curves for training and
test data.
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FIGURE 5. (a) User study (US2) data transformation scheme for mapping UIC model features. (b) US2 Annotation And Inter-Rater Reliability Process.
(c) Data annotation agreement for rounds 1 and 2.

provide website category lookup service. The three levels of
categories are combined into 2 level systems reflecting the
categories defined by UIC model features, namely brows-
ing preferences and Sharing on OSN content type. Ahrefs7

7https://ahrefs.com/

and Alexa Web Ranking Services [59] determine the rank-
ing of visited websites. The rank is determined by unique
visitors’ frequency and visit frequency [60] and provides
credibility assessment to some level. Domain details and
URL extensions like org, gov, and edu are also used to
verify the source veracity; e.g., [61] have been used as one
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of the features to check the news source credibility. The
fact-checking website also provides services to check website
credibility [62].

For verifying and sharing any content cases, task 2 and
3 in US2 are considered explicitly concerning user actions.
Share, forward, and post are regarded as a post or share case,
whereas browsing or read comments are considered as verify
or investigate the case; the rest are regarded as ignore or
discarded cases. These transformations map attitude features
in Table 2 of the UIC model.

3) VALIDATE UIC MODEL PERFORMANCE ON USER
INTERACTIONS
The data annotation process is carried out to annotate or
assign UIC labels to the US2 data transformed. Inter-Rater
Reliability (IRR) is used to validate the annotations. Data
Annotation, or data coding or labeling, is a process involving
domain experts, specialists, or end users to label the data so
it can be used further for automated systems. Data annotation
may involve human or sophisticated machine learning algo-
rithms or both [63].

In this research, a hybrid approach, i.e., humans and
machines, are used as annotators to label US2 transformed
data and validate UIC model prediction. The annotators con-
sist of two humans and the UIC model. Figure 5b outlines
the annotation and agreement process. The human raters are
technology professionals with graduate degrees. The UIC
profile rules are presented to human raters as a template
or golden rule, whereas data (N=13) was presented to the
UIC model to predict the labels. Inter-Rater Reliability using
Fleiss Kappa [64] is computed to reach an agreement between
the three annotators or raters. Fliess Kappa (κ) is used as it
supports the nominal or categorical nature of data and is used
when raters are fixed and have a fixed number of records.

The Fleiss kappa (κ) [64] is defined as:

κ =
P‘ − P‘e
1 − P‘e

(8)

where P‘ Is Observed Agreement And P’E Is Expected
Agreement on Random Judgment And Defined By:

P‘ =
1

pc(c− 1)

(∑p

i=1

∑r

j=1
c2ij − pc

)
(9)

P‘e =
1
pc

∑r

j=1

(∑p

i=1
cij
)2

(10)

where p represents the 13 participants’ records, c represents
5 UIC labels, and r represents three raters. 1-P‘e is the degree
of agreement reachable above the chance, and P‘-P‘e is the
actual degree of agreement above the chance. κ is 1 if a
complete agreement is reached and 0 if there is no agreement.
The agreeable criterion is agreed upon and varies from case to
case. The IRR agreement presented by [65] is followed. The
threshold is set to moderate agreement, i.e., 60% or above,

The process is completed in two rounds. The criterion
for annotation is set to 50% coverage of rules, whereas all

features were given equal weights in the first round. The
agreement between human raters and machines is divided
into three groups. Full agreement (2) is reached if all three
raters agree on the label. Partial agreement (1) is observed
if at least one human rater agrees with the machine label.
The agreement is inconclusive if human raters agree, but
machines disagree. It is considered disagreement (0) if all
three raters have different labels or are inconclusive. The
reliability threshold is set as 60% or greater. After 1st round,
reliability was 40%, below the threshold. In 2nd round, it is
decided between the raters that in case of the sample fitting
multiple labels, demographic features will be given priority
in determining the label. Some of the partial agreements are
changed to full agreements. At the end of round 2, reliability
is calculated as 60%. Figures D-I and II in the Supplementary
file show the intermediate calculations using Fliess Kappa
(eq. 8). The annotation agreement for both rounds is shown
in Figure 5c. The x-axis in the figure represents the Rater
agreement group, and the y-axis represents the agreement
count.

Based on the IRR, themodel accuracy and F1 score are also
computed, andmodel performance on limited user interaction
data is considered acceptable with 67% accuracy and an F1
score of 0.70.

III. RESULTS AND DISCUSSION
This research aims to identify users’ characteristics based on
their search preferences, information-sharing intention, and
trust in the information. The objective is to develop a frame-
work to identify behavioral patterns and classify users based
on online behavior and practices. The user intent machine
learning model uses the K-Mean clustering technique to iden-
tify behavioral patterns in users, group them into clusters, and
use a Linear Discriminant Analysis (LDA) classifier to pre-
dict the cluster. The result shows 80% classification accuracy
on cross-validation tests and unseen data, indicating that the
model can classify users based on their features. Since clus-
ters represent the user intent to search, share, and verify online
information, the clusters are termed User Intent Class or UIC.
The UIC model is further tested on the user interaction data
acquired through a second user study. The user interactions
are mapped on the model features and annotated using the
UIC profile template generalized from user characteristics.
Two human raters annotated the data with an Inter-Rater
Reliability (IRR) of 60%. The UIC model predicted the user
with 67% accuracy.

The following sections discuss the results in detail.

A. UIC MODEL PERFORMANCE ON USER FEEDBACK
The clusters generated by K-Mean have an average silhou-
ette coefficient of 0.34. This indicates that the clusters have
overlapping membership in some clusters, such as clusters 1
and 3 Figure 2a. Clusters 4, 2, and 0, with silhouette score 0.5,
are relatively well separated than clusters 1 and 3. The lower
volume of data, outliers interfering in cluster density, and
shifting cluster centroid may contribute to a lower silhouette

VOLUME 12, 2024 53245



M. Kanwal et al.: ML Approach to Classification of Online Users

coefficient. However, the cluster classification shows good
results, increasing the performance of the entire model.

Linear Discriminant Analysis (LDA) technique is used to
classify UI Clusters. Multiple classification modes are evalu-
ated to determine the best model based on AUC, accuracy,
F1, and SHAP values. The models used classic PCA and
Kernel PCA for dimension reduction. Extra trees, Ridge,
and Logistic Regression also performed well besides LDA,
However, LDA performance is better on the individual class
level (Figure C I-III in the Supplementary file shows the
Precision, Recall, and f1-score for classification models).
Similarly, LDA with KPCA showed better Shap values than
the othermodels. Fig 4- a and b indicate everyUIC or cluster’s
f1 score on test data is above 70%, which is satisfactory,
though UIC1 or cluster 1 has a higher false negative. How-
ever, class true prediction is 100% accurate. Figure 4d shows
the learning curve for the LDA model on training and test
data. The learning curve shows that the model could improve
if presented with more data, but the cross-validation curve
indicates the steady performance of the model in the end. The
ROC curve in Figure 4c also shows stable convergence of
each class. The LDA model also performed well on unseen
data with precision, recall, and f1 as 0.79, 0.86, and 0.81,
respectively.

The Shap values provide feature significance and partici-
pation in the model. The kpc4 (kernelpca4) in Net Venturer
Class (UIC1) indicated by Figure 3a, kpc6 (kernelpca6) in
Committed Class (UIC3) explained by Figure 3b, and kpc5
and 0 (kernelpca5 and kernelpca0) in Casual Surfer Class
(UIC4) highlighted by Figure 3c shows almost no contri-
bution in the model. In contrast, most features show some
contribution in the rest of UIC by Figure 3d and Figure 3e.
This shows that users from these classes have good feature
participation.

B. UIC MODEL PERFORMANCE ON USER ONLINE
INTERACTIONS
The User Intent Class Model is tested and validated on users’
browsing and social activities collected through a second
user study (US2). The study gathers browsing activities, user
social interaction for disseminating information, and actions
taken to verify information through various tasks. Users must
walk through the tasks presented with scenarios on internet
browsers and social media and share the information. The
information collected is filtered and mapped to UIC model
features. Human Annotators are then consulted to label the
data using the UIC user profile template. UIC Model is
also used as a machine annotator alongside humans. The
Inter-Rater Reliability (IRR) using the Fleiss kappa method
is calculated to validate the annotation. The resultant kappa
after two rounds of the data annotation process is 60%, which
passes the criterion for IRR agreement, thus validating the
prediction of the UIC model on user activity data. The UIC
model shows an accuracy of 67% and an F1 score of 71%
on US2 data, which can be considered acceptable, provided
the limited data size with even lower support for each class.

The results also show that the UIC model can predict the
user group on the user’s online activities associated with
information seeking, distributing, and trusting information.
The User Profile template is validated through IRR and can
be used as the Golden Rule.

C. COMPARING RELATED WORK
The Internet has impacted users of every walk of life. Peo-
ple use the internet for all purposes, and much research
focuses on improving peoples’ experience by understanding
the need to use the internet. User profiling is one way of
grouping users based on their needs, preferences, intentions,
and activities; hence, different sets of user profiles that have
employed different statistical and machine learning meth-
ods and multimodal features have emerged. Reference [38]
used linguistic features to classify different types of Twitter
users, and [22] used structured data and applied clustering
techniques to group Instagram users on commerce activities.
This research has targeted user searching behavior, infor-
mation sharing, and verification intent to generate a generic
user profile. Moreover, a user prediction model is also devel-
oped to identify user types. The data was derived from user
feedback rather than scrapped from the internet as privacy
concerns have discontinuedmany social platforms for sharing
data.

IV. CONCLUSION
This research aims to answer two questions: a) Can the user
intention be classified based on their behavior and practices
in searching, sharing, and verifying information? b) How can
the classification model be validated using user interactions?
To achieve this, the research uses a hybrid machine learning
approach to successfully clustering similar users according
to their online search, sharing, and verification behaviors and
facilitating the classification of new users. The unsupervised
K-Means Clustering technique groups users with similar
features, whereas Linear Discriminant Analysis (LDA) is
a supervised classifier to predict user classes. The cluster-
ing process resulted in identifying five User Intent Classes
(UIC), and LDA classified the test data with approximately
80% accuracy. The analysis resulted in five different user
profiles, which are named Committed (those who balance
work and leisure), Casual Surfer (search and share for leisure
with minimal need to authenticate information), NetVen-
turer (use the internet for all purposes, but keep eyes open),
Focused (Mainly for serious work) and Aware (UpToDate,
wise internet usage). These findings can be explored further
to tailor online services to use generic user profiles that can be
securely used to increase the user experience by providing the
information the user generally intends. The research uses user
online interaction and activities on the UIC model to test its
efficacy. Human raters annotate the interaction data and LDA
model, and Inter-rater reliability (IRR) is computed to vali-
date the annotation, User profile, and UIC model prediction.
The experts accepted the IRR of 60% and successfully vali-
dated the model performance in predicting users on dynamic
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data. The research contributes to developing a framework
for profiling users based on unique three-dimensional data,
i.e., user search intent, information dissemination needs, and
content credibility criteria. These aspects of user behavior
have been researched separately but not as a component of
user intent. Information integrity is an important aspect in
this digital era, where information is accessed from all online
platforms. The research shows a correlation between search
and share, whereas verification adds weight to the user’s
truth-seeking desire. Insights from this study can help in
better design of search filters, Search Engine Optimization
(SEO), targeted advertising, and shopping experience based
on user profiling.

V. LIMITATION AND FUTURE WORK
The research captured specific demographic data; there-
fore, more extensive and diverse data is required for further
generalization. Diversity was initially aimed for but was
restricted by regional reachability and funding restrictions.
Payment-based user platforms like AmazonMechanical Turk
can be used to enroll participants of diverse backgrounds.
More sophisticated models, like neural nets, can be tried with
a more extensive set. The research didn’t aim for a real-time
model that can also be focused in the future. In addition,
further work can be done to capture live user actions and
create a mapping framework to test the current model.
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