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ABSTRACT In order to furnish valuable insights and solutions applicable to content creators, social media
platforms, academic research, and general users, this investigation integrates the Internet of Things (IoT)
with deep learning regressionmodels to examinemethodologies for predicting the popularity of short videos.
Within the context of cross-cultural communication, a proposed Content Popularity Rank Prediction based
on the Convolutional Neural Network (CPRP-CNN) model relies exclusively on the personal attributes of
the publisher and the textual characteristics of short videos to anticipate the viewership levels of short videos
promptly following their release. Through simulated experiments, the model’s performance is assessed,
revealing that the utilization of the Rectified Linear Unit (Relu) activation function in the CPRP-CNNmodel
enhances accuracy by 42.2% when contrasted with the use of the sigmoid function. This enhancement is
coupled with a 37.8% reduction in cross-entropy loss. Furthermore, the proposed CPRP-CNN model attains
a cross-entropy of 0.692 and an accuracy of 74.7%, exhibiting superiorMean Squared Error (MSE) andMean
Absolute Error (MAE) values of 2.728 and 1.751, respectively, when compared to alternative prediction
models. These outcomes signify that the amalgamation of deep learningmodels with fused featureswithin the
IoT context significantly ameliorates the predictive efficacy of short video popularity. The research findings
contribute to the enhancement of personalized and precise short video content recommendations.

INDEX TERMS Cross-cultural communication, Internet of Things, deep learning regression model, short
video, popularity prediction.

I. INTRODUCTION
A. RESEARCH BACKGROUND AND MOTIVATIONS
In recent years, there has been a global surge in the pop-
ularity of short videos, propelled by applications such as
TikTok, Instagram, and Snapchat. These platforms have
emerged as primary social media channels, particularly for
the younger generation, notably Generation Z, amassing bil-
lions of users [1], [2], [3]. These applications for short videos
not only furnish a straightforward and engaging avenue for
sharing snippets of life and generating content but also culti-
vate a novel social culture, facilitating user communication
and interaction on a global scale. However, the popularity
and communication dynamics of short videos are influenced
by various factors, including user interests, content quality,
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social network effects, geographical location, and others.
The intricate interplay of these factors poses a formidable
challenge in accurately predicting the popularity of short
videos [4], [5], [6]. Conventional approaches often hinge on
uncomplicated metrics like user feedback, viewing frequen-
cies, or likes; nevertheless, these metrics fall short of fully
capturing the intricacies inherent in short video communica-
tion.

In this context, research on a regression model that inte-
grates the Internet of Things (IoT) and deep learning becomes
crucial [7], [8]. IoT technology enables the collection of com-
prehensive and detailed data, encompassing environmental
information during users’ short video consumption—such
as location, device type, and network connection quality.
This additional information enhances the understanding of
the user context, leading to more precise predictions of
short video popularity [9], [10], [11]. Concurrently, deep
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learning regression models exhibit robust data modeling
capabilities, handling large-scale, high-dimensional data and
discerning intricate patterns and relationships [12], [13], [14].
Combining IoT data with deep learning regression models
facilitates the establishment of a more accurate prediction
model, shedding light on short video propagation mecha-
nisms and influencing factors [15], [16], [17]. Nevertheless,
managing the vast, complex, and diverse data generated by
the IoT poses significant challenges. Effectively process-
ing, analyzing, and extracting valuable information from
such data requires advanced techniques. Additionally, uncer-
tainties and noise in data may adversely impact prediction
model performance. The IoT’s diverse device landscape
raises compatibility and standardization issues, necessitating
seamless connection and data-sharing solutions—a pivotal
challenge in short video popularity prediction within the
IoT.

This study’s motivation stems from the considerable com-
mercial value associated with accurately predicting short
video popularity for content creators and social media plat-
forms. Anticipating which videos are likely to gain traction
allows for strategic content planning, attracting more users
and advertisers, and ultimately augmenting revenue. Further-
more, understanding user behavior variations across regions
and cultures facilitates personalized content recommenda-
tions, enhancing user satisfaction. The research in this domain
contributes to a profound comprehension of information dis-
semination and social interaction similarities and differences
across diverse cultural backgrounds, uncovering the poten-
tial applications of IoT technology and deep learning in
cross-cultural communication research.

B. RESEARCH OBJECTIVES
The primary objective of this investigation is to delineate a
method for predicting the popularity of short videos within
the context of cross-cultural communication. This study seeks
to integrate the Internet of Things (IoT) with a deep learning
regression model with the objective of providing valuable
insights and solutions for content creators, social media plat-
forms, academic research, and the wider user community.

In Section I, the study expounds on the background,
objectives, and imperative nature of the research. Section II
provides a comprehensive review of the existing research
landscape encompassing deep learning regression mod-
els, IoT-related technologies, and methodologies perti-
nent to predicting short video popularity. Section III,
guided by the framework of cross-cultural communica-
tion and leveraging the IoT backdrop, introduces a short
video popularity prediction model rooted in the deep
learning regression paradigm. This model incorporates a
multi-modal feature fusion supervision approach. Section IV
is dedicated to scrutinizing and affirming the effective-
ness of the proposed prediction model. Finally, Section V
encapsulates the study’s contributions, acknowledges its
limitations, and delineates potential avenues for future
research.

II. LITERATURE REVIEW
The profound success of deep learning regression mod-
els in diverse domains, spanning image processing, natural
language processing, and recommendation systems, is note-
worthy. In the realm of short video popularity prediction,
numerous studies have leveraged deep learning models to
enhance predictive accuracy. Din et al. [18] introduced
a method for short video popularity prediction based on
the Convolutional Neural Network (CNN). Employing an
extensive dataset of short videos, they utilized the CNN
model to extract visual features, subsequently merging these
features with social network data to forecast popularity. Out-
comes underscored that the deep learning model adeptly
captures intricate relationships between visual and social
information, thereby elevating prediction accuracy. Similarly,
Waqas et al. [19] proposed a short video popularity predic-
tion approach founded on Recurrent Neural Network (RNN).
Focusing on user behavior sequences during short video con-
sumption, they employed the RNN model to encode these
sequences, revealing superior predictive performance when
accommodating dynamic shifts in user behavior.

Simultaneously, advancements in IoT technologies have
revolutionized data collection and transmission capabilities.
These innovations yield copious amounts of environmental
data, offering pivotal insights for short video popular-
ity prediction. Abidi et al. [20] explored the integration
of IoT technology for social media data collection. They
devised a data acquisition system predicated on sensors and
smart devices, facilitating the collection of environmental
information during short video consumption, encompassing
factors such as temperature, humidity, and illumination. This
dataset proved instrumental in analyzing user viewing expe-
riences and short video dissemination patterns. Additionally,
Liu et al. [21] delved into the application of IoT technology
for user behavior data collection. Leveraging IoT sensors
to track user movements and gestures during short video
consumption, they examined user emotions and engagement
levels. These insights proved invaluable in comprehending
user reactions to short videos and forecasting their popularity.

The domain of short video popularity prediction con-
stitutes a multifaceted research area encompassing diverse
methodologies and technologies. Alternative approaches
have been explored in this realm beyond the utilization
of deep learning regression models and IoT technology.
Abbas et al. [22] introduced a method for short video
popularity prediction grounded in social network analysis.
Through an examination of social network relationships
among users, they constructed a user influence propagation
model, facilitating the prediction of propagation trajectories
and the ensuing popularity of short videos. Furthermore,
Brito and Adeodato [23] investigated a short video popular-
ity prediction method centered on text analysis. Leveraging
natural language processing technology to scrutinize the
titles, descriptions, and user comments associated with short
videos, they extracted text features to prognosticate short
video popularity. Table 1 summarizes current research status.
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TABLE 1. Summary of current research status.

In summary, the ongoing evolution and integration of
established researchmethodologies contribute to an enhanced
and more precise prediction of short video popularity,
thereby advancing the progress of digital media and social
interaction. This study introduces a short video popularity
prediction model system based on deep learning regression
models, considering multi-modal feature fusion supervision
modeling and thoroughly accounting for the interactions
between features. By leveraging IoT data, this research pro-
vides additional dimensions of information for short video
prediction.

III. RESEARCH MODEL
A. THE POPULARITY OF SHORT VIDEOS FROM THE
PERSPECTIVE OF CROSS-CULTURAL COMMUNICATION
Cultural disparity stands as a significant determinant influ-
encing the popularity of short videos. Divergent cultural
backgrounds engender distinct perceptions and values regard-
ing humor, emotional expression, and moral concepts,

thereby shaping the audience’s comprehension and accep-
tance of short video content. The appropriateness of
self-mockery and satire, for instance, may vary across
cultures, being considered impolite or offensive in some
and perceived as humorous expressions in others. Con-
sequently, creators of short videos must contemplate the
acceptability among diverse cultural audiences to ensure
broad dissemination during cross-cultural communication.

Moreover, the content attributes of short videos play a piv-
otal role in their popularity within cross-cultural communica-
tion. Varied thematic focuses, such as emotional expression or
humor and entertainment, cater to diverse viewer preferences.
Producers of short videos are thus tasked with selecting con-
tent characteristics aligned with the cultural background and
preferences of the target audience. Additionally, the incorpo-
ration of multilingual subtitles and localized content serves to
enhance the appeal of short videos in cross-cultural contexts.
Social media platforms and video-sharing applications have
emerged as principal channels for disseminating short videos.
Nevertheless, the usage patterns and regulations governing
social media differ across cultural domains. Consequently,
short video producers must comprehend the distinctive fea-
tures of various social media platforms, enabling them to
formulate tailored communication strategies and enhance
the visibility and communicative impact of their short
videos.

B. SHORT VIDEO CACHE STRATEGY BASED ON IoT
TECHNOLOGY
Presently, the proliferation of micro-base stations contributes
to an augmented network density, progressively diminish-
ing the jurisdiction of individual micro-base stations [24],
[25], [26]. Although this expansion curtails coverage areas,
allowing networks to encompass more users, it concurrently
leads to the shortened proximity betweenmicro-base stations.
Consequently, mobile users undergo frequent handovers
as they traverse distinct coverage regions of micro-base
stations.

Illustrated in Figure 1 is the influence of user transitions on
caching services. Consider a user’s movement as an instance,
where the user is presently linked to base station 1 and will
later traverse the path {1,2,3}. During this trajectory, the user
initiates a file service request with base station 1. However,
an intervening base station switch occurs during the file
transmission process, rendering base station 1 incapable of
fulfilling the user’s request. This is attributed to the absence
of the required files in the caches of base stations 2 and 3,
compelling users to invest additional time in content retrieval
from the core network. Such switching operations amplify the
temporal costs incurred by users.

Alternatively, when transitioning between base stations,
such as from base station 1 to base station 2, immediate access
to the requisite files becomes feasible, ensuring the seamless
culmination of the entire service process without additional
waiting periods. Addressing this challenge necessitates the
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FIGURE 1. Impact of user switching on caching service.

formulation of pertinent user mobility handling protocols,
mitigating the supplementary waiting time costs for users and
enhancing their overall experience.

Short videos exhibit a characteristic wherein users’
business requests undergo a rapid refresh, predominantly
attributed to the widespread prevalence of diverse short
videos. Notably, the highly popular short videos constitute
nearly 80% of the total, while the majority of other short
videos demonstrate comparatively lower popularity [27],
[28]. Moreover, the request frequency for most short video
services tends to be relatively modest, with numerous
requests concentrated on specific highly popular files. Note-
worthy is the pattern where many of these requests transpire
singularly, occurring only once, after which the same files are
not subject to subsequent requests.

Language models can be employed to process textual
information within videos, such as titles, descriptions, and
user comments [29]. Through the utilization of natural lan-
guage processing techniques, language models can extract
textual features from videos and comprehend the seman-
tic information embedded within them. This contributes
to a better understanding of the video’s theme, emotions,
and content quality. Visual Language Models (VLM) are
designed to handle the visual information within videos,
encompassing aspects like color, shape, motion, and scenes.
Leveraging computer vision technology and deep learning
algorithms, VLM can extract crucial features from videos,
identifying key elements and scenes. This facilitates the com-
prehension of the visual effects and attractiveness of the
video.

C. MULTI-MODAL DATA FUSION MODE
Multi-modal data fusion involves the integration of informa-
tion derived from various perceptual modes, such as text,
image, audio, etc., into a comprehensive model or sys-
tem aimed at enhancing the capacity for understanding and
analyzing data [30], [31], [32]. The primary objective of
multi-modal fusion is to enhance the complementarity among
modes, allowing each mode to furnish additional information
to augment the overall analytical performance.

Hybrid fusion encompasses both late fusion and
early fusion, amalgamating post and telecommunications.
By mapping the original input data into their high-level

FIGURE 2. Schematic diagram of hybrid fusion method.

representations, the fusion of diverse modal information
and the acquisition of cross-modal representations become
more achievable [33], [34], [35]. This approach facili-
tates modal fusion through both early and late fusion at
distinct fusion stages. As deep learning models demon-
strate flexibility and diversity advantages, the field of
deep multi-modal fusion is also evolving. In terms of
implementation methods, deep multi-modal fusion typically
adheres to the principles of hybrid fusion [36], [37], [38].
This is attributed to the hybrid fusion method exhibiting
minimal information loss and reduced fusion complexity,
enabling greater flexibility in customizing fusion methods
during feature extraction and decision-making processes.
Figure 2 illustrates a schematic diagram of the hybrid fusion
method.

D. CONTENT POPULARITY PREDICTION BASED ON
MULTI-MODAL FUSION REGRESSION MODEL
This study employs a diverse set of factors to forecast the
forthcoming popularity of short videos, encompassing early
viewing times, textual attributes, publisher characteristics,
and user interaction information. Initially, the popularity of
short video content is delineated, typically quantified by the
number of views, and denoted as xt = {x0, x1, . . . , xt }.
Through the collection of data within the initial n time inter-
vals, the prediction of content popularity in the subsequent
n time intervals becomes feasible. For any video posted on a
short video website, the start time of observation is defined as
T0 = t − n1t to predict the future content popularity, which
is defined as shown in Eq, (1):

y(t+n1t) =

{
f (Ut , tx) , t < 1t&n = 1
g (xt , St ,Ut , tx) , otherwise

(1)
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FIGURE 3. Structure of content popularity classification prediction model
based on CNN.

In Eq. (1), t < 1t indicates that the content has just
been released, there is not enough historical data, including
broadcast volume and social characteristics, to accurately
predict the popularity of future content. Therefore, in this
case, the problem of content popularity prediction can be
transformed into a classification problem, and the short video
publisher’s characteristics and text characteristics collected
at time t can be used to predict which level of the video’s
broadcast volume at time t + 1t belongs to.

The dissemination of short videos occurs in a stochastic
manner, garnering a substantial user base upon release [39],
[40], [41], [42]. Enhancing network performance and user
experience hinges on accurately predicting the viewership
volume during the initial release phase of short videos. Typ-
ically, when a content creator releases a short video, access
to historical viewership data and social attributes of the video
is unattainable. However, textual characteristics and personal
attributes of the content creator are readily available [43],
[44], [45]. In order to address this challenge, this study
introduces a Content Popularity Rank Prediction based on
Convolutional Neural Network (CPRP-CNN). This model
relies solely on the personal attributes of the content creator
and the textual features of short videos to predict the viewer-
ship volume level at the point of release. The architecture of
the content popularity classification prediction model based
on CNN is depicted in Figure 3.
The calculation of the CPRPC model is shown in Eq. (2):

y(t+n1t) = f (Ut , tx) =
eoc,i∑d
i=1 e

oc,i
(2)

In Eq. (2), oc,i represents the output of CNN and d is the
number of neurons in the Softmax layer.

In the output of the convolution layer, the k-th convolu-
tion kernel W traverses the whole input O (0) and generates
a feature vector O (1, k), which is expressed as shown in

TABLE 2. Steps of CPRP-NN algorithm.

Eq. (3):

O(1,k)
i,j = R

rk−1∑
t=0

W (1,k)
s,t · O(0)

i+s,j+t + b(1,k)

 (3)

In Eq. (3), s represents the stride, rk is the k convolution
kernel, and b(1,k) is the offset.
The maximum pooling calculation can be expressed as

shown in Eq. (4):

O(2,k)
i,j = Maxpolling

( rk∑
t=0

O(1)
i+s,j+t

)
(4)

The step of the CPRP-CNN algorithm is shown in Table 2.
In the CPRP-CNN model, convolutional layers are

employed to extract features from the textual content of
short videos. By configuring various convolutional kernel
sizes and strides, the model can extract different phrases and
semantic information from the text. These features are then
fed into pooling layers for dimensionality reduction, aiming
to enhance the model’s generalization ability by reducing
feature dimensions. In addition to textual features, personal
attributes of the content creator, such as historical viewership
and follower count, are taken into account. These features are
fused with textual features through a fully connected layer,
providing a comprehensive consideration of both the content
quality of short videos and the impact of the content creator’s
influence on their popularity.

Within the CPRP-CNN model, the Rectified Linear Unit
(ReLU) activation function is employed. The ReLU acti-
vation function effectively addresses the vanishing gradient
problem, enhancing the model’s training speed and stabil-
ity. Compared to the sigmoid activation function, ReLU
demonstrates better performance when training deep neural
networks. Mean Squared Error (MSE) is utilized as the loss
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function, and model parameters are optimized through the
Adam optimizer. The Adam optimizer is an adaptive learn-
ing rate optimization algorithm that dynamically adjusts the
learning rate based on the model’s training progress, resulting
in improved convergence effects.

Prior to initiating model training, a suitable weight initial-
ization method is applied, and bias values are initialized for
each neuron and layer.

Throughout the training process:
1. Forward Propagation: Input data is conveyed through the

model, and the predicted value is computed.
2. Loss Calculation: The loss is computed based on the

predicted value and the actual value.
3. Back Propagation: Gradients are computed in relation to

the loss, and the weights and biases are updated utilizing the
gradient descent algorithm.

4. Learning Rate Scheduling: The learning rate is adjusted
in accordance with the progression of training to mitigate
fluctuations in the optimization process.

5. Model Saving/Loading: During training, the model’s
weights and parameters can be periodically saved for subse-
quent loading and utilization as needed.

In the verification/testing process:
1. Verification Dataset Evaluation: The verification dataset

is utilized to assess the model’s performance, facilitating
parameter adjustments or model selection.

2. Test Dataset Evaluation: The test dataset is employed to
evaluate the ultimate performance of the model, ensuring that
overfitting has not occurred.

3. Model Evaluation Indicators: Appropriate evaluation
metrics are chosen based on the task type, such as accuracy,
recall, F1 score, etc.

4. Model Optimization: The model is further optimized or
adjusted based on the outcomes of the verification/test results.

When evaluating the most crucial harmonics in videos,
an assessment method based on the signature transform
benchmark can be introduced [46]. The signature transform
is a signal processing technique that extracts specific features
from a signal, generating a distinctive ‘‘signature.’’ In video
analysis, the signature transform can be employed to identify
and extract key harmonics in the video, thereby assessing the
quality and significance of the video.

IV. EXPERIMENTAL DESIGN AND PERFORMANCE
EVALUATION
A. DATASETS COLLECTION
The dataset utilized for short video popularity predic-
tion in this investigation was curated by the Media
Laboratory of the National University of Singapore
(http://acmmm2016.wixsite.com/micro-videos). Comprising
303,242 user-generated short videos, the dataset was sourced
from the Vine platform, an online short video-sharing web-
site, and contributed by 98,166 distinct users. The data for
this study was obtained through legal means, and explicit
authorization and consent were obtained from users. During

the collection of user behavioral data, the data underwent
anonymization to safeguard the personal privacy of users.

Given the intrinsic connection between popularity and
online social interaction, the computation of the ultimate
popularity score for short videos necessitates carefully con-
sidering four key metrics—namely, the count of comments,
reposts, likes, and view cycles. These metrics are averaged
and normalized to ensure the resultant score falls within the
range of 0 to 1.

For experimentation purposes, a dataset comprising
8810 entries is employed, and multiple rounds of random-
ized experiments are executed. Each experimental round
utilizes 90% of the samples for training, with the remaining
10% reserved for testing. The final experimental outcome is
derived by averaging the results from 10 test iterations.

B. EXPERIMENTAL ENVIRONMENT
Within the scope of this investigation, the training and testing
procedures are executed utilizing TensorFlow GPU, with the
graphics card specified as GeForce RTX 3090. The opera-
tional environment of the model framework adheres to the
following specifications: python=3.8 and pytorch=1.7.1.

C. PARAMETERS SETTING
The specific hyperparameter settings of the model are shown
in Table 3.

TABLE 3. Parameter setting of CPRP-CNN model training process.

D. PERFORMANCE EVALUATION
1) INFLUENCE OF DIFFERENT ACTIVATION FUNCTIONS ON
THE PERFORMANCE OF CLASSIFICATION PREDICTION
MODEL
During the training phase of the CPRPC model, the metic-
ulous selection of internal parameters holds paramount sig-
nificance, contributing to the effective mitigation of common
issues such as model overfitting and gradient vanishing. The
activation function assumes a pivotal role in neural networks,
primarily facilitating the nonlinear transformation of data to
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address the limitations of linear models in handling clas-
sification tasks. The discernible observation from Figure 4
indicates that the Sigmoid activation function encounters
challenges related to gradient saturation within deep neural
networks featuring a multi-layer structure. In such instances,
during the backpropagation process, the derivative of the
Sigmoid function tends to approach zero, resulting in sluggish
weight update rates and ultimately impeding the attainment of
a satisfactory level of model accuracy.

FIGURE 4. Influence of different activation functions on the performance
of classification prediction model.

In contrast, the Relu activation function adeptly addresses
this issue. Compared to the Sigmoid function, the Relu
activation function within the CPRP-CNN model enhances
model accuracy by 42.2% and reduces cross-entropy loss
by 37.8%. This improvement is attributed to the issues of
gradient vanishing or exploding that arise with the Sigmoid
function when dealing with excessively large or small inputs,
leading to challenges in model training and convergence.
In contrast, the Relu activation function exhibits superior
properties, effectively alleviating the problems of gradient
vanishing and exploding while concurrently expediting the
model’s training process.

In order to assess the efficacy of the CPRP-CNN classifi-
cation prediction model proposed in this study, a comparative
analysis is conducted with Multi-Layer Perceptron (MLP),
traditional CNN Lenet5, and AlexNet. The performance
metrics considered encompass cross-entropy and accuracy.
As depicted in Figure 5, both CNN and AlexNet outperform
MLP in terms of accuracy. Notably, the proposed CPRP-CNN
attains a cross-entropy score of 0.692 and achieves an
accuracy level of 74.7%.

2) COMPARISON OF DIFFERENT POPULARITY PREDICTION
METHODS
A comprehensive comparison of MSE and Mean Absolute
Error (MAE) among various popularity prediction mod-
els is undertaken, as depicted in Figure 6. The popularity
prediction approach proposed in this study, CPRP-CNN,

FIGURE 5. Performance comparison of different classification prediction
models.

demonstrates superior predictive performance, yielding an
MSE of 2.728 and an MAE of 1.751. Figure 7 exhibits the
outcomes of the ablation study. In this investigation, multiple
modalities are considered for the popularity prediction task,
encompassing images, image attributes, text, and explicit
attributes. These modalities play a pivotal role in the process
of multi-modal feature fusion, signifying their paramount
importance in predicting content popularity.

FIGURE 6. Performance comparison of different classification prediction
models.

E. DISCUSSION
This study endeavors to comprehend the global popularity
of short videos by scrutinizing user behavior and social
interaction across diverse cultural backgrounds [47], [48].
The study uses a multi-modal feature fusion methodology
encompassing images, texts, and user behavior data to cap-
ture users’ preferences and interactions with short videos
within distinct cultural environments. This approach proves
highly successful in predicting popularity, surpassing the
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FIGURE 7. Experimental results of ablation research.

limitations of traditional methods like linear regression and
logistic regression, which often struggle to grasp intricate
user behaviors and social patterns. The multi-modal feature
fusion method adopted here enhances prediction accuracy by
comprehensively integrating images, texts, and user behavior
data, outperforming single-model approaches.

Ji et al. [49] identified two categories of fusion meth-
ods: multi-factor fusion and multi-model fusion. While
multi-factor fusion was straightforward and easily imple-
mented, it might have overlooked correlations between
diverse factors due to its reliance on simple concatenation
operations. Conversely, multi-model fusion excelled at inte-
grating various factors but may have neglected interactive
information between them, presenting implementation chal-
lenges. Practical application necessitated designing the fusion
mode based on specific requirements. As emphasized by
Hartono [50], algorithms for predicting popularity that lever-
ages multi-modal features comprehensively consider user
and social characteristics. These algorithms employ machine
learning models to forecast the popularity of content. Ongo-
ing enhancements to these models elevated overall predictive
performance, although they often demanded substantial data
and computing resources. In contrast, the multi-modal fea-
ture fusion method exhibited commendable performance on
smaller datasets and was more accessible for implementation.

In instances of limited data availability, intricate data
patterns may pose challenges for the model to capture effec-
tively. In order to address this predicament, certain scholarly
inquiries have introduced approaches involving the utilization
of low-complexity models or sparse representation. These
methodologies aim to curtail the model’s parameter count,
thereby diminishing reliance on data and augmenting the
interpretability of the model. In scenarios marked by data
scarcity, the importance of feature selection becomes pro-
nounced. Opting for features most pertinent to the target task
serves to mitigate noise and redundancy in the data, con-
sequently enhancing the model’s performance. Furthermore,
select research endeavors have introduced feature selection

methods grounded in sparse representation, enabling the
automatic identification of features most germane to the
target task and thereby further refining the model’s per-
formance. Video quality assessment was a crucial aspect
in evaluating the content quality of videos, and spatiotem-
poral modeling stood out as a key technology within this
domain. Fang et al. [51] asserted that spatiotemporal mod-
eling aimed to capture dynamic temporal and spatial features
in videos, enabling a comprehensive evaluation of video qual-
ity. By establishing temporal and spatial models, it became
possible to extract and compare features for each frame,
thus providing a more accurate assessment of video quality.
This study discussed the use of deep learning models and
IoT technology to extract visual features and user behav-
ior data from videos, both of which could be utilized in
spatiotemporal modeling. Wang et al. [52] proposed that
mobile 360-degree video streaming was a novel video for-
mat offering a panoramic perspective and immersive viewing
experience. However, due to its unique shooting and playback
methods, assessing the quality of mobile 360-degree video
streams presented significant challenges. In order to enhance
the evaluation of the quality of mobile 360-degree video
streams, there is a need to explore significance-driven quality
adaptation for this format.

In practical applications, the stages of data collection
and preprocessing assume paramount significance. Ensur-
ing the quality of collected data, including its accuracy
and completeness, is imperative. Simultaneously, meticulous
preprocessing of the data, encompassing cleaning and stan-
dardization, becomes crucial to mitigate the impact of noise
and aberrant values on the model’s performance. Real-world
scenarios demand real-time capabilities for short video pop-
ularity prediction [53]. Consequently, the proposed model
should exhibit proficiency in promptly processing input data
and generating prediction results. Achieving this may neces-
sitate the implementation of optimization techniques, such
as parallel computing and model compression, to enhance
the operational efficiency of the model. Upholding com-
pliance with privacy regulations and securing explicit user
consent are essential considerations when collecting and uti-
lizing user data. Any unauthorized data collection and usage
may contravene privacy laws, resulting in potential harm to
users [54].

V. CONCLUSION
A. RESEARCH CONTRIBUTION
In the context of cross-cultural communication, this study
introduces the innovative CPRP-CNNmodel, integrating IoT
technology and multi-modal data fusion. This model suc-
cessfully predicts short video popularity with a notable level
of accuracy, demonstrating competence in handling intricate
tasks. Leveraging multi-layer convolution and pooling oper-
ations, the CPRP-CNN model proficiently extracts features
from input data, employing fully connected layers for clas-
sification, regression, and other tasks [55]. The exploration
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of user behavior and social interaction across diverse cul-
tural backgrounds aims to comprehend the global popularity
dynamics of short videos. Adopting a multi-modal feature
fusion approach involving images, text, and user behavior
data, the study captures user preferences in varied cultural
contexts and their interaction with short videos. This method-
ology attains significant success in the realm of popularity
prediction [56].

B. FUTURE WORKS AND RESEARCH LIMITATIONS
This study is presently constrained to a specific cultural
context and social media platform. Future extensions will
broaden the scope to encompass diverse cultures and plat-
forms, facilitating a more exhaustive understanding. Further-
more, the utilization of deep learning models necessitates
substantial datasets for effective training. However, certain
cultural settings may present challenges in data acquisition,
highlighting the significance of addressing issues related to
data scarcity. Addressing this challenge represents a valuable
avenue for further investigation. In instances of limited data,
the judicious selection of representative features pertinent to
the target task assumes great importance. Feature selection
algorithms may be employed to identify task-relevant fea-
tures or feature extraction algorithms can be utilized to derive
meaningful features from original data.
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