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ABSTRACT Education in cybersecurity is crucial in the current society, and it will be extended into the
artificial intelligence (AI) area, called AI security, in the near future. Although many video games for
education in cybersecurity have been designed, we have two problems for education in AI security: a helpful
design of a video game for users to learn cybersecurity is still unclear, and there is no game for AI security,
to the best of our knowledge. In this paper, we design a video game for education in AI security, REN-
A.I., to address the above problems. In designing REN-A.I., we built some hypotheses: simulating damage
caused by attacks on AI and the effectiveness of their countermeasures through a video game helps a user to
improve awareness of AI security with the episodic memory of the user itself. We focus on game scenarios
and game functionalities to learn AI security with episodic memory in accordance with the above hypothesis.
We conducted a questionnaire survey with 48 users to evaluate REN-A.I.. As a result, we confirm that both
game scenarios and game functionalities are effective for learning with episodic memory. Specifically, 74%
of users consider game scenarios effective, and 81% of users consider game functionalities effective. Our
survey results have revealed two suggestions for beneficial design aspects in video games for education in
cybersecurity. In particular, users who read game scenarios in REN-A.I. can learn AI security by the game
more effectively than the other users. Furthermore, the functionality for accuracy deterioration due to attacks
in REN-A.I. is effective even for users who do not read the game scenario. REN-A.I. is publicly available
(https://www-infosec.ist.osaka-u.ac.jp/software/ren-ai/REN-AI(EN).html).

INDEX TERMS AI security, episodic memory, questionnaire survey, security education, video game.

I. INTRODUCTION
Cybersecurity is important for not only experts but also
non-experts because many electronic devices, such as smart-
phones, have been used widely in recent years. Cybersecurity
threats become more complex, and their risk affects the
connectivity of critical infrastructure systems, economics,
and public safety [1]. Namely, cybersecurity is an important
component of an organization’s overall risk management.
Cybersecurity is also extended into artificial intelligence (AI)
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recently [2], which is known as AI security because AI
has been leveraged in various areas, e.g., medical image
analysis [3] and natural language processing [4]. Improving
knowledge and awareness is an essential step in education in
cybersecurity [5].

Many educators teach security by showing some incidents
and their countermeasures [6]. Nonetheless, learners may
need highmotivation for a good education because the current
education methods are often passive, e.g., learners just listen
to talk about the incidents [7]. Furthermore, to achieve a high
level of learning effectiveness, learners need to maintain a
high level of motivation [8]. Security is also a secondary
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technology for non-experts [6]. Furthermore, the routine use
of security mechanisms is sometimes undesirable, and they
often lack motivation [9]. Enabling users to make appropriate
decisions about security often needs at least a somewhat
shifting mental model [10]. Consequently, manymotivational
methods for security education have been investigated, e.g.,
videos, games, and comics [5].
In this paper, we explore video games as a method for

education in cybersecurity since a video game as a learning
tool can cover a wide range of users from children to
adults [5]. In particular, users can learn by trial and error
in safe environments [8] through video games, and thus
it is helpful for education in cybersecurity. Education in
cybersecurity through a video game has been shown as
effective [11], [12].

In spite of the fact that video games are more attracting
attention, according to the recent survey [5], a helpful
design for video games of education in cybersecurity is
still unknown [7]. To develop more effective video games
as educational tools, a helpful design for video games
should be investigated deeply. We take the first step in
revealing a helpful design for video games of education in
cybersecurity.

To reveal the game design for education in cybersecurity,
we take episodic memory [13], where a user can memorize
personally experienced events and their particular emotions,
such as anxiety and pleasure, into account. More specifically,
in the context of cybersecurity, it is expected that a user
will feel anxiety and pleasure when he/she is harmed by
attacks and can defend against the attacks by introducing
their countermeasures, respectively. We believe that the
above standpoint is essential for improving the awareness of
cybersecurity.

We then built the following hypothesis: a user will
create awareness of cybersecurity into episodic memory by
experiencing damage caused by attacks and the advantages
of their countermeasures throughout the game. We focus on
game scenarios and game functionalities to realize the above
hypothesis. Namely, we test if a user can learn cybersecurity
with episodic memory based on game scenarios and game
functionalities.

Another motivation for our work is AI security. AI has been
a serious issue for cybersecurity: for instance, adversarial
examples [14] which force an AI model to misinfer, privacy
inference [15] to extract training samples from the model,
model extraction [16] to steal the model through model’s
API, and backdoors [17] that are embedded into the model as
vulnerabilities. These attacks provide many attack surfaces
with an adversary against AI models, and many real-world
threats have been shown until now [18], [19], [20], [21],
[22]. Since AI models have also been deployed into various
services, these threats will become serious issues in the near
future. Nevertheless, to the best of our knowledge, there
is no educational tool for AI security. To mitigate threats
in the real world, the education of users is crucial, and

hence we are motivated to develop an education tool for AI
security.

To this end, we propose REN-A.I.,1 a video game that
enables a user to learn AI security through the game scenarios
and the game functionalities. REN-A.I. is a single-player
game, and it is considered that implementing it in a real-world
setting as an educational tool is potentially easy. As described
above, although it is vital to protect AI from attacks as
a part of cybersecurity [23], [24], [25], to the best of the
authors’ knowledge, no game about AI security has been
proposed so far. Namely, REN-A.I. is the first video game
and also the first educational tool for AI security.We designed
REN-A.I. as a dating adventure for entertainment in order to
maintain users’ motivation. The design of REN-A.I. is also
based on several learning principles [26], [27]. In REN-
A.I., to obtain knowledge of AI security, a user can simulate
damage caused by attacks on AI through the game scenarios
and can resist them by their countermeasures through the
game functionalities. (See Section III for more details.) REN-
A.I. is publicly available (https://www-infosec.ist.osaka-u.
ac.jp/software/ren-ai/REN-AI(EN).html).

We also conducted a questionnaire survey with 48 users
and analyzed its results to test whether the above hypothesis
is true. Specifically, we give research questions in the survey
with respect to game scenarios and game functionalities and
evaluate the survey results from 48 users in a statistical
way. We then confirm, through statistical testing, that game
scenarios and game functionalities are effective for learning
cybersecurity. Specifically, we demonstrate that users who
read game scenarios in REN-A.I. can learn AI security
more effectively through the game than other users. We also
demonstrate the functionality for accuracy deterioration due
to attacks in REN-A.I. is effective even for users who do not
read the game scenario. (See Section V for detail.) Finding
this insight is our novelty and contribution as well as the
design of REN-A.I.

To sum up, we make the following contributions:

• We propose a video game, REN-A.I., for learning
cybersecurity by leveraging episodic memory.

• REN-A.I. is publicly available.
• We confirm that game scenarios and game function-
alities are effective for learning cybersecurity through
a questionnaire survey with 48 users. For instance,
74% of users consider game scenarios effective,
while 81% of users consider game functionalitie
effective.

• We demonstrate that users who read game scenarios in
REN-A.I. can learn AI security through the game more
effectively than the other users. We also demonstrate
that the functionality for accuracy deterioration due to
attacks in REN-A.I. is effective even for users who do
not read the game scenario.

1‘‘REN-A.I.’’ is pronounced ‘‘ren-ai’’, which means romance in Japanese.
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1) PAPER ORGANIZATION
The remaining parts of this paper are organized as follows.
In Section II, we present backgrounds and related works on
games for education in cybersecurity and episodic memory.
In Section III, we describe the design of REN-A.I., including
the game scenarios and the game functionalities, and present
the learning principles we applied in designing the game.
In Section IV, we present the user study, i.e., research
questions and our questionnaire survey. In Section V,
we discuss the game scenarios and the game functionalities
based on the questionnaire survey and threats to the validity
of our results. Finally, we conclude in Section VI.

II. RELATED WORK
In this section, we describe related works in terms of the
design of games for education in cybersecurity and episodic
memory.

A. DESIGN OF GAMES FOR CYBERSECURITY
Learning by video games has various benefits [8]: for
instance, the motivation for learning is maintained; assign-
ments can be given easily in accordance with the learner’s
understanding; and safe environments to enable users to learn
by trial and error can be constructed. In the past decades, there
are many games to learn cybersecurity (also known as serious
game) [6], [28], [29], [30], [31], [32], [33], [34], [35], [36].
Users can learn how to attack and exploit vulnerabilities in a
dynamic setting and how to react to the attacks by developing
their countermeasures through games [6]. It means users’ fast
learning of cybersecurity [37].
There are two kinds of games for education in cyberse-

curity [5], i.e., table game [32], [40], [41], [42] and video
game [28], [29], [31], [38], [43], [44], [46]. Whereas users
can communicate with each other in the table game, they can
concentrate on learning alone in the video game [8]. As for
the video game types, web-based games aremore widely used
than computer games and mobile games. Users can access a
web-based game instantly because users can play web-based
games without installing, unlike computer games and mobile
games [5].

In this paper, we focus on video games. As described
in the previous section, a video game can be introduced
as a learning tool for a wide generation of a user, from
children to adults, and hence many games for learning
security have been proposed [5]. However, it is still unclear
about effective elements for security education [5], [7], except
for expression in games [47]. Among the video games,
Saeet [46] discussed game scenarios such that users can apply
security concepts. However, it did not conduct any survey
with user study. We shed light on this standpoint in this paper.
Menelaos et al. [48] proposed a framework for the design
and implementation of cybersecurity serious games, but they
did not consider effective elements for security education.
We aim to clarify such elements through the design of REN-
A.I. in this paper.

We show features of existing games for education on
security in Table 1.2 There are three novelties in REN-
A.I.: designed for learning AI security, including some
romance stories for the dating adventure, and designed by
the Gagné’s nine events of instruction and the Merrill’s
principles of instruction. The design of a video game for
education should be dependent on its learning topic [49].
Since AI security deals with attack methods based on AI
architectures, it is different from existing security education
methods. In general, training and inference of AI is a black
box for both a model owner and an adversary, and hence,
updating an AI with any specific method is difficult [50]. Due
to the above unexplainable reason, education in AI security is
quite different from education in other cybersecurity.

Meanwhile, games for education in cybersecurity need
hooks, excluding contents of cybersecurity, to attract users’
attention although existing games only include the contents of
cybersecurity. We designed REN-A.I. as a dating adventure
game. Dating adventure games are one of the major
game genres in Japan. There is no educational game as a
dating adventure game without design for the enhancement
of human-communication skills [51], to the best of our
knowledge. REN-A.I. was designed by two learningmethods,
i.e., the Gagné’s nine events of instruction and the Merrill’s
principles of instruction. There is no game based on these
learning methods, to the best of our knowledge. If we can
demonstrate that the games based on these learning methods
are effective for education in cybersecurity, revealing a
helpful game design for education in cybersecurity is
possible.

B. EPISODIC MEMORY
Memory is roughly classified into short-term memory and
long-term memory, and long-term memory is classified into
semantic memory and episodic memory. Semantic memory
is the memory related to knowledge obtained from contents
such as textbooks, while episodic memory is the memory
of one’s personal experiences [13]. episodic memory is
strongly affected by emotions [52]. For instance, the existing
experiments with rats showed that episodic memory is
memorized, especially by rewards, fears, and anxiety [53].
We focus on episodic memory as a learning principle of
cybersecurity. For education in cybersecurity focusing on
episodic memory, to the best of our knowledge, no video
game has been proposed (see Table 1), while a video was
proposed [54]. Namely, our novelty is to design a video
game as an educational tool with episodic memory for
cybersecurity.

C. AI SECURITY
There are four major attacks in AI security, i.e., adversarial
examples [14], privacy inference [15], [55], [56], model

2Capture-The-Flags (CTF) are often included in video games, but we did
not mention them because CTFs are difficult for non-experts. We note that,
to the author’s knowledge, no game about AI security has been proposed.
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TABLE 1. Related works of games for education in cybersecurity.

extraction [16], and backdoors [17]. Adversarial examples
are the most popular attack where an AI model is confused
by generating perturbed inputs, and self-driving technology
is affected significantly by adversarial examples [57]. Privacy
inference is a well-known problemwhere the privacy of a data
owner is revealed through the use of an AI model because
the AI model memorizes most of its training data [58].
Next, model extraction is an attack where an adversary
obtains a clone of the target model by sending queries and
receiving their results. The model obtained by the adversary
can be used in generating adversarial examples [59] or
recovering training data [60]. Finally, backdoors (also known
as poisoning/trojans) are a kind of attack where an adversary
embeds vulnerabilities into an AI model through its training
phase. Recent backdoors are invisible for human [61], [62],
and backdoors can also be used in privacy inference [63],
[64], [65]. The design of an educational tool, including the
above attacks, is quite important since AI has been used
widely. However, there is no video game as an educational
tool regardless of expecting video games for education in both
cybersecurity and AI [12] (see Table 1). Although there is a
Capture-The-Flag (CTF) [66] as an educational tool to learn
how to attack AI models, it is limited to experts who have
enough knowledge for AI security. Namely, our goal is to
design the first educational tool for AI security, especially for
non-experts.

III. DESIGN OF REN-A.I.
In this section, we describe the design of REN-A.I., especially
game scenarios and game functionalities. In this paper,
we define a game scenario as the story of a game, including
interaction with game characters, and game functionality as
game mechanisms, including complete conditions. REN-A.I.
is a simulation game, i.e., dating simulation and life simu-
lation. The main concept of REN-A.I. is to leverage game
scenarios and game functionalities to instantiate episodic
memory. We implemented REN-A.I. with TyranoBuilder.3

A. REQUIREMENT
Our target is non-experts who want to learn AI security,
such as undergraduate students. Our goal of education is
that a user can be aware of AI security. In the Gagné’s five
types of learning outcomes [26], which classify the learning
outcomeswith teachingmethods for each type, the above goal
is identical to ‘‘attitude.’’ The attitude is an internal state that
can affect the learner’s action. Learners should understand
the reason and train with ideal movements for the attitude.
Consequently, we set the goal of REN-A.I. as follows: a user
can understand attacks on AI and their countermeasures in
addition to the necessity of AI security.

3https://b.tyrano.jp/

47362 VOLUME 12, 2024



M. Arai et al.: REN-A.I.: A Video Game for AI Security Education Leveraging Episodic Memory

Specifically, in REN-A.I., a user can learn the following
four points to achieve the goal: (1) concept of AI; (2) major
attacks on AI and their countermeasures; (3) damage caused
by the attacks on AI; and (4) adversary’s advantages by the
attacks. These points are important because of the following
reasons. First, if a user wants to understand AI security,
he/she should also understand the concept of AI, including
its architectures, because attacks on AI often depend on
it [24], [25], as well as kinds of attacks on AI and their
countermeasures. Moreover, to grasp the necessity of AI
security, it is important for a user to understand the damages
caused by attacks on AI and the adversary’s advantages.
We show the contents, where users can learn by REN-A.I.,
in Table 9 shown in Appendix VI.

We note that programming and formulas for machine
learning theory are out of the scope of REN-A.I. because
our target is non-experts as described above. For the sake of
simplicity, a user can learn only deep learning as AI in REN-
A.I.. We also note that REN-A.I. is a single-player game, i.e.,
a user can learn by playing REN-A.I. by him-/herself. It can
also be utilized for a large group of users with environmental
adjustments, e.g., allowing each user to use an individual
terminal or facilitating the observation of one user by other
users.

B. OVERVIEW OF REN-A.I.
We first describe the overview of REN-A.I.. The main
concept of REN-A.I. is that a user can learn AI security
by memorizing it into episodic memory. First, a user needs
to improve AI in REN-A.I., and it will deteriorate due
to attacks on AI itself in the game. Hence, the user also
needs to introduce their countermeasures. The user can then
understand AI and AI security deeply by experiencing them
as episodic memory with emotions, pleasure, and anxiety.
Figure 1 shows the flow of the game scenario in REN-A.I.

To realize the above concept, in REN-A.I., we focus on
game scenarios and game functionalities. The user feels
anxiety due to attacks on AI through the game scenarios
because he/she does not know their countermeasures against
these attacks. Likewise, the user feels pleasure from the game
functionality when he/she can defend against the attacks by
introducing countermeasures.

As the learning principles, we introduce the Gagné’s nine
events of instruction [67] and the Merrill’s principles of
instruction [27] for realizing our concept. More specifically,
we apply the Merrill’s principles of instruction for designing
REN-A.I.; that is, a user first learns background knowledge
about AI architectures and then learns AI security. To deeply
understand attacks on AI and their countermeasures, the
user also needs to understand AI architectures as described
above. Next, the Gagné’s nine events of instruction have four
steps, i.e., preparation, presentation, practice, and retention,
to support the user’s learning. In REN-A.I., incidents about
AI security are used to gain attention as the preparation
step. The scenarios and the game functionalities provide

FIGURE 1. Flow of the game scenario in REN-A.I.. The black arrow means
when a user can operate in the game. The orange parts mean when a
user reads the textbook for the first time.

knowledge of AI security as the presentation step, and hence
the user can learn from them. The game functionalities help
a user to try ideal movements as the practice step and then
he/she can memorize them. The retention step of learning is
given rise from episodic memory.

C. GAME SCENARIO
In REN-A.I., a user improves AI as a new employee of the
company in the game by interacting with the game characters.
AI deteriorates due to attacks, and the game characters
are beginners to AI security, so they need to introduce
countermeasures against attacks through the investigation of
unknown phenomena. The user will be impressed with AI
security and learn the necessity of AI security by experiencing
this scenario.

Figure 2 shows a screenshot of REN-A.I., where the
accuracy of AI in the user’s company deteriorates due to an
attack on it in the game. Through this experiment, the user
can understand why AI security is necessary. It is identical
to the gaining attention in the Gagné’s nine events shown in
Table 2.

D. GAME FUNCTIONALITY
In REN-A.I., a user learns AI security through the game
functionalities, i.e., Training,Attack rivals,Receive an attack,
Take countermeasures, Textbook,Quiz. (Hereafter, we denote
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FIGURE 2. A screenshot of REN-A.I.: This figure shows that AI of the
user’s company is attacked in the game. It is located in step 1 of Gagné’s
nine events of instruction.

FIGURE 3. A screenshot of REN-A.I. when a user chooses the functions.
It is identical to the eliciting performance of the Gagné’s nine events of
instruction.

by the italic fonts the functions operable for a user in the
game.) The user makes a choice, including Training and
Attacking rivals, for playing REN-A.I.. The user improves AI
by choosing them appropriately in accordance with a limited
number of choices as shown in Figure 3. The user may obtain
unexpected effects because the effects are probabilistic.

The user can learn the basic method to improve AI by
Training and can learn attacks and their adversary’s merits
by Attack rivals. Since performing attacks is often unethical,
the user who uses Attack rivals is required to read a scenario
for the ethics.

AI in REN-A.I. is often attacked, and hence, several
negative effects are caused, e.g., accuracy deterioration of
AI. The user can reduce the probability of damage by
introducing appropriate countermeasures. The user has to
decide the appropriate countermeasures because they vary
for each attack. When the user succeeds in protecting AI
with countermeasures, he/she can learn each attack and its
corresponding countermeasure.

To complete the game, the user should not only increase
accuracy but also correct answers to quizzes about AI
security, and then they can learn in semantic memory
through quizzes. The game characters also support learning
by providing quizzes randomly. Moreover, the user will

FIGURE 4. A screenshot of REN-A.I. when a user is explained by a game
character. It is located in step 7 of the Gagné’s nine events of instruction.

FIGURE 5. A screenshot of REN-A.I. when a user reads Textbook. It is
located in the fourth and seventh events of Gagné’s nine events of
instruction.

learn basic knowledge about AI security by reading Textbook
in the game. If the user answers a quiz incorrectly, the
corresponding page of Textbook is displayed and game
characters explain it, and then the user can obtain the
knowledge correctly. Textbook can be referred to at any time
while playing the game.

The actual screenshots of the game are shown in Figure 4,
where the user is explained by the game characters. Textbook
is shown in Figure 5.

E. LEARNING PRINCIPLES
We apply the Gagné’s nine events of instruction [26] and
the Merrill’s principles of instruction [27], which are instruc-
tional design models to designing REN-A.I.. We describe
these models below.

Table 2 shows the Gagné’s nine events of instruction and
how to apply them to REN-A.I.. Gagné proposed the nine
events of instruction in order to address the conditions of
learning.

The Merrill’s principles of instruction are another instruc-
tional theory based on a broad review of many instructional
models and theories. While the Gagné’s nine events of
instruction support a single learning objective, the Merrill’s
principles of instruction support multiple learning objectives.
We designed REN-A.I. by using three principles in the
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TABLE 2. Gagné’s nine events of instruction. The left column is the
original instructional events and the right column is how to apply it in
REN-A.I.

Merrill’s principles of instruction, e.g., problem-centered,
activation, and demonstration (see Table 3).

More specifically, we apply the above learning principles
as follows. Taking an arbitrary choice, including Take
countermeasures and Quiz, are identical to the sixth event,
the eliciting performance, in the Gagné’s nine events of
instruction. The user can learn the essence of AI security
by performing ideal actions repeatedly. Meanwhile, the
following terms are identical to the seventh event, providing
feedback, in the Gagné’s nine events of instruction and
the application in the Merrill’s principles of instruction:
effects by user’s choice; a message displayed when a user
succeeds in defense; game characters’ explanations; and the
corresponding page of Textbook is displayed when the user
answers a quiz incorrectly.

Moreover, the game characters explain concrete examples
after their explanations about general knowledge when
the user answers a quiz incorrectly. It is identical to the
demonstration in the Merrill’s principles of instruction.
To complete REN-A.I., the user is required to obtain an
AI model with high accuracy and to answer the quizzes
correctly. They are identical to the eighth event, the assessing
performance, in the Gagné’s nine events of instruction.
We also leverage episodic memory for enhancing retention
and transfer, which is identical to the ninth event of the
Gagné’s nine events of instruction.

IV. USER STUDY
In this section, we conduct a user study to evaluate REN-
A.I.. We first describe the research questions in this paper and
the study design of a questionnaire survey for answering the
questions below. We then show the results of the user study.

A. RESEARCH QUESTIONS
We recall the hypothesis described in Section I: a user will
create awareness of cybersecurity into episodic memory by
experiencing damage caused by attacks and the advantages
of their countermeasures throughout the game. We verify if it

is true from two standpoints, i.e., game scenarios and game
functionalities.

To this end, we try to tackle the following research
questions: (RQ1) For the game scenarios, can a user learn the
necessity of AI security and the damage through the scenarios
related to AI security? (RQ2) For the game functionalities,
can a user learn about AI security through two functionalities,
attacks on others and countermeasures against the attacks? In
particular, we reveal whether a user can learn (a) the damage
caused by the attacks and (b) their countermeasures.

B. STUDY DESIGN
We conducted a questionnaire survey to answer the research
questions described in Section IV-A.
In particular, we conducted the survey with SmartAnswer,4

which is a questionnaire tool based on a smartphone
application, and gathered responses from 48 non-experts.
All of these non-experts are gathered in Japan, the authors’
country. The details of these non-experts are eleven 1st/2nd-
year undergraduate students of information science and 37
(under)graduate students of other areas. Their precise gender
and age are unknown due to the anonymization of the system
specification. We then computed the Mahalanobis’ distance
between users’ responses in order to exclude outliers from
these data. When we tried to exclude users whose median of
the Mahalanobis’ distance of all the responses is over 3, only
one user was removed from the data.

We show the details of the questionnaire survey in
Table 4, including questions, the degrees, and their average
scores, where Table 5 describes the classification of the
questions and their purpose. Prior to the questionnaire survey,
we first screened users’ traits in the survey: specifically,
we asked the users about their gender, age, grade, major,
and whether they like a simulation video game. We take
the questionnaire survey from five perspectives as shown in
Table 5, i.e., (i) confirmation of users’ understanding, (ii)
the impact of game scenario on users’ understanding, (iii)
the impact of game functionality on users’ understanding,
(iv) usability for obstacles to learning, and (v) overall rating of
REN-A.I.

The response in the questionnaire is given by the five Likert
scale. Specifically, a user chooses five levels from ‘‘1: I agree
very much’’ to ‘‘5: I don’t think so at all.’’ For Q13-15, they
can choose five levels from ‘‘1: too much’’ to ‘‘5: too little,’’
where ‘‘3: appropriate’’ is the most ideal answer. For Q26,
a user chooses five levels from ‘‘1: Extremely satisfied’’ to
‘‘5: Extremely dissatisfied.’’ While they can choose multiple
answers for Q9 and either ‘‘Yes’’ ‘‘or’’ No for Q12, we only
described the questionnaire in Table 4.

We describe Q9 andQ20, which are independent of the five
Lickert scale, below. The degrees for Q9 are as follows: 12 for
Textbook, 27 for Quiz, 15 for Receive an attack, 18 for take
countermeasures, 4 for Attack rivals, and 10 for Training.
From the degrees for Q20, we can measure the number of

4https://smartanswer.folium-research.jp/
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TABLE 3. The Merrill’s principles of ID. The left columns are the original principles and the right two columns are how to apply it in REN-A.I.

users who completed REN-A.I. as follows: 2 for 0-25%,
24 for 25-50%, 8 for 50-75%, and 13 for 75-100%. Thirteen
users answered to play until the ending of REN-A.I. shown
in Figure 1.

C. RESULTS
We analyze the questionnaire survey results and the degrees
shown in Table 4. We define a ratio of users who answer ‘‘1’’
or ‘‘2’’ in the questionnaire as a two-top rate and a ratio of
users who answer ‘‘4’’ or ‘‘5’’ as a two-bottom rate.

1) USER CONFIDENCE RATING
We identify whether the game scenario is helpful to learn
AI security through answers to (ii). The game scenario is
considered beneficial for understanding the technical details
of AI security since the two-top rates for Q5 and Q6 are
72% and 74%, respectively. However, we could not confirm
whether a user can learn the necessity of AI security in the
real world because we ask the user only whether he/she can
learn the knowledge of attacks and their countermeasures.

Next, we identify whether the game functionalities are
helpful to learning AI security through answers to (iii). It is
considered that using the game functionalities with respect
to attacks on AI and their caused damage is beneficial for
understanding the necessity of AI security since the two-top
rate for Q7 is 81%. Likewise, using Training is beneficial for
understanding the technical details of AI since the two-top
rate for Q8 is 77%. UsingQuiz is beneficial for learning since
the two-top rate for Q10 is 88%. Therefore, we found that the
game scenarios and the game functionalities are helpful for
learning AI security for the results.

2) USER PERFORMANCE
We analyze factors of REN-A.I. in order to understand how
users play REN-A.I. to learn AI security. The answers of Q20
show that 44% of users played half of the entire scenario
in REN-A.I., and 27% of users completed it. We find that
more than half of users read Textbook when it is shown at
first because the two-top rate for Q11 is 55%. Likewise,

one-over-three users do not read it because the two-bottom
rate is 34%. We also found that two-over-three users read the
scenario because the two-top rate for Q4 is 66%. Likewise,
one-over-three users do not read it because the two-bottom
rate for Q4 is 28%.

We identify whether there are any obstacles to learning.
We consider that there is no obstacle in visibility and
operability since the two-bottom rates for Q13 and Q14 are
8% and 10%. It is considered that the quizzes might be
slightly difficult or appropriate because the rate of users
who selected ‘‘appropriate’’ in Q15 is 62%, and those who
selected ‘‘difficult’’ in Q15 is 34%, respectively. Meanwhile,
the frequency of appropriate quizzes for Q16, the number of
quizzes for Q16, and the time required to play the game for
Q17 might be appropriate or slightly many: because the rates
of users who selected ‘‘appropriate’’ in Q16 and Q17 are both
64% and those who selected ‘‘a bit more’’ in Q16 and Q17 are
both 30%, respectively. We also consider that the description
of the technical details of AI and AI security is reasonable
to follow because the two-bottom rates for Q18 and Q19 are
4% and 2%. Consequently, it is considered that there is no
obstacle to learning in REN-A.I..

V. DISCUSSION
In this section, to investigate factors of the results in the
previous section for detail, we analyze the results from
the standpoints of users. In particular, we discuss impacts
on the user performance with respect to the flow of the
game scenario played by the users in the study, reading the
game scenario, and user traits such as gender. We test for
the difference using the Wilcoxon’s signed-rank test below,
where p-value is 0.05.

A. IMPACT OF FLOW OF THE GAME SCENARIO
PLAYED BY USERS
From the answers to Q20, we found several differences in the
user performance. In particular, we focus on two groups of the
users, i.e., ones who play more than half of the game scenario
and ones who play the Ending of REN-A.I. in Figure 1.
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TABLE 4. The questionnaire used in our survey. The right parts show the degrees and the average scores.

TABLE 5. Classification and propose of each question.

1) PLAYING MORE THAN HALF OF THE GAME SCENARIO
According to the results described in Section IV-C2, 44%
of the users played half of the entire scenario in REN-A.I..
We discuss whether there is a difference between users who
played more than half of the game scenario in Figure 1 and
the other users, i.e., users whose choices are ‘‘1’’ or ‘‘2’’ for
Q20 and those whose choices are ‘‘3,’’ ‘‘4,’’ or ‘‘5’’ for Q20.

We then found the significant difference for Q14 and Q24
as follows, where the following three scores represent the
average score of users whose choices are ‘‘1’’ or ‘‘2’’ for
Q20, that of users whose choices are ‘‘3’’, ‘‘4,’’ or ‘‘5’’ for
Q20, and p-value, respectively: for Q14, the scores are 2.07,
2.66, and p=0.019; and for Q24, the scores are 2.38, 3.04,
and p=0.019.
These scores indicate that there is no difference in the user

confidence between the above two kinds of users.Meanwhile,
the reason why the users whose choices are ‘‘3,’’ ‘‘4,’’ or ‘‘5’’
gave low scores for the operability, i.e., Q14, is due to the

TABLE 6. Difference between the users who played the Ending in
Figure 1 and the other users. For Q20, the users in the former case chose
‘‘1,’’ ‘‘2,’’ or ‘‘3,’’ and those in the latter case are ‘‘4’’, respectively. Each
score in this table represents the average score of the users’ choice in
each case except for Q9. For Q9, it represents the rate of the users who
chose ‘‘Quiz’’ in each case.

game functionality for AI security, which becomes playable
after the 2nd competition in Figure 1.

2) PLAYING THE ENDING OF REN-A.I.
Next, we discuss whether there is a difference between users
who played the Ending in Figure 1 and the other users, i.e.,
for Q20, users whose choices are ‘‘1,’’ ‘‘2,’’ or ‘‘3,’’ and those
whose choices are ‘‘4’’ for Q20.

We then found the significant difference for Q4, Q7, Q9,
Q10, Q14 and Q24. (See Table 6.) Based on the results
of Q7 and Q9, we confirm that repeatedly experiencing
incidents and quizzes is effective for learning AI security.
We also identify that the users who play the Ending in
Figure 1 read the game scenario in more detail than the other
users.
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TABLE 7. Difference between the users who read the game scenario and
the other users. For Q4, the users in the former case chose ‘‘1’’ or ‘‘2,’’ and
those in the latter case chose ‘‘3,’’ ‘‘4,’’ and ‘‘5,’’ respectively. Each score in
this table represents the average score of the users’ choice in each case
except for Q9. For Q9, it represents the rate of the users who chose
‘‘Textbook’’ and ‘‘Quiz’’ in each case, respectively.

B. IMPACT OF READING THE GAME SCENARIO
According to the results described in Section IV-C2, one-
over-three users did not read the game scenario. We discuss
whether there is a difference between users who read the
game scenario and the other users, i.e., for Q4, users whose
choices are ‘‘1’’ or ‘‘2,’’ and those whose choices are ‘‘3,’’
‘‘4,’’ and ‘‘5.’’

We then found the significant difference for Q1-3, Q5, Q6,
Q8-Q11, Q18-Q21, Q23, and Q26. (see Table 7.) We believe
that users who read the game scenario aim to engage more
seriously in the game and, consequently, can learn AI security
more effectively than the other users.

Meanwhile, there is no significant difference for Q7. Since
the average score of users who read the game scenario is
1.84 while that of the other users is 2.25, it is considered that
the functionality for accuracy deterioration due to attacks is
effective even for users who did not read the game scenario.

The above result may give us a beneficial insight into
a generalized game for security education. For instance,
by protecting assets for the goal of a game and by thwarting
the protection due to security incidents, a user can learn
security regardless of reading a game scenario.

C. IMPACT OF USER TRAIT
We consider that user traits might have an impact on the
results in the previous section. To shed light on the impact of
user traits, we analyze the results by separating the users into
two kinds of groups with respect to genders, area of expertise,
and game genre preferences below.

1) IMPACT OF GENDERS
First, we discuss whether there is a difference in genders, i.e.,
male or female. There were 26male users and 21 female users
in our user study.

TABLE 8. Difference between the users who prefer simulation game, i.e.,
dating simulation, and training simulation and the other users. Each score
in this table represents the average score of the users’ choice except for
Q12. For Q12, it represents the rate of the users who chose ‘‘Yes’’ among
the former users and those among the latter users, respectively.

We then found a significant difference between the genders
for Q9. For instance, 42.3% of the male users and 76.1% of
the female users selected ‘‘Quiz’’ in Q9, and then the p-value
is 0.02. Besides, 46.1% of the male users and 14.2% of the
female users selected ‘‘Receive an attack’’ in Q9, and the
p-value is 0.021. We feel strongly that there are differences
between the genders in learning AI security because 14.2%
of the female users selected ‘‘Countermeasures against
Attacks’’ as effective for learning AI security, even though
76.1% of the female users selected ‘‘Quiz’’ as effective. The
above result is in line with several existing works [68], [69] in
the context that female users are more attracted to immersive
and relaxed games, such as quizzes rather than competition.

2) IMPACT OF AREA OF EXPERTISE
Next, we discuss whether there is a difference between the
area of expertise of the users, i.e., users who have expertise
in information science or not.

We then found a significant difference for Q8. Specifically,
the average score of users who have expertise in information
science is 1.55 and the other users are 2.11, and then the
p-value is 0.02. However, we could not find any significant
difference in the user confidence rating. The above result is
in line with several existing works [70] in the context that
there is no difference in assessing the effectiveness of video
games between IT students and non-IT students despite that
the IT students are more exposed to technology. Meanwhile,
We consider that the helpful functionalities differ from users
since they have different mental models because the average
score of Q8 differ.

3) IMPACT OF GAME GENRE PREFERENCE
We discuss whether there is a difference between users who
prefer simulation games (i.e., dating simulation and training
simulation) or not. We then found a significant difference
for Q5, Q6, Q12, Q18, Q21, Q24-26. (see Table 8.) Playing
many times helps enhance learning effects. It is important to
design video games for education in cybersecurity in various
genres because users who prefer simulation games answered
that they want to play REN-A.I. repeatedly.
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D. THREATS TO VALIDITY
In this section, we describe two threats to the validity
of our results. First, there might exist users who may
only give priority to answering the questionnaire due to
the specifications of the underlying system of our survey.
Specifically, according to the results, only thirteen users
among 48 users completed the scenarios and three users
among them did not read the scenarios. We need to conduct
statistically stable surveys with a larger number of users to
overcome the above concern in the future.

Second, we conducted a questionnaire survey with the five
Likert scale, and most of the users are limited to Japanese.
Japanese often chooses the middle option [71], which is
identical to ‘‘3’’ in Table 4. Further studies, which take the
diversity of users into account, will need to be undertaken.
Specifically, we plan to conduct questionnaire surveys in
many other countries.

E. LIMITATION
We have five limitations in our results and describe them
below. Solving these limitations is in future work.

First, our questionnaire survey focused on only the
confirmation of understanding for users. Some users might
not understand AI security accurately in contrast to their
answers. It will be more useful if more objective measures of
learning outcomes, such as game assessments of knowledge,
are investigated. Consequently, we are in the process of inves-
tigating learning outcomes, i.e., whether a user can accurately
learn knowledge of AI security through examinations after
playing REN-A.I.

Second, our questionnaire survey did not investigate the
long-term retention of knowledge. Confirming the long-term
retention of acquired knowledge is important for further
demonstrating the effectiveness of the game.

Third, although we designed REN-A.I. and conducted a
questionnaire survey, we did not implement it in an actual
educational environment in the real world. We plan to
implement REN-A.I. in an actual educational environment
for further study.

Fourth, we assume that users initiate learning of their own
accord, and we do not consider the presence of a different
educator. In cases where the user and educator are different
entities, such as in a classroom setting, considerations
regarding the user experience will be addressed as a future
task.

Fifth, although we described the novelty of REN-A.I.
in Section II-A, it is desirable to compare its learning
effectiveness with those of the existing games. The design of a
video game for education should be dependent on its learning
topic as described in Section II-A, so converting the existing
games into games for AI securitymay be insufficient.We plan
to conduct further research on a helpful design of games for
each topic.

Finally, unfortunately, we were unable to investigate the
significant relationships between learning cybersecurity and

episodic memory. Although we confirmed that experiencing
both attacks and countermeasures through game scenarios
and game functionalities is helpful for learning security,
we have not conducted a precise investigation to confirm
whether it is by virtue of episodic memory.Whereas we could
find plausible results regarding episodic memory, further
studies that take the detailed analysis of episodic memory into
account will need to be undertaken.

VI. CONCLUSION
In this paper, we proposed REN-A.I., a video game as an edu-
cational tool for AI security. REN-A.I. is publicly available
(https://www-infosec.ist.osaka-u.ac.jp/software/ren-ai/REN-
AI(EN).html). For the design of REN-A.I., we focused on
episodic memory for education in cybersecurity and utilized
game scenarios and game functionalities to instantiate
episodic memory. Moreover, we conducted a questionnaire
survey with 48 users who played REN-A.I.. From the fact that
74% of users consider game scenarios effective and 81% of
users consider game functionalities effective, we confirmed
that the game scenario and the game functionalities are
effective for education in AI security.

Furthermore, we analyze the impacts on the user perfor-
mance for the flow of the game scenario played by users,
reading the game scenario, and user traits. We also found two
suggestions for beneficial design aspects through statistical
testing. First, users who read game scenarios in REN-A.I.
can learn AI security more effectively than the other users
by playing the game. Second, the functionality for accuracy
deterioration due to attacks in REN-A.I. is effective even
for users who do not read the game scenario. In the
future, we will conduct a further questionnaire survey to
consider the diversity of users. We also plan to investigate
users’ knowledge after playing REN-A.I. and shed light on
game scenarios and game functionalities to realize episodic
memory rigorously.
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TABLE 9. Example for contents.

CODE AVAILABILITY
REN-A.I. is publicly available (https://www-infosec.ist.
osaka-u.ac.jp/software/ren-ai/REN-AI(EN).html).

APPENDIX
CONTENTS OF REN-A.I.
The contents that a user can learn in REN-A.I. are shown in
Table 9.
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