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ABSTRACT Alzheimer’s disease is a neurodegenerative disorder prevalent in older adults, and early
diagnosis is crucial for effective treatment. A deep learning model can automatically classify Alzheimer’s
disease from magnetic resonance imaging to aid clinicians in diagnosis. Convolutional Neural Networks
(CNNs) are commonly used for disease detection in medical images, but their performance is limited
due to inadequate labeled data, high inter-class similarity, and overfitting problems. Key hyperparameters
influencing CNN performance include the number of convolution layers and filters assigned to each
convolution layer. About other hyperparameters, numerous combinations exist. Since CNN models take a
long time to train, it is quite costly to try all combinations to find the optimal model. Existing studies have
optimized only a few hyperparameters, such as learning rate, batch size, and optimizer in custom and transfer
learning models. In this study, we propose an algorithm based on particle swarm optimization to fine-tune
the hyperparameters, including the number of convolution layers, filters, and other hyperparameters, in CNN
architectures designed to classify Alzheimer’s disease severity. Using the proposed lightweight model,
Alzheimer’s disease was accurately classified with an accuracy of 99.53% and an F1-score of 99.63% on a
public dataset. Our model surpasses the performance of previous studies, offering the potential to alleviate the
burden on doctors and expedite their decision-making processes. The developed framework can be accessed
via the link: “https://ai.gop.edu.tr/alzheimer™.

INDEX TERMS Deep learning, convolutional neural network, Alzheimer, optimization, hyperparameter.

I. INTRODUCTION

Alzheimer’s disease (AD) is a chronic neurodegenerative
disorder. Mild changes in the hippocampus in the brains of
individuals with this disease are not detectable. Degenerative
symptoms, such as memory loss and language impairment,
are observed only as the process advances due to damage
to certain nerve cells in the brain [1]. The exact cause of
the disease is unknown, and there is no effective treatment.
However, experts have observed that 10-15% of individu-
als with mild cognitive impairment each year will develop
Alzheimer’s disease in the future [2]. If individuals with mild
cognitive impairment are screened early, the transition from
mild cognitive impairment to Alzheimer’s disease can be
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delayed or even prevented [3]. Magnetic resonance imaging
(MRI) is a common brain imaging technique. This tech-
nique is often used to understand the physiological processes
in Alzheimer’s patients. To assist experts in the detection
and classification of Alzheimer’s disease in MRI images
and to achieve high classification performance values, many
researchers utilize artificial intelligence models. Thus, when
the Alzheimer’s level is detected with computer-aided sys-
tems at an early stage, the appropriate treatment process will
be initiated.

Convolutional Neural Networks (CNNs), a type of deep
learning, have been widely used in image classification and
segmentation from medical images [4], [5], [6]. CNNs consist
of convolution and pooling layers in the feature extraction
and fully connected layers in the classification part [7], [8].
CNNs automatically perform end-to-end learning from raw
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images in the training phase. Due to the large number of
parameters in deep and wide CNN architectures, there is often
an overfitting problem in the case of limited labeled data [9].
In addition, various issues such as limited labeled datasets,
noises, unbalanced class distributions, and high inter-class
similarity are encountered in medical image analysis [6],
[10]. Transfer learning is widely used in the case of limited
labeled datasets [11]. However, state-of-the-art CNN models
often face the problem of overfitting because they contain
too many parameters [10], [12], [13]. In CNN architectures,
learning takes place by updating the initially randomized
filter weights in the convolution layer and the weights in the
fully connected layer with the backpropagation algorithm in
the training phase [8]. The successful performance of CNNs
depends strongly on the architectural design, the combination
of hyperparameters, and the dataset. In CNN architecture,
there are many hyperparameters such as the number of con-
volution layers, number of filters in each convolution layer,
filter sizes, the number of fully connected layers and neuron
size in each fully connected layer, learning rate, optimizer,
batch size, dropout rate, and epoch. Since the training phase
of CNNss takes a long time, it is quite difficult to manually
tune all these hyperparameter combinations [14]. Some stud-
ies [15], [16] have only optimized a few hyperparameters,
such as dropout, batch size, loss function, and learning rate.
When the existing studies are examined, it is found that there
is a lack of automatic optimization of the number of convo-
lution layers and the number of filters in each convolution
layer, which play an important role in CNN architectures for
the successful classification of Alzheimer’s disease.

In this study, CNN architectures are optimized with a
Particle Swarm Optimization (PSO) based algorithm for the
automatic classification of Alzheimer’s disease in the early
stage using MR images. In the feature extraction part of
CNN models, we usually define the convolution, batch nor-
malization, and pooling layers together as a block. A block
responsible for feature extraction in input images results in
a feature map. In CNN architectures, the first layers usu-
ally learn basic features such as line, edge, and color blobs.
Subsequent layers learn more complex forms of problem-
specific features, so more than one block is usually defined.
However, increasing the number of blocks, i.e., deepening the
model, causes overfitting of the training dataset [17], [18].
This causes the model to perform poorly on test data that
it has not seen before. In addition, the number of filters in
each convolution layer that will perform the feature extraction
also expresses the width of the model. Increasing the filter
size of the models too much causes overfitting in the training
phase. Therefore, first of all, the number of convolution layers
and the number of filters in a convolution layer should be
determined in an optimum way to improve the model per-
formance. In addition, the optimizer, learning rate, number
of fully connected layers, and number of neurons in the fully
connected layers affect the model performance. The proposed
framework determined CNN architecture and hyperparam-
eters optimally with a PSO-based algorithm. The proposed
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novel CNN architecture achieved classification more success-
fully than existing studies. This model, which successfully
classifies the level of Alzheimer’s disease, will reduce the
workload of doctors and accelerate the decision-making
process.

A. RELATED WORKS

In this section, the studies conducted using machine learning
and deep learning methods in the field of Alzheimer’s dis-
ease diagnosis are presented in two groups. The first group
consists of studies that perform binary classification, for
example, determining whether Alzheimer’s disease is present
or not. The second group consists of studies that perform
multiclass classification, that is, studies that determine not
only the presence but also the type of the disease.

The first group includes studies conducted to detect
the presence of Alzheimer’s disease. Hussain et al. [19]
proposed a CNN-based model for binary -classification
(Alzheimer/healthy) of Alzheimer’s disease using brain MRI
data. The performance of the proposed 12-layer CNN model
was evaluated on the Open Access Series of Imaging Studies
(OASIS) dataset and compared with pre-trained InceptionV3,
Xception, MobilenetV2, and VGG architectures. With the
proposed 12-layer CNN model, 97.75% accuracy and 97.50%
fl-score values were obtained. Erdogmus and Kabakus [20]
proposed a CNN model with 12 layers. For 12 hyperpa-
rameters, hyperparameter optimization was performed. The
DARWIN dataset was used to evaluate the model’s perfor-
mance. This dataset consists of 1D data. Therefore, the data
was converted from 1D to 2D in order to transfer the data
to the proposed model and other transfer learning models.
The binary classification (patient vs healthy) accuracy of the
model is 90.4%.

Cui et al. [21] proposed an adaptive logistic regression
model for binary classification on the ADNI dataset based
on particle swarm optimization (PSO). The PSO algorithm
is used in the study to remove redundant features and reduce
computational time. In this study, Alzheimer’s disease types
were compared in pairs. At the end of the study, the accuracy
values for AD vs. HC, MCI vs. HC, and cMCI vs. sMCI
were 96.27%, 84.81%, and 76.13%, respectively. In the study
conducted by Lahmiri [22], a CNN model was developed
using MRI images from the OASIS dataset. After feature
extraction with CNN, binary classification was performed
using the k nearest neighbor (KNN) algorithm. Bayesian opti-
mization (BO) algorithm was used to adjust the parameters in
the KNN algorithm. At the end of the study, 94.96 + 0.0486%
accuracy, 92.05 & 0.0746% sensitivity, and 96.62 + 0.0350%
specificity values were obtained.

Francis and Pandian [23] used an ensemble model to
improve the classification accuracy of cognitively normal
(CN) and mild cognitive impairment convertible (MClIc)
classes. The authors used Xception and MobileNet pre-
trained network models with ensemble method. Evaluation
of the performance of pre-trained and ensemble models was
conducted using data from the Alzheimer’s Disease Neu-
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roimaging Initiative (ADNI). The Xception and MobileNet
models achieved accuracy rates of 89.23% and 89.89%,
respectively. On the other hand, the ensemble model achieves
a higher classification accuracy of 91.3%. Li et al. [24] used
the EfficientNetB2 model with an attention mechanism to
classify mild cognitive impairment (MCI), normal control
(NC), and Alzheimer’s disease (AD) classes. The ADNI
dataset was used in the study, and binary classification was
performed. The suggested method’s accuracy for AD/NC,
AD/MCI, and MCI/NC is 93.30%, 92.42%, and 92.03%,
respectively.

Wang et al. [25] stated in their study that existing CNN
networks frequently have highly complicated topologies and
require enormous data sets. Based on hippocampal seg-
ments, the study suggests an accurate and lightweight densely
connected 3D convolutional neural network (DenseCNN)
for Alzheimer’s categorization. The ADNI dataset provides
746 training and 187 testing data points for DenseCNN.
The proposed DenseCNN model attained an accuracy of
89.8%. A DenseCNN2 model that distinguishes between
Alzheimer’s disease vs. control normal classes was presented
by Katabathula et al. [26]. Using the Hippmapp3r tool,
the hippocampi were divided into left and right segments.
While deep visual features were derived from the DenseCNN
model, global shape features were obtained using the LB
spectrum. These two feature types were then combined in
the DenseCNN2 model, and classification was performed
by transferring them to the joint model, which included
fully connected layers and a softmax classifier. The proposed
model’s Alzheimer’s disease vs. control normal classification
accuracy, sensitivity, specificity, and AUC values are, respec-
tively, 92.52, 88.20, 94.95, and 97.89.

The second group includes studies that perform multi-
class classification for the diagnosis of Alzheimer’s dis-
ease. Zeng et al. [27] proposed an SVM-based model
for Alzheimer’s diagnosis. In the study, the image pro-
cessing stage was first applied for feature extraction, and
then voxel features were obtained. Furthermore, Princi-
pal Component Analysis (PCA) was applied to reduce
dimension. Then, the parameters of SVM are optimized
with a new switching delay particle swarm optimization
(SDPSO) algorithm. The proposed SDPSO-SVM model is
tested with the ADNI dataset. Classification accuracies of
69.23%, 81.25%, 76.92%, 85.71%, 71.23%, and 57.14%
were obtained for sSsMCI and pMCI, NC and AD, NC and
sMCI, NC and pMCI, sMCI and AD and pMCI and AD,
respectively.

Transfer learning, a method of using pre-trained net-
works, has also been used to diagnose Alzheimer’s disease.
Sun et al. [28] improved the ResNet50 model for Alzheimer’s
disease diagnosis by including a spatial transformer networks
(STN) module and attention mechanisms. They also used
the Mish activation function rather than Relu. The proposed
model achieved 97.1% accuracy and 95.4% F1-score as a
result of the test. Sharma et al. [29] proposed a VGG-16-
based model for the diagnosis of Alzheimer’s disease. The
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features to be used for disease diagnosis are determined by
the VGG16 model, and classification is performed using an
artificial neural network. The model was tested on two sets
of data: Dataset] (four-class) with 6400 images and Dataset2
(three-class) with 6330 MRI images. The accuracy of the
four-class classification is 90.4%, compared to 71.1% for
the three-class classification. In order to train the VGG-19
architecture, Manimurugan [30] employed the fine-tuning
technique. In the study, training and testing were conducted in
an 80/20 split using the OASIS dataset. 95.82% accuracy was
attained with the VGG-19 model. Furthermore, a comparative
analysis was conducted with alternative cutting-edge models,
yielding accuracy results of 89.45% for AlexNet, 92.90% for
GoogleNet, and 94.91% for VGG-16. Savas [31] conducted
a study to measure the performance of different pre-trained
models in Alzheimer’s disease diagnosis. The ADNI dataset
was split 90% for training and 10% for testing. 29 different
models were trained and tested with the transfer learning
method. The best accuracy value was found to be 92.98%
with the EfficientNetBO model.

Yildirim and Cinar [32] suggest a hybrid technique in
their investigation. The ResNet model is used in the study,
and the last five levels are extracted. The model was then
enhanced with 10 extra layers, yielding a hybrid model.
The dataset was divided into two parts: training (%80) and
testing (%?20). The proposed hybrid model achieved 90%
accuracy. The following are the accuracy values achieved
on a class basis: MildDemented received 96.6%, Moderat-
eDemented received 70%, NonDemented received 90%, and
VeryMildDemented received 90%. Thangavel et al. [33] pro-
posed the Early Alzheimer’s disease - Deep Neural Network
(EAD-DNN) model for Alzheimer’s disease diagnosis. The
study employed two data sets: MRI and comma-separated
values (CSV). The Alzheimer_ResNet model was trained
after the noise in the images was eliminated. To find the
optimal features, Modified Adam’s Optimization (MAO)
was employed. The multi-classification data were partitioned
into two classification matters using the one-versus-the-rest
approach. The proposed model achieves a 98% accuracy
rate.

Ensemble learning is one of the preferred methods for
Alzheimer’s disease classification. Sadat et al. [34] proposed
an ensemble learning technique using five pre-trained archi-
tectures and a scratch model. VGG19, Inception- ResNetv2,
ResNet152v2, EfficientNetB5, and EfficientNetB6 architec-
tures were trained with the fine-tuning approach. In the study,
the OASIS dataset was used for training, validation, and
testing with 60%, 20%, and 20%, respectively. Then, the
ensemble process was performed with a weighted average
technique. An accuracy of 96% was obtained with the ensem-
ble model. Wang et al. [35] proposed the 3D-DenseNets
model that adds dense connections to CNN. It was found that
the performance of 3D-DenseNet varies depending on the
hyperparameters. As a result, five base 3D-DenseNets with
different architectures and hyperparameters were selected
after the experiments. A probability-based ensemble method
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TABLE 1. Comparison of the studies.

References Method Classification Type Dataset Accuracy (%) F1-Score (%)
Hussain et al. [19] . . ) OASIS 97.75 97.50
Scratch Binary Classification
Erdogmus and Kabakus [20] Model DARWIN 90.4 90.4
ode
Wang et al. [25] . . . ADNI 89.8 -
Multiclass Classification
Katabathula et al. [26] ADNI 92.50 -
ADNI (AD vs. NC) 93.30 93.16
Li et al. [24] Binary Classification ADNI (AD vs. MCI) 92.42 92.64
ADNI (MCI vs.NC) 92.03 92.30
Manimurugan [30] OASIS 94.82 94.10
Sun et al. [28] Transfer ADNI 97.10 95.4
Sharma et al. [29] Learning Kaggle 90.4 90.4
Kumar et al. [36] Multiclass Classification ~ OASIS 98.35 -
Savas [31] ADNI 92.98 -
Thangavel et al. [33] Kaggle 98 90
Yildirim and Cinar [32] Kaggle 90 -
Francis and Pandian [23] Binary Classification ADNI 91.3 -
Sadat et al. [34] Ensemble OASIS 96 95
Model Multiclass Classification
Wang et al. [35] ADNI 97.52 97.1
ADNI (AD vs. HC) 96.27 -
Cui et al. [21] . . . ADNI (MCI vs. HC) 84.81 -
Binary Classification
) ADNI (cMCI vs. sMCI) 76.13 -
Lahmiri [22] With the help of OASIS 94.96 ;
. Optimization
Deepa and Chokkalingam .
[16] Algorithms ADNI 97 95.78
Multiclass Classification Kaggle 96.65 96.65
Baghdadi et al. [15]
ADNI 96.25 96.22

was applied to combine the results from these base
networks.

With the proposed model, they obtained 93.61% accuracy,
92.45% recall, and 94.59% precision in AD/MCI classifica-
tion. The multi-class (three-class) classification performance
of the model is 97.52%.

Another method used in the multi-class classification of
Alzheimer’s disease is the use of optimization algorithms
to optimize hyperparameters. Deepa and Chokkalingam [16]
proposed the Optimized VGG-16 model that classifies
Alzheimer’s disease into three classes. Arithmetic Optimiza-
tion Algorithm (AOA) was used to optimize the dropout rate
and batch size. The study employed three datasets: ADNI,
OASIS, and Single Individual Volunteer for Multiple Obser-
vations across Networks (SIMON). The study started with the
preprocessing of the images. Then, image segmentation was
applied. Finally, classification is performed with the proposed
Optimized-VGG16 model. The proposed model achieved
97% accuracy and 95.78% F1-score. Baghdadi et al. [15]
suggested a system that incorporates transfer learning and the
gorilla troops optimizer (GTO). Transfer learning is accom-
plished by the use of eight cutting-edge models. GTO is used
for hyperparameter optimization. Two datasets were used to
test the proposed framework. The best accuracy result in
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the Alzheimer’s Dataset was 96.65% with MobileNet. The
Xception model achieved the highest accuracy with the ADNI
dataset (96.25%).

Table 1 presents a comparison of studies on the classifica-
tion of Alzheimer’s disease.

B. MOTIVATION
Alzheimer’s disease is increasingly becoming a major public
health problem as the elderly population increases world-
wide [16]. This disease causes individuals to lose their
cognitive abilities over time, reducing their quality of life.
The effects of Alzheimer’s disease have profound impacts
not only on the individuals affected but also on families and
health systems [33], [37]. This study aims to go beyond
traditional methods in the classification and diagnosis of
Alzheimer’s disease. The novel model we have developed
aims to improve early diagnosis and classification of the dis-
ease. Although there are studies using custom/scratch models
and transfer learning in the classification of Alzheimer’s
disease, we can list the shortcomings in existing studies as
follows.
1. Incustom and transfer learning models, a small number
of hyperparameters such as dropout, batch size, learn-
ing rate, and optimizer are generally optimized. This
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(a) (b)

(c) (d)

FIGURE 1. Classes included in the Alzheimer's MRI Dataset: (a) Mild Demented, (b) Moderate Demented, (c) Non Demented, (d) Very Mild

Demented.

is not enough to obtain a successful result on various
datasets.

2. Most existing models face the problem of overfitting
in the case of a limited labeled dataset. Optimizing
the number of convolution layers and the number of
filters in each convolution layer helps to overcome
the overfitting problem. The impact of architecturally
optimizing CNN needs to be examined.

3. Since state-of-the-art models such as VGG, ResNet,
and DenseNet are used in transfer learning, they con-
tain many parameters. The training phases of the
models take time, and they are also prone to overfitting.

4. Investigating the effect of residual connections (con-
catenate) in architectural optimization of CNN.

C. CONTRIBUTIONS

In this study, we proposed a framework that optimizes the
CNN architecture for successful classification of the level of
Alzheimer’s disease. We developed a PSO-based algorithm
that optimizes the number of convolution layers and the
number of filters in each convolution layer, which are the
keystones of CNN architecture for any given dataset and
creates a lightweight model. The important contributions of
this paper are:

1. Our novelty in this work is to find the lightweight
optimal CNN architecture in an iterative method. The
architectures created by our proposed framework out-
performed existing studies.

2. The suggested method determines the least param-
eterized and most effective CNN architecture for a
given dataset. The most crucial elements of CNN
architecture—the number of convolution layers and
the number of filters in each convolution layer—are
optimized through the use of a PSO-based algorithm.

3. CNN hyperparameters such as learning rate, opti-
mizer, number of fully connected layers, and number
of neurons in fully connected layers were also tuned
and Alzheimer’s level was classified with the highest
performance.
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4. The lightweight of the model and the short test period
increase the applicability of the model in accordance
with the purpose of the study.

5. The exploration capability of the PSO algorithm was
improved by adaptively changing the number of filters
in each iteration by local search.

Il. MATERIALS AND METHOD

A. DATASET

In the proposed study, a publicly available dataset called
Alzheimer’s MRI Dataset [38], published in the Kaggle,
is used. It is a dataset created by collecting data from various
websites, hospitals, and public databases. It consists of pre-
processed MRI images. There are a total of 6400 images in the
dataset consisting of Mild Demented, Moderate Demented,
Non-Demented, and Very Mild Demented categories. The
mild dementia class consists of 869 images, the moderate
dementia class consists of 64 images, the non-demented class
consists of 3200 images, and the very mild dementia class
consists of 2240 images. Each image in the dataset is sized as
128 x 128 pixels. Sample images of the data set are shown
in Fig. 1.

The data set used in this study has an imbalanced distribu-
tion. A number of drawbacks are associated with imbalanced
datasets, such as skewed model performance, overfitting
to the majority class, poor generalizability, difficulties in
identifying within the minority class, and a deficiency of
knowledge about the minority class [39]. Since the dataset
used in the study has an imbalanced distribution, class
weighting was used to minimize these negative effects on
performance [39], [40]. The following formula was used to
calculate class weights for each class. Mj denotes the number
of images in each class j, and c represents the number of
classes.

21 M;

c X M; M

Classweighti =

The class weights determined for the classes in the study
are as follows: mild dementia: 1.79; moderate dementia: 25.
non-dementia: 2; very mild dementia: 2.86.
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We used the ADNI dataset as the second dataset for the
proposed model. ADNI dataset comprises 2D axial images
obtained from the ADNI baseline dataset, which originally
comprised NIfTI images. It encompasses three categories:
AD (Alzheimer’s Disease), CI (Mild Cognitive Impaired),
and CN (Common Normal) individuals. We split the dataset
into 80% training and 20% testing. In addition, 10% of the
training dataset was used for validation during the training
phase.

B. PARTICLE SWARM OPTIMIZATION ALGORITHM
Heuristic algorithms can yield faster and more effective
results for hyperparameter optimization because they are
typically based on experience and intuition in the problem
domain. Compared to manual tuning or conventional opti-
mization techniques, this approach saves time and labor.
Random and Grid search-based algorithms generally do not
act according to the values found in previous iterations.
However, heuristic approaches (especially population-based
ones) determine and position the new search space accord-
ing to the best values found in the previous iteration.
Heuristics are widely used in many different fields, such as
image stitching [41], video analysis [42], and hyperparameter
optimization of CNN [15], [16], [21], [22]. CNN models
frequently have complex, multidimensional hyperparameter
spaces. Such vast search spaces can be efficiently navigated
by heuristic algorithms, which also find the ideal hyperpa-
rameter values. The optimization process can be improved
and balanced with the help of heuristic algorithms. These
algorithms can modify the parameters to get a better result
by drawing on the knowledge they have learned from earlier
iterations. These algorithms can also be easily adjusted to dif-
ferent kinds of problems. To avoid local minima and converge
to global minima, they can operate across a wide search space.

In a given problem domain, it is crucial to ascertain which
kind of heuristic algorithm to apply. This decision can be
affected by the type of data set, the structure of the problem,
and the amount of computing power available.

The PSO, which falls under the category of swarm intelli-
gence algorithms, was first presented by [19]. It is composed
of a collective unit called a swarm, consisting of individual
elements named particles. At the outset, the algorithm gen-
erates a group of particles randomly, and through successive
iterations, updates are applied to these particles to identify the
optimal value. During each iteration, every particle undergoes
updates based on two values. The first, denoted as X; p,,,
represents the best fitness value attained by a particle thus
far. The second value, Xgpes, signifies the best fitness value
achieved by any particle in the entire population. Following
the identification of optimal instances for both values, particle
velocities, and positions are updated using Equations 2 and 3.

Vinew = oVij+ ciri (Xippest — Xij) + c2raXgpe — Xij)
(2)
Xi,new = Xi,j + Vi,new (3)
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The acceleration factors, denoted as c¢; and ¢, serve as
guiding influences for movement toward X; ppesr and Xgpesr, »
respectively. The role of ¢y is to direct movement based on the
particle’s individual experience, while ¢, directs movement
based on the collective experience of other particles within
the swarm. In every iteration, r| and rp are assigned random
coefficients within the range of 0 to 1 and updated. The inertia
weight w is usually selected to fluctuate between 0.1 and 1.

In the training phase, fitness values were calculated in each
iteration of the PSO algorithm based on a randomly generated
hyperparameter combination for each particle. First, a CNN
architecture was created according to the hyperparameter
combination for a particle in an iteration. With this CNN
architecture, this model was trained on the training data of the
Alzheimer’s dataset (this is the most time-consuming part of
the optimization of CNN architectures). After CNN training
was over, this model was tested on the test dataset, and the test
accuracy was calculated. For a particle, this test accuracy is
the fitness value. This process is performed with all particles
in one iteration. In the iteration, the particle with the best
fitness value is found. With local search, the best particle is
improved again according to filter numbers. The hyperparam-
eter values of a particle are updated according to the previous
best values of the same particle and the values of the best
particle in the swarm. In this update, each hyperparameter
value is determined according to the closest value according
to the specified ranges of each value in the hyperparameter
list.

PSO is an optimization technique that is commonly used
to solve complex, multidimensional, and nonlinear problems.
PSO tends to converge faster than genetic algorithms or other
evolutionary computing techniques. Meta-heuristics such as
PSO are used to optimize hyperparameters in deep learning
models such as CNN (Convolutional Neural Network), which
have large and complex search spaces. In our study, we used
PSO to optimize our models’ hyperparameters because it
converges quickly, is straightforward to apply, and works well
in high-dimensional and complicated domains. In general,
PSO converges more quickly than other optimization tech-
niques. Compared to other optimization techniques, it can
have fewer parameters, which facilitates speedy algorithm
usage. CNN hyperparameter optimization issues are fre-
quently encountered in complex, multidimensional domains.
In such environments, population-based techniques like PSO
can demonstrate effectiveness.

C. PROPOSED METHOD

CNN architectures usually consist of many layers of convo-
lution. They are defined sequentially, except for the parallel
case in the Inception structure. There are many hyperparam-
eters, such as the number of convolution layers, the number
of filters in each convolution layer, learning rate, epoch, opti-
mizer, number of fully connected layers, number of neurons
in fully connected layers, and dropout. Since the training time
is long, it is almost impossible to try all combinations of
hyperparameters. Grid and Random search algorithms also
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do not work as efficiently as evolutionary algorithms because
they do not keep historical information in memory. In order to
achieve the best performance of the model, the optimal values
of the hyperparameters need to be determined. Many works
in the literature do this manually. However, in our study,
we performed this process with the PSO-based algorithm,
which is one of the evolutionary algorithms. The pseudo-code
of the algorithm is shown in Algorithm 1.

The fitness of the objective function is defined as
the model’s classification accuracy. First, the optimization
parameters such as max_iteration, num_particles, c1, ¢ and
w need to be determined. These parameters are used to control
the behavior of the algorithm. Then, two empty lists called
best_positions and best_fitness are created. These lists will be
used to store the best position each particle finds and the cor-
responding fitness value. For the initial position and velocity
of each particle, two lists called positions and velocities are
created and filled with random values. Then, a variable called
gBestVal is initialized with a negative infinite value and a list
called gBestPos is defined as empty. These variables will be
used to store the best position and fitness value found so far.

Algorithm 1 PSO-Based Algorithm

for iteration < 1 to max_iteration

for i < 1 to num_particles

fitness <— build_CNN(positions][i])

If fitness > best_fitness/i] Then
best_positions[i] < positions[i]
best_fitness[i] <« fitness

end if

end for

If max(best_fitness) > gBestVal Then

gBestVal <— max(best_fitness)

gBestPos <«

best_positions[best_fitness.index(max(best_fitness))]
end if

#local search, create a new filter combination for the

best particle

for i < to new_{filter_combination

fitness <— build_CNN(best_particle, new_comb)

# If fitness is improved, assign new filters

fori < 1 to num_particles

rl, 12 < Random Numbers

cognitive_component <— clxrl x(best_positions][i]

- positions[i])

social_component < c2 x r2 x (gBestPos -

positions[i])

velocities[i] < w x velocities[i] +

cognitive_component + social_component
positions[i] < positions[i] + velocities[i]
positions[i] <

find_closest_hyperparameters(positions[i],

hyperparameter_list)
end for
end for

Then, within a loop, the maximum number of iterations
(max_iteration) is looped. Each iteration represents an update
of the particle population. With two nested loops, the fit-
ness value for each particle is calculated and the best found
position and fitness value are updated. The best fitness value
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(gBestVal) and the corresponding position (gBestPos) are
updated by selecting the best among the particles. Parti-
cle motion and hyperparameter updates are performed. The
velocity and position of each particle are updated, taking into
account individual and collective experiences.

The computation complexity of Algorithm 1 is O(N x
(M x (f+M-+h))). N is the number of iterations, M is the
number of particles, f is the complexity of building the CNN
and calculating the fitness, and h is the complexity of finding
the closest hyperparameters.

Another function is defined as find_closest _hyperpa-
rameters, shown in Algorithm 2. This function is used to
find the closest valid hyperparameters for a given set of
hyperparameters.

Algorithm 2 Find_closest_hyperparameters Func-
tion
procedure find_closest_hyperparameters (values,
hyperparameter_list)

closest_list «<— Empty List
for value, hyperparameter in zip (values,
hyperparameter_list)
min_distance < Positive Infinity (float(‘inf”))
closest_hyperparameter <— None
for h in htuple
distance <— abs(v-h)
if distance < min_distance
min_distance <— distance
closest_hyperparameter <— h
end if
end for
append ‘‘closest_hyperparameter” to the ““closest_list”
end for
return closest_list

As shown in Fig. 2, first the random hyperparame-
ter combination is determined for each particle. For each
CNN architecture, training is performed, and accuracy and
loss values are calculated on the test data. Then, the best
hyperparameter combination and the best performance are
determined for each particle. The best performance and
position of the group are also determined according to all
particles. Based on this information, the hyperparameter
combinations of the particles are updated, and the iteration
continues. The computation complexity of Algorithm 2 is
O(n xm). n is the number of elements in the hyperparameter
list of a particle, and m is the number of elements in the
hyperparameter_tuple.

In the PSO algorithm, we performed a CNN architecture-
specific local search at each iteration. After finding the best
particle (CNN architecture) at each iteration, we tried to
improve the current best particle by changing the architecture
width (the number of filters in each layer), which is an
important hyperparameter in CNN architectures, at certain
intervals. In CNN architectures, the first layers usually try
to extract general features such as edges, corners, and color
blobs, while the next layers try to extract problem-specific
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features according to the number of filters defined. For this
reason, we attempted to improve the exploration capability
of the PSO algorithm by adaptively changing the number
of filters in each iteration by local search. We also defined
hyperparameter ranges for each hyperparameter and assigned
the closest value in this hyperparameter list when updating
the particle velocities at the end of each iteration so that the
algorithm can reach the optimum result by trying different
combinations more quickly.

D. PERFORMANCE METRICS

Accuracy, recall, precision/positive predictive value(PPV),
F1-Score, specificity, false positive rate (FPR), false negative
rate (FNR), and negative predictive value (NPV) performance
metrics were calculated from a confusion matrix. These per-
formance metrics are used to evaluate the performance of the
proposed CNN models.

Accuracy is the ratio of the sum of True-Positive (TP) and
True-Negative (TN) values to all data as shown in (4). Recall
is the ratio of TP values to the sum of TP and False-Negative
(FN) values as shown in (5). Precision is the ratio of TP
values to the sum of TP and False-Positive (FP) values as
shown in (6). The F1-Score value is the harmonic mean of
the precision and sensitivity values as shown in (7). In cases
where the class distributions in the dataset are unbalanced, the
accuracy should be evaluated together with the F1-score value
to determine the classification performance [14]. Specificity
is defined as the ratio of TN values to the sum of TP and FP,
as seen in (8). False positive rate, as expressed in (9), is the
ratio of FP values to the total of FP and TN. The ratio of FN
values to the total of FN and TP is known as the false negative
rate, as seen in (10). NPV shows the likelihood that a negative
test result is actually negative. The calculation formulas of
these metrics are as follows:

TP + TN

Accuracy = 4
(TP+ TN + FP+ FN)
TP
Recall /Sensitivity = —— 5
ecall | Sensitivity TP+ N (5
. TP
Precision = ———— (6)
TP 4 FP
Recall * Precision
F1 — Score =2 % — (7)
Recall + Precision
Specificity = —— ®)
pecificity = IN +FP
. FP
FalsePositiveRate = —— )
FP+ TN
. FN
FalseNegativeRate = ——— (10)
FN + TP
. . TN
NegativePredictiveValue = ———— (11
TN + FN

IIl. EXPERIMENT AND RESULTS

Within this section, the study outlines the experiments and
evaluation methodologies utilized for appraising the effi-
ciency of the suggested model. The experiments made use of
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the MRI dataset referenced in [38]. TensorFlow and Keras
deep learning libraries were used to build and train CNN
models. All calculations and processes were executed on
a regular PC equipped with 16 GB of RAM, an NVIDIA
GeForce GTX 1080 Ti GPU featuring 11 GB of memory, and
an Intel 15-8400 processor.

The dataset was split 80/20 for training and testing. 10%
of the training dataset was set aside for validation.

Data augmentation was used to prevent overfitting. Shear
range (0.2), zoom range (0.2), and horizontal flip methods
were applied. Each model was trained for 100 epochs. In our
preliminary study, we found that the training curve flattened
around 100 epochs, indicating that learning did not increase.
The number of epochs with the highest accuracy and the
lowest loss is set to 100.

The literature and the outcomes of our earlier research were
examined to determine which hyperparameters needed to be
optimized. Our goal in this study is to create a lightweight
model. As a result, we focused primarily on optimizing
model architecture parameters. In addition to the optimization
algorithms and learning rate that are frequently discussed
in the literature, the study includes hyperparameters such
as the number of layers, number of filters, and number of
neurons that determine the model architecture but have not
been thoroughly investigated in the literature. In Table 2,
the optimized hyperparameters and the range of values of
each hyperparameter are specified to build the CNN models.
A preliminary study determined these hyperparameter value
ranges as a result of manual optimization. According to the
number of convolution layers to be used in the proposed CNN
models, the number of filters in each convolution layer is
selected from the specified range.

In CNN models, one or two dense layers are selected.
If the number of neurons for the second dense layer is zero,
the model is built with a single dense layer. The range of the
number of neurons in the first dense layer was chosen wider
to ensure that the number of neurons in the first dense layer is
likely to be higher than in the second dense layer. However,
we have not set a strict limitation for this rule.

TABLE 2. The hyperparameter set.

Parameters
Number of
Convolution Layers
Number of Filters
Optimization
Algorithms
Learning Rate
Number of Neurons
(Dense 1 —D1)
Number of Neurons
(Dense 2 —D2)

Range

3,4,5,6,7,8,9,10
16, 32, 48, 64, 96, 128, 144, 160, 176, 192, 256
Adam, SGD with Nesterov, Nadam
0.0001, 0.001
32, 64,96, 128, 144, 160, 176, 192, 256

0, 16,32, 64,96, 112, 128

A. PROPOSED CNN MODELS

In order to create different CNN architectures, the number
of convolution layers was first determined. Batch normaliza-
tion was used after each convolution layer in order to avoid
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FIGURE 2. Hyperparameters optimization algorithm flow.

overfitting and for the models to reach the optimum
faster. In the models, after the convolution layer, the batch
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normalization and max-pooling layers are considered as a
block. Since the input image size is 128 x 128, max-pooling is
limited to a maximum of five. With max-pooling, the feature
map size is reduced by subsampling.

Fig. 4 shows the second-best model found by the opti-
mization algorithm. To increase the number of convolution
layers after a maximum of 5 blocks, the number of convolu-
tion layers is increased starting from the last block. Namely,
two convolution layers are defined in the last layer, a batch
normalization layer is defined after the convolution layers and
a max-pooling layer is defined at the end of the block. Since
CNN models extract features with more complex forms spe-
cific to the available images in the last layers, the method of
increasing the number of convolution layers in the last blocks
was chosen. In this CNN architecture, a single dense layer
with 128 neurons was found. Fig. 3 shows the best model
architecture. After five blocks, the number of convolution
layers is increased by two starting from the last block to the
third block.

We also investigated the effect of residual connection for
each architecture. Fig. 5 shows the architecture with the fifth-
best performance. Residual connections have been proposed
to solve the problem of gradient vanishing in deep architec-
tures. In ResNet architecture, the architecture is created by
aggregating the values of the previous feature maps. However,
in DenseNet architecture, it continues by concatenating the
output feature map of all previous blocks. Like the ResNet
architecture, we created an architecture in which the outputs
of the previous block are added, but we chose the concatenate
operation in DenseNet instead of the addition operation in
ResNet. This allows more information to be stored in the
feature maps.

The optimal performance values of CNN models generated
according to the hyperparameter ranges given in Table 2 are
shown in Table 3. In this study, the PSO-based algorithm is
run for two different approaches. In the first approach, the
best CNN models are obtained without adding residual con-
nections. In the second approach, the option to add residual
connections was added to the algorithm. For each approach,
the algorithm ran for 10 iterations and generated hundreds of
models. The 10 best performing models are given in Table 3.
The models are named in order of performance, with Model 1
achieving the best results.

When the number of convolution layer parameter is
examined, it is seen that the models require at least five
convolution layers for optimal performance. However, it has
been observed that increasing the number of layers has little
effect on performance after a certain threshold. The three best
results are obtained with 6-8 layers rather than 10 layers.
When the number of filters in the convolutional layers is
examined, it is apparent that different numbers of filters are
chosen in each layer. The traditional strategy of utilizing an
equal number of filters in convolutional blocks or increasing
the number of filters as the layers deepen was not detected
in the models produced by the optimization we performed.
When dense layers are analyzed, models with two dense
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FIGURE 4. CNN architecture of the second best model.

layers have more neurons in the first layer than in the second
layer. In addition, models with a single neuron have 64 or
more neurons. The models used both of the selected learning
rates. Similarly, no single optimization algorithm was found
to be superior, with Nadam and SGD-N used in roughly equal
proportions.

Table 4 represents the performance metrics of the models.
As seen in Table 4, the models achieved high performance in
all performance metrics in the classification of Alzheimer’s
disease level. The results show that the models performed
well across all performance metrics in the classification of
Alzheimer’s disease level.

The architecture in Fig. 3 with eight convolution layers
and varying numbers of filters gave the best performance.
Increasing the number of convolution layers did not lead to
better performance. Nadam as an optimizer, learning rate

VOLUME 12, 2024

0.0001, and two dense layers with 128 and 16 neurons was
the best combination. With Model 1, 99.53% accuracy and
99.63% F1-score values were achieved in the classification
of Alzheimer’s disease.

There is a residual connection in four out of the ten best
performing models (Model 5, Model 7, Model 8, and Model
10). Among the models with residual connection, Model
5 performed the best with 98.60% accuracy and 99.05%
F1-score. However, the intended performance improvement
was not realized by Model 5. When it comes to diagnosing
Alzheimer’s, the four models (Model 1-4) lacking residual
connectivity perform better than this one.

B. ACCURACY/LOSS GRAPHS
Fig. 6 shows the accuracy and loss graphs of the models
in Table 3 during training and validation. By looking at the
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TABLE 3. PSO-based algorithm results for the 10 best performing models.

Number of

Number of Dense Layers

Model Number of Filters Learning Rate Optimization Algorithm Accuracy (%)
Convolution Layers (Number of Neurons D1, D2)
Model 1 8 96, 64, 160, 128, 256, 128, 160, 176 2128, 16) 0.0001 Nadam 99.53
Model 2 6 128,96, 128, 128, 144, 128 2 (144, 128) 0.001 SGD-N 99.53
Model 3 7 96, 16, 32, 176, 32, 16, 48 2(192,32) 0.001 SGD-N 99.38
Model 4 6 128, 160, 16, 160, 256, 16 1(256) 0.001 Nadam 98.91
Model 5 9 192, 16, 176, 192, 192, 176, 48, 32, 192 1(64) 0.0001 Nadam 98.60
Model 6 7 128, 128, 64, 128, 32, 128, 64 2(128, 64) 0.0001 Adam 98.60
Model 7 10 144, 64, 32, 32, 16, 176, 176, 32, 128, 160 1(128) 0.001 SGD-N 98.29
Model 8 9 128, 256, 256, 32, 64, 16, 256, 256, 128 2(128,16) 0.001 SGD-N 98.29
Model 9 5 128 32, 128, 128, 64 2(128,32) 0.001 Nadam 98.13
Model 10 6 256,256, 192, 16, 16, 16 1(112) 0.0001 Nadam 97.98
TABLE 4. Performance metrics of the models.
Model Accuracy (%) Precision / PPV (%) Recall/ Sensitivity (%) Fl-score (%) Specificity (%) NPV (%) FPR (%) FNR (%)

Model 1 99.53 9951 99.77 99.63 99.84 99.77 0.16 0.23

Model 2 99.53 99.38 99.70 99.54 99.83 99.80 0.17 0.30

Model 3 99.38 99.39 99.26 99.32 99.78 99.77 0.22 0.74

Model 4 98.91 98.85 99.09 98.96 99.57 99.58 0.43 0.91

Model 5 98.60 99.16 98.93 99.05 99.37 99.42 0.63 1.07

Model 6 98.60 98.85 99.06 98.95 99.40 99.43 0.60 0.94

Model 7 98.29 98.58 98.42 98.50 9930 99.31 0.70 158

Model 8 98.29 98.32 98.74 98.52 99.31 99.29 0.69 1.26

Model 9 98.13 98.61 98.33 98.46 99.17 99.32 0.83 1.67

Model 10 97.98 98.28 98.68 98.47 99.16 99.16 0.84 1.32

accuracy/loss graphs of the models in the training and vali-
dation phase, we can see whether there is overfitting or not.
In Models 1 (Fig. 6a) and 2 (Fig. 6b), the training and valida-
tion acc/loss plots continue to overlap after a certain epoch.
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There is no overfitting in these models, and the models have
reached their full learning capacity as the graphs continue to
flatten after a certain epoch. If the models were overfitting,
the training accuracy would increase while the validation
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FIGURE 6. Train and validation accuracy/loss graphs of the CNN models in Table 3.
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FIGURE 6. (Continued.) Train and validation accuracy/loss graphs of the CNN models in Table 3.

accuracy would start to decrease after a certain epoch.
Although Models 4 (Fig. 6d), 5 (Fig. 6e), and 6 (Fig. 6f) learn
faster, the validation accuracy curve generally follows the
training accuracy curve slightly downwards. In subsequent
models, the validation accuracy follows the training accuracy
slightly below. Since these models slightly overfitted in the
training phase, they were not able to generalize the dataset
completely. The same can be said for the loss graphs. Vali-
dation loss graphs followed the training loss graphs slightly
above. All models generally achieved most of the learning up
to 80 epochs.

C. CONFUSION MATRIX

Fig. 7 shows the confusion matrix results of the CNN models
in Table 3. In the confusion matrix, row values represent the
actual values, and column values represent the predictions
of the models. Fig. 7.a shows that all 91 Mild images are
correctly classified in the first row of the confusion matrix
according to the test dataset. When we look at the first column
values, 1 normal (Non) image was incorrectly classified as
Mild. In addition, 2 normal (Non) images were misclassified
as Very Mild. When Fig. 7.c is examined, 2 Mild images
were incorrectly classified as Very Mild. 1 Very Mild image
was misclassified as Mild. In Fig.s 7.e and 7.f, five Very
Mild images were incorrectly classified as Normal (Non).
The absence of these errors is very important for us. It is not
desirable to classify Very Mild images as normal. In addition,
there are misclassifications between Mild and Very Mild due
to intra-class similarity.

D. ITERATION PROCESS

Fig. 8 shows the iteration process of Algorithm 1 with and
without the residual link and the change in the performance
of the particles in each iteration. In both approaches, the
algorithm reached its optimum at the sixth iteration.

E. NUMBER OF PARAMETERS AND PREDICTION TIMES
Fig. 9 shows the number of parameters for each CNN
model in Table 3. Model 3 achieved 99.38% accuracy with
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the lowest number of parameters (289956). Model 1 has
1730500 parameters. Models 5, 7, 8, and 10 are models with
residual connections. It is seen that the number of parameters
increases in these models. The number of parameters is quite
low compared to state-of-the-art CNN models.

The models with residual connections have more parame-
ters than the other models, but they do not perform better. The
results show that with proper hyperparameter optimization,
we can achieve high performance without using residual
connections. In other words, instead of using a fixed number
of filters in each layer, specifying the number of filters unique
to that layer improves performance.

Fig. 10 shows the time it takes for the proposed CNN
models to classify an image. Model 3 gave the best result with
2.88 ms. Model 1 performed quite well with a prediction time
of 3.16 ms.

F. COMPARISON OF PROPOSED MODELS WITH
STATE-OF-THE-ART CNN MODELS

Fig. 11 shows the accuracy and F1-score values of the state-
of-the-art CNN models on the test dataset after being trained
on the Alzheimer’s dataset under the same experimental
conditions using the transfer learning method. Our proposed
models outperform the existing CNN models. In addition, the
proposed models are lightweight.

Fig. 12 depicts the number of parameters for the study’s
proposed models and the state-of-the-art models included in
the study. The top three models, which show the best accu-
racy performance among the proposed models, have fewer
parameters than the state-of-the-art models.

G. COMPARISON WITH GRAY WOLF OPTIMIZATION
ALGORITHM

The results of hyperparameter optimization of CNN models
with the Gray Wolf Optimization (GWO) algorithm and the
best accuracy and overall accuracy values at each iteration
are shown in Fig. 13.a and 13.b. Although the exploration
capability of the GWO algorithm is high, the algorithm is
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FIGURE 7. Confusion matrix of the CNN models in Table 3.

stuck at the local optimum in the first iterations and cannot
improve further.

On the other hand, the PSO algorithm found the best
result by achieving a good balance between exploration and
exploitation. In the PSO algorithm, local search was used to
improve the PSO algorithm based on the best particle in each
iteration. In each iteration, the best particle was identified,
and the filter numbers of this particle were searched again
to find the optimum value of the filter numbers based on
a narrower range in the first layers and a broader range
in the last layers in accordance with the CNN architecture.
If a better-performing model was found in the local search,
it was replaced with the existing particle in each iteration,
and the next iteration was started. Although this additional
local search increases the algorithm time in the PSO, this can
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() Model 10

be tolerated since finding the most accurate model is more
important in the health domain.

H. CLASSIFICATION WITH ADNI DATASET

In this study, we retrained our best lightweight model
obtained with the PSO-based optimization algorithm on
the ADNI dataset with transfer learning. Since we perform
four-class classification on the Alzheimer’s dataset, there
are three classes in the ADNI dataset, namely AD, CI, and
CN. For this reason, we changed the softmax layer in the
last layer of model-1 to have three classes. We trained with
batch size 16, learning rate 0.0001, and epoch 100. As a
result of this training, training and validation accuracy/loss
curves are given in Figure 14. It can be seen that there is no
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overfitting since the training and validation curves overlap in
the accuracy/loss graphs throughout the training.

When the confusion matrix is analyzed in Figure 15,
although the true positive predictions are very good, most
errors are made between CI and AD. In the second row of
the confusion matrix, 6 images that were actually in the CI
class were incorrectly predicted by our model and classified
as AD. Likewise, 1 CN image was misclassified as AD.

The performance metrics values of the model are presented
in Table 5. The model showed high performance with 99.32%
accuracy and 99.24% Fl1-score. The results show that the
proposed model can accurately classify Alzheimer’s disease
across multiple datasets. This demonstrates the proposed
model’s strong generalization capabilities. It also outper-
formed the multi-class classification studies conducted in the
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TABLE 5. Performance metrics of model 1 with the ADNI dataset.

Recall/ Fl1-
Sensitivity score

(%)

Specificity NPV FPR FNR
(%) (%) (%) (%)

Accuracy Precision /
(%) PPV (%)

99.32 98.99 99.32 99.24 99.71 99.57 0.29 0.50

literature using the ADNI dataset (see Table 1). This sug-
gests that our model can be used successfully in Alzheimer’s
disease studies instead of state-of-the-art models. As a
result, using the suggested method, high performance can be
attained by training fewer parameters.

1) END-TO-END ONLINE SYSTEM FOR MULTICLASS
CLASSIFICATION OF ALZHEIMER'S DISEASE

Fig. 16 shows an end-to-end web-based online system for
classifying levels of Alzheimer’s disease. Since the models
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proposed in the literature are usually not implemented in an the systems by uploading relevant images. For this reason,

online system, end users do not have the opportunity to test we have integrated our proposed model into a web-based
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system so that end-users can upload the images they want
in a practical way and get the results. This will speed up
the decision-making processes of doctors and alleviate the
excessive workload on doctors in the health field.

IV. DISCUSSION
In this study, a lightweight model for diagnosing Alzheimer’s
disease was developed. Researchers propose custom mod-
els for Alzheimer’s disease in the literature. However, it is
difficult to develop custom models with successful perfor-
mance due to the limited number and imbalanced data sets.
To address this issue, transfer learning is used to train the
final layers of deep networks that have already been trained
for another problem domain. In this technique, while training
the last layers is sufficient for daily life problems, many
layers need to be retrained to solve medical problems [13].
Deep tuning (training these models from scratch) takes a
long time due to the large number of layers and parameters
to complete. In our study, we demonstrated that lightweight
models can also perform well in Alzheimer’s disease
diagnosis. Our findings have demonstrated that it is possible
to outperform transfer learning models with few parameters
through a well-designed optimization process. This shortens
the training time and reduces resource requirements.

By providing an accurate assessment of Alzheimer’s dis-
ease, the deep learning model we have developed can enhance
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patients’ quality of life, boost the efficacy of healthcare ser-
vices, and lead to advancements in treatment and research.

A. COMPARISON OF THE PREVIOUS STUDIES

In the investigations for Alzheimer’s disease diagnosis,
transfer learning [24], [28], [29], [30], [31], [32], [33],
[36], ensemble model [23], [34], [35], optimization algo-
rithms [15], [16], [21], [22], and scratch model creation [19],
[20], [25], [26], [32] methods were utilized.

The transfer learning method is the most preferred method
in the literature. Except one study [24], this method was used
for multiclass classification. The best accuracy value obtained
using the transfer learning method [36] is 98.35%. When
ensemble models in which the results of more than one model
are combined, the accuracy of the most successful model [35]
is 97.52%. Five different models were trained for this study,
and the predictions were combined using a probability-based
ensemble. These models have a large number of parameters
and a lengthy training time. Despite using fewer parame-
ters, our proposed model outperforms transfer learning-based
models in terms of accuracy, precision, recall, and f1-score
performance.

Optimization algorithms have also been used to detect
Alzheimer’s disease. Machine learning algorithms were opti-
mized with optimization algorithms in studies [21] and [22]
while hyperparameter optimization was performed in stud-
ies [15] and [16]. In [21], optimization was used to determine
the features to be used in the logistic regression algorithm,
and in [22], the parameters of the kNN algorithm were
tuned using the Bayesian optimization (BO) algorithm. Fur-
thermore, only a few hyperparameters, such as learning
rate, batch size, dropout, and optimizer, were optimized
in these studies. The study [16] employed the Arithmetic
Optimization Algorithm (AOA) to optimize the batch size
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TABLE 6. A comparison of the proposed model’s performance results with the results of similar studies.

Accuracy  Precision  Recall  F1-Score Specificity
Method References
(%) (%) (%) (%) (%)
Transfer Learning Manimurugan [30] 94.82 93.24 93.13 94.10 -
Sun et al. [28] 97.10 95.5 95.3 95.4 -
Sharma et al. [29] 90.4 90.5 90.4 90.4 -
Kumar et al. [36] 98.35 - - - -
Savas [31] 92.98 - - - -
Thangavel et al. [33] 98 - - 90 -
Yildirim and Cinar [32] 90 - - - -
Ensemble Model Sadat et al. [34] 96 95 95 95 -
Wang et al. [35] 97.52 - - 97.1 -
With the help of Lahmiri [22] 94.96 - 92.05 - 96.62
Optimization Deepa and
. . 97 96.90 96.21 95.78 96.78
Algorithms Chokkalingam [16]
96.65 96.69 96.62 96.65 98.90
Baghdadi et al. [15]
96.25 96.72 95.77 96.22 98.37
Scratch Model Wang et al. [25] 89.8 - 98.5 - 85.2
Katabathula et al. [26] ~ 92.52 - 88.20 - 94.95
Proposed model 99.53 99.51 99.77 99.63 99.84

and drop rate. Among these studies, [15] performed the
best, with 96.65% accuracy. In this study, they performed a
transfer learning study with various versions of DenseNet,
MobileNet, and VGG models and used Gorilla Troops
Optimizer for hyperparameter optimization. Our lightweight
model outperformed the studies with 99.53% accuracy.
Regarding all of the performance metrics listed in Table 4, our
lightweight model performed better than previous research
employing optimization algorithms.

Studies on scratch model development have used both
binary [19], [20] and multiclass classification [25], [26].
By having the highest accuracy, recall, and specificity among
these studies, our proposed new lightweight model outper-
formed the existing studies that proposed scratch models.
Furthermore, despite the fact that the dataset is multi-class,

VOLUME 12, 2024

only Alzheimer’s disease and control normal classes are clas-
sified in [25] and [26]. Our proposed model, on the other
hand, completes a more difficult task by classifying four
different Alzheimer’s classes.

Other studies using the same dataset as ours reported accu-
racy values of 90.4% [29], 90% [32], 98% [33], and 96.65%
[15], whereas our proposed model produced an accuracy
value of 99.53%.

Table 6 presents a comparison of the performance results
of the proposed model with the results of similar studies
that perform multi-class classification. Among all methods,
our proposed new lightweight model has better performance
indicators in terms of accuracy, precision, recall, F1-score,
and specificity values than all the studies in Table 6. This
shows the power of the proposed model. A high recall value
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is crucial because it keeps a patient diagnosed with dementia
from being classified as not having dementia. A high preci-
sion value is crucial for Alzheimer’s diagnosis because false
positive values can result in needless treatment and expenses.
Our proposed model further demonstrates the strength of our
model by providing the best F1-score for the balanced rela-
tionship between precision and recall. Our model performs
well in identifying patients who are not actually demented,
as evidenced by its high specificity. In conclusion, the pro-
posed model outperforms the studies in the literature in
terms of accurately identifying Alzheimer’s disease from MR
images.

We performed 10-fold cross validation on the Alzheimer
dataset with proposed Model 1, which has the best architec-
ture obtained as a result of optimization. As a result of 10-fold
cross validation, the average validation accuracy value was
found to be 99.29%. We applied One-Sample Wilcoxon’s
Signed Rank test between the 10 validation accuracy values
we obtained as a result of 10-fold cross validation and existing
studies.

By employing the One-Sample Wilcoxon’s Signed Rank
test, we determined the p-value to assess if there’s a note-
worthy divergence between the proposed methodology and
previous investigations, aiming to establish statistical signifi-
cance. This assessment entails a comparison of the proposed
method’s performance on the Alzheimer dataset with existing
studies to maintain fairness. Noteworthy superiority is indi-
cated by a p-value below 0.05 in the comparison between
the proposed method and each existing study. Conversely,
if the p-value exceeds 0.05, no significant disparity is evident.
The statistical test was applied to existing studies [12], [26],
[29], [30] using the same dataset as ours. Our method demon-
strates significant superiority as evidenced by p-values below
0.01 when compared individually with each existing study.

V. CONCLUSION AND FUTURE DIRECTION

The growth in Alzheimer’s disease has increased the impor-
tance of early diagnosis. Improvements in the treatment
process can be achieved by increasing the classification suc-
cess in early diagnosis. Although CNN models are widely
used in disease detection from medical images, optimized
architectures need to be created to improve classification
performance. The most important hyperparameters affect-
ing the performance of CNN architectures are the number
of convolution layers and the number of filters to be
used in each convolution layer. When we consider other
hyperparameters, there are many combinations of hyperpa-
rameters. In this study, we propose a PSO-based algorithm
to optimize the number of convolution layers, filters, and
other hyperparameters in CNN architectures for Alzheimer’s
disease severity classification. With the proposed lightweight
model, Alzheimer’s disease was classified with 99.53% accu-
racy and 99.63% F1-score in a publicly available dataset. Our
model outperforms existing studies and will reduce the work-
load of doctors and speed up their decision-making processes.
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A. LIMITATIONS

Our study has some limitations in addition to its contribu-
tions. The quality and quantity of the datasets utilized directly
affect how well CNN models detect diseases. Limited or
imbalanced datasets can cause the model to perform less well
overall and produce inaccurate findings. Furthermore, even
though our work optimized the fundamental and significant
CNN architecture-related hyperparameters, additional hyper-
parameters exist that can be adjusted to develop a model for
Alzheimer’s disease diagnosis. To address these limitations,
larger and different data sets are planned to be used in future
studies. This may improve the model’s generalizability and
ability to recognize various disease types. In addition, the
effect of various hyperparameters on model performance is
also planned to be investigated. In future studies, inception
and attention modules will be included in the optimization
process. It is critical to thoroughly assess the model’s effi-
cacy and dependability in disease identification. The model’s
practical applicability and impact on patient outcomes can be
studied in greater depth.

The suggested model’s capacity to precisely identify the
degree of Alzheimer’s disease may make it easier for medical
practitioners to diagnose patients with the condition and assist
them in managing it. Our suggested model can facilitate
patient monitoring and improve the diagnostic process in
the early stages of the disease. Managing symptoms through
early interventions and administering appropriate treatments
can help patients lead their daily lives more effectively. The
severity of Alzheimer’s disease is an important factor in treat-
ment planning. This model can help medical professionals
determine the best treatment options for patients based on
their severity level. This can help patients better manage their
symptoms. The model can provide data on the progression
of Alzheimer’s disease in patients. Additionally, the model
we suggest can aid in the efficient management of healthcare
services. This can increase the health system’s efficiency by
guaranteeing that resources are distributed properly.
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