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ABSTRACT High Efficiency Video Coding (HEVC) is designed to deliver a video communication with
better quality at reduced bit rate. For intra coding, HEVC employs an effective hierarchical quad tree
partitioning and an exhaustive optimal mode search which increases the time complexity. Aiming this issue,
we propose a Support Vector Machine (SVM)-based method to effectively predict the intra mode. Compared
to the standard HEVC encoder HM-15.0, the proposed method could reduce 57.6% of encoding time at a
bit-rate penalty of 3.3% at an average PSNR decline of only around 0.09 dB.

INDEX TERMS HEVC, intra mode prediction, RMD, SVM, Hu moments, sparse autoencoder.

I. INTRODUCTION

The explosive growth in visual communications and data
transfers increases the demand for efficient video com-
pression standards. The High Efficiency Video Coding
(HEVC) [1], jointly developed by the ISO/IEC MPEG
(Moving Picture Experts Group) and ITU-T VCEG (Video
Coding Experts Group) achieved a world wide acceptance
than its predecessors by incorporating many new techniques
like quad tree partitioning, increased number of prediction
modes, and exhaustive searches for optimal mode prediction
in intra coding. These enabled the encoders to deliver a better
output visual quality by using only one half of the bit-rate
than those existed. For the past few decades, a variety of
complexity reduction algorithms —(heuristic methods [2], [3],
[4], [25], [26]), machine learning methods [5], [6], [7], [8]),
deep learning methods [9], [10], [11] — are used to
improve the quality of HEVC video coding with reduced
computational complexities in terms of bit-rate, time and
visual quality. This letter proposes a learned model to predict
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the intra mode effectively using a non-linear kernel based
SVM classifier for classifying the optimal PU mode. In this
work:

1) We explored statistical features to reduce the compu-
tational overhead in RMD process and to effectively
represent the different sized PUs uniquely.

2) We employed a sparse auto encoder as a feature
representation tool. Even though many CNN and
other deep neural network based researches claim
good performance in HEVC intra mode coding, sparse
autoencoder based feature extraction or classification
has not been used in any of the HEVC intra mode
decision methods.

3) Most of the existing intra mode coding works
based on machine learning classification algorithms
generally classifies local as well as global feature
descriptors. We used a kernel SVM classifier for
intra mode prediction in RMD, which uses the
features extracted from a sparse autoencoder as
input.

The rest of the paper is organised as follows. Section II

briefs the proposed work based on SVM. Section III details
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the experimental analysis on the test results and Section IV
concludes the paper.

Il. LEARNING BASED FAST INTRA MODE PREDICTION
Feature extraction, SVM classification and Intra mode
predictions form the basic foundation of our proposed model,
which are explained in the succeeding sections.

A. FEATURE EXTRACTION

Statistical feature extraction method explains the local
features of an image from individual pixels as well as the
spatial correlations among the neighbouring pixels. Also
it is computationally faster, low dimensional and good at
describing simple shapes. Recently, deep learning frame-
works like sparse autoencoders showed great potential to
learn high-level feature representation of raw input data [12],
[13], [14]. Hence, we used the statistical Hu moments features
and high level latent features from sparse autoencoder in our
method.

B. HU MOMENTS FEATURES

Simply, image moments are set of statistical parameters
usually used to characterize the shape of an object in an
image. They are the weighted average of the pixel intensities
in an image. Hu [15] proposed the 7 invariants of moment
which are calculated using the normalised central moments
of an image. Since HEVC followed different PU depths, each
PU needs to be represented with a generic dimension. So we
use Hu moments to represent each PU as a vector having
seven values. Also, the encoding time of a video codec has
significant impact on the real time video processing, this
feature descriptor can be a better choice. Hence the statistical
feature vector in our method is defined as {HuM, HuM>,
HuMs, HuM,, HuMs, HuMg, HuM7}, where each HuM;
defines each of the Hu moment values.

C. SPARSE AUTOENCODER FEATURES

Autoencoders [16] are unsupervised neural networks, which
can learn hidden features from the input data and regenerates
it as the output. To better learn the features and their latent
representation, a sparse penalty term is added to the typical
autoencoder and is named as a Sparse Autoencoder (SAE).
Also, under sparse constraints, the autoencoder can extract
more efficient low dimensional features to better represent the
data [17]. Hence we consider the SAE as a feature extraction
tool in our work. Moreover, the single layer networks proved
their efficiency in learning strong feature representations
from unlabeled data [13], we also utilised a single layer SAE
as an unsupervised method for a better feature representation.
We input the Hu moments feature vector corresponding
to each PU to the SAE. The encoder takes X = {HuM|,
HuM>, HuM3, HuMy4, HuMs, HuMe, HuM7} as the input,
which is encoded by the hidden layer with seven neurons
and produce high level sparse features, hlgl). The high
level features can be defined as hlgl) = o(WDx; 4+ b,
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FIGURE 1. Training phase in the proposed method for a single QP value.

is the output of the hidden layer. Here, hl; is the hidden
layer representation, o defines the logistic sigmoid function,
W and b represents the weight matrix and bias vector,
respectively. Since we incorporate the sparse autoencoder
for a latent feature representation rather than dimensionality
reduction of features, we used seven hidden neurons to
obtain the high level features having same dimension as the
input vector. We used the default values for the sparsity
parameter p, sparsity regularisation parameter 8 and the
weight attenuation parameter A which are 0.0001, 0.05 and 4,
respectively. The latent features obtained from the SAE and
the optimal mode of each PU are treated as the input for the
supervised SVM classifier.

D. SVM CLASSIFICATION

In our work, since we have to predict an optimal intra
mode from 35 mode set, SVM [18] classifier is adopted for
a multi class classification. In the proposed method, each
sparse autoencoder feature vector has a dimension d = 7 and
we have a 35 class classification problem, nonlinear RBF
(Radial Basis Function) kernel SVM is selected for a better
classification. Also C (regularization parameter) and gamma
(defines the curvature weight of the decision boundary) are
the hyperparameters used to train the SVM model. For an
optimal classification, these parameters need to be fine tuned.
In our work, the training samples are separately cross vali-
dated to obtain the optimized gamma and C parameters for the
four Quantisation Parameters(QP). For QP={22,27,32,37},
the corresponding {gamma, C} values are {{312.5,0.50625},
{100,0.30625}, {100,0.3375}, {100,0.50625}}, respectively.

E. INTRA MODE PREDICTION

In the proposed classification based method, an off-line
training is carried out separately for QP = {22,27,32,37}
and four different trained models were build. These trained
models are incorporated into the reference HEVC codec
to further improve the coding efficiency. Video frames
are randomly chosen for training, since adjacent frames
hold much similar block patterns. To label each PU with
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FIGURE 2. Differentiating the optimal mode prediction in HM-15.0 and the proposed SVM method.

corresponding modes, the reference codec is configured to
execute with full RD optimization. The optimal intra mode
for each PU chosen by the encoder is stored as actual mode
of the PU.

After training, the intra mode prediction in the RMD stage
is performed based on the trained SVM models. For each PU,
the proposed algorithm uses a sparse auto encoder to get the
feature vector, fv = {hly, hlp, hi3, hla, hls, hlg, hl7} from the
Hu moments features {HuM, HuM,, HuM3, HuM,, HuMs,
HuM¢, HuM7} of the PU. Based on the extracted input feature
vector fv, the trained SVM classifier performed an intra mode
decision, which outputs a single value as the intra mode.
Thus, the optimal intra mode, L(fv) can be decided based on
the function:

L(fv) = argmax(P(m | fv)), ey

where L(fv) € {0,1,2,...,34}. The posterior probability
P,, [19] for each fv in the m™ class, can be described as:

Py,=Pm|fr),m=1{0,1,2,...,34}. 2)

In addition to the RMD mode, three MPMs are added to
prepare the RDO candidate list. Based on the RD cost
calculation for each candidate modes, an optimal intra mode
coding is performed with a mode having least RD cost value.
The training procedure of the proposed method is illustrated
in FIGURE 1 and FIGURE 2 differentiates the optimal mode
decision procedure in HM-15.0 and the proposed method.
From FIGURE 2, it can be noted that, in our method, a single
mode is predicted as candidate from the RMD stage instead
of 8 or 3 modes in anchor codec, irrespective of the PU depth.
In addition, the candidate mode list for RDO process gets
filled with only 4 modes (3 MPMs plus one RMD mode),
while in the anchor codec, this will be 11 or 6 with respect
to PU depth. Hence the proposed model exhibits a huge
reduction in the computational complexity. The pseudocode
of the proposed method is outlined in Algorithm 1.
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Algorithm 1 SVM-Based Intra Mode Prediction Method

1: Input: High level sparse autoencoder features.

2:  Output: Optimal Intra mode from RMD.

3:  Start with current PU.

4 :  Determine the Hu Moment features,

HuM={HuM, HuM,, HuMs, HuM4, HuMs, HuM¢, HuM~}
of PU.

5: Derive the high level sparse feature vector,fv={hl1, hl>,
hls, hly, hls, hlg, hl7}, from the HuM.

6: Perform SVM based intra mode prediction by Eq. (2).
7:  Calculate RD cost for RMD mode, CF,;4. by Eq. (1).
8 :  Perform Rate Distortion Optimisation to the RDO
candidate modes (3 MPM + 1 RMD mode).

9:  Select the optimal intra mode for the PU.

10: Proceed with the next PU.

The major modification incorporated in this method is
the usage of statistical features to get the input image
details. Since statistical features are computationally effi-
cient, we used the Hu moments to get the features of the input
image. For each image, instead of considering the 35 modes
one by one, our method extracted the image features using Hu
moment values. This calculation reduces the no: of executions
from 35 to 1. Also, we calculated the RMD cost only once
for each image. But in anchor HM 15.0, it was calculated
35 times for a single image, as it considers all the 35 modes
for each PU partitions.

Ill. EXPERIMENTAL RESULTS AND ANALYSIS

For the experimental analysis, we used the HEVC refer-
ence software, HM-15.0 and followed the common test
conditions recommended by JCT-VC [20]. All-intra main
configuration with QP = {22,27,32,37} are selected for the
evaluation. Test sequences from Class A, B, C, D and E
are used for training and testing purposes. First 100 frames
from sequences SteamLocomotiveTrain, Cactus, ParkScene,
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TABLE 1. Performance comparison based on BD-BR (%), BD-PSNR (dB)
and AT (%) of our method and anchor HEVC codec HM-15.0 at
QP=22,27,32,37.

Sequences QP HM-15.0 versus Proposed method

BD-BR BD-PSNR ATgryp ATgrpo

SteamL 22 0.39 -0.0056 -58.41  -40.18
motive °°° 27 094 00025  -5735 -37.52
(Class A) 32 177 -0.0027 -56.19  -37.36
37 220 -0.0033 -55.50  -36.40
Average 1.32 -0.0035 -56.86  -37.86
22 1.76 -0.1178 -59.69  -51.97
Cactus 27 215 -0.0439 -59.48  -49.23
(Class B) 32 229 -0.0702 -59.60  -47.61
37 3.94 -0.0768 -60.27  -50.83
Average 2.53 -0.0771 -59.76  -49.91
22 0.78 -0.0912 -58.85 -51.10
ParkScene 27 1.10 -0.0605 -58.72  -50.19
(Class B) 32 139 -0.0735 -58.37  -34.90
37 220 -0.0532 -58.94  -40.46
Average 1.34 -0.0696 -58.72  -44.16
22 2.56 -0.1727 -5531  -55.39
PartyScene 27 3.09 -0.1410 -54.44  -42.70
(Class C) 32 3.6 -0.1887 -58.72  -55.26
37 4.36 -0.1514 -54.97 -48.73
Average 3.39 -0.1634 -55.86  -50.52
22 494 -0.1869 -56.74  -53.07
BlowingBubbles 27 5.69 -0.1159 -55.65  -58.75
(Class D) 32 6.82 -0.1516 -56.50 -43.28
37 6.39 -0.1399 -54.96  -50.56
Average 5.96 -0.1485 -55.96  -51.41
22 3.76 -0.0655 -61.12  -51.20
FourPeople 27 5.62 -0.0712 -56.49  -48.36
(Class E) 32 574 -0.1204 -56.39  -47.41
37 17.35 -0.1563 -59.90 -51.16
Average 5.61 -0.1036 -5847 -49.53
Total Average 3.35 -0.09 -57.6 -47.23

PartyScene, Blowing Bubbles and FourPeople are selected
for testing. The experiments are performed on Intel(R)
Core(TM) i7-4510U CPU @ 2.60GHz with a memory
of 8 GB, and Windows 8.1 64-bit operating system.

A. PERFORMANCE EVALUATION AND ANALYSIS

In this section, we present the coding efficiency of our
method implemented in the anchor HEVC reference software
HM 15.0, as compared to some of the state-of-the-art methods
reported in the literature. Bjontegaard Delta rate (BD-BR),
the Peak Signal to Noise Ratio (BD-PSNR) [21] were
used to evaluate the performance of the proposed method.
We also used the PSNR difference (APSNR), the percentage
difference in bitrate (ABR) for the result comparison.

APSNR = PSNR e, — PSNR anchor (3)

PSNR,,.,, and PSNR,c1or defines the PSNR values of the
proposed method and HM-15.0, respectively.

Here, the PSNR values of each picture is represented
as the weighted sum of peak signal-to-noise ratio of the
luma(PSNRy) and chroma components(PSNRy and PSNRy )
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and is calculated as follows.

6 x PSNRy + PSNR PSNR
PSNR = re T SR\
Since human’s eye sensitivity is higher for luma component
than chroma component, usually higher weights are given to
luma than chroma.

Bit rate,,,, — Bit rate
ABit rate = new anchor 100 (5)
Bit rateg,chor

Bit rate,., and Bit rates,cnor defines the bit rate of
the proposed method and the reference software HM-15.0,
respectively. Besides, AT is used to evaluate the encoding
time reduction and is calculated as:

AT = Thew — Tanchor « 100 (6)
T anchor

Here, AT refers the encoding time difference between the
encoded videos using the anchor HEVC software and the
newly proposed one. Ty, and Tynenor defines the encoding
time of proposed method and anchor codec, respectively.
The comparative results of our proposed method with the
anchor HM 15.0 is described in TABLE 1. Here, BD-BR,
BD-PSNR, ATgryp, ATgrpo are the differences between
the bit rates, PSNR values, RMD time reduction and RDO
time reduction as compared with the reference HM 15.0,
respectively. The results shows that our classification based
method saves the encoding time by 57.6%, on an average
with a bit rate and PSNR loss of about 3.35% and 0.09 dB,
respectively as compared to the standard HEVC reference
software. The main reason for the time savings of our
method is that, we select statistical features to reduce the
time in feature extraction process, as well as, the kernel
SVM classifier is used to predict a single mode in the
RMD process. Instead of performing the computationally
complex operations like SATD, RD cost etc. on 35 iterations
for each PU, the encoder only needs to perform the same
for a single mode in the RMD stage and for four modes
in the RDO stage. Rather than focussing on the bit rate
improvement, we emphasis on reducing the computational
complexity of the encoder in intra mode prediction. Our
method achieved a maximum time reduction of about 59.76%
and 51.41% on average in the RMD and RDO processes,
respectively. The method also preserves the visual quality
of the videos, since the PSNR loss is only about 0.09% on
average. So, it is obvious that our method could reduce a
good percentage of encoding time in both RMD and RDO
stages without degrading the reconstruction quality of the
output videos. The bit rate increment of our method is 3.35%
on average as compared with the reference HEVC software.
It is also important to note that our method presents a
good performance in Class A and B, which includes high
definition sequences. The average time savings for all the
four QP values of SteamLocomotive, Cactus and ParkScene
are 56.86%, 59.76% and 56.72%, respectively with only
a negligible PSNR decline of about 0.0035dB, 0.0771dB
and 0.0696dB, respectively. The aforementioned sequences
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FIGURE 3. RD curve comparison of our method over HM-15.0 for QP=22,27,32,37. (a): SteamLocomotive

sequence. (b): BlowingBubbles sequence.

possess only an acceptable bit rate increments of about
1.32%, 2.53% and 1.34% on average, respectively. Thus,
it can be concluded that the proposed algorithm is efficient
to work with high definition videos without any degradation
in terms of quality. From the results, it is observed that the
bit rate loss for Class D and E sequences are about 5.96%
and 5.61% on average, respectively. But it is satisfactory as
the sequences could achieve a considerable time savings of
about 55.86% and 55.96%, respectively. While comparing the
overall performance, the new method is suitable for real time
videos, as it could deliver a reliable performance in terms of
time savings and reconstruction quality.

The superiority of the proposed method is highlighted
in FIGURE 3. It depicts the Rate-Distortion (RD) curves
for Class A (high dimension) and Class D (low dimension)
sequences. FIGURE 3 (a) demonstrates the Bit rate-PSNR
values of the Steam Locomotive sequence, which offers the
best results in our method. Also, it is clear that the bit rate
increment and PSNR decline is much less of about 1.32%
and 0.0035% on average, respectively for Class A sequence,
where there is no notable change in both values compared to
the reference HEVC encoder. FIGURE 3 (b) illustrates the Bit
rate-PSNR values of the Blowing Bubbles sequence, which
indicates a performance degradation in the proposed method.
The bit rate loss is 5.96% and the PSNR value reduced
to 0.14%, for Class D sequence and therefore the figure shows
an admissible difference in the corresponding values. From
the figures, it can be observed that for Steam Locomotive
sequence, the difference of RD performance between the
HM-15.0 and our approach is very small for all bit-rate points.
It is similar for the sequences in Class B also. This shows
that our approach can adapt to the different bit-rate points
admirably, for the high-definition sequences. For the low
definition sequence, Blowing Bubble, the RD-curve shows an
admissible difference. The difference in the RD performance
is getting wider with increasing QP values. This may be due
to the incorrect intra mode predictions made to the PUs in the
specific sequences. As it is increasingly challenging to retain
a good bit rate with an increased time savings, the bit rate loss
in our method is quite impressive considering an average time
savings around 57%. FIGURE 4 illustrates the time savings
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TABLE 2. Performance comparison of our method and other algorithms
for fast intra mode decision in HEVC.

Method BD-BR(%) BD-PSNR(dB) AT(%)
Kim et al. [22] 0.02 -0.02 -37.93
Chen et al. [23] 0.17 Not given -21.28
Zhuang et al. [24]  1.85 -0.04 -45.04
Tariq et al. [4] 1.46 -0.08 -30.53
Tariq et al. [27] 1.52 -0.09 -32.57
Tariq et al. [28] 1.87 -0.11 -34.33
Our method 33 -0.09 -57.6

of our method over HM-15.0. Since we have only a single
RMD mode, it will have an impact on the RDO time also.
Normally, HEVC has to consider a maximum of 11 modes
(based on PU depth) in RDO process. Irrespective of PU
depth, this is reduced to 4 modes in our method, thereby we
can achieve time savings in RDO process also. FIGURE 4(a)
shows the encoding time differences in rough mode decision
process of HM-15.0 and the proposed one for different QP
values. FIGURE 4(b) shows the RDO time of our method
and HM-15.0 at different QP values. It can be noted that,
the proposed method could achieve a minimum RMD time
savings of 54.96% for BlowingBubbles sequence at QP=37
and a maximum value of 60.27% for Cactus at QP=22. Also,
the RDO time savings ranges between 36.4% and 58.75% for
the sequences, Steaml.ocomotive and BlowwingBubbles at
different QP values. Overall, our method achieved an average
time savings of about 57.6% and 48.73% on RMD and RDO
processes, respectively.

TABLE 2 compares the performance of our result with
some of the HEVC fast intra mode decision algorithms.
It can be observed that our method possess a bit rate drop
of about 3.35%. But the loss is acceptable, since our method
possess a good encoding time reduction of about 19.67%,
36.32%, 12.56%, 27.07%, 25.03% and 23.27% over the
methods in [4], [22], [23], [24], [27], and [28], respectively.

We also consider the performance of the encoder by
excluding the hidden feature representation by SAE from
the proposed method. The method could reduce 73.53%
of encoding complexities as compared to HM-15.0
and 15.93% reduction on comparing with the proposed one.
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sequences.

On comparing with the anchor, this method shows a BD-BR
loss of around 5.89% on average. The PSNR value is also
degraded to 0.14 dB, which is 0.09 dB for the proposed
method. So, it can be concluded that the proposed method
outperforms the later method by reducing the average bit rate
loss to 3.35% with an improved PSNR value of 0.09 dB.

From the experimental analysis and comparisons, the
proposed kernel SVM-based fast intra mode prediction
method proved its efficiency in terms of time savings and
visual quality with acceptable bit rate drop. Also, it is
important to note that our method could achieve impressive
results on high dimensional input sequences. Therefore, the
method is more suitable for real time applications with high
dimensional quality.

IV. CONCLUSION

In summary, research on the complexity reduction in HEVC
intra coding methods still needs to be more deepened.
On the grounds, a novel classification method for intra mode
decision is proposed in this letter. Instead of using the low
level features directly, we exploited sparse autoencoder for
better feature representation. Then we replaced the exhaustive
search in the intra mode selection of standard HEVC
with an RBF kernel SVM-based intra mode prediction.
The purpose of this approach is to reduce the extensive
computational time in the RMD stage by following a single
mode prediction rather than predicting a candidate mode list.
The proposed method exhibits a better performance in terms
of computational time reduction of about 57.6% on average,
without compromising any degradation in the visual quality
of the output.

Even though we could achieve an increased time reduction
without compromising the video quality, we could not reduce
the bit rate to a greater extent for some sequences. This
may be due to the incorrect mode predictions for some
sequences, particularly low definition sequences. Here we
only considered the reduction in number of intra modes.
We can perform the same by considering the PU partitions
also. If we consider an optimized CU partition, the same
method can be used for the mode prediction to reduce
execution time to a better extend. i.e, for each image, if we
could select the single relevant PU, then we only want to
perform the mode prediction for that PU, which will reduce
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the execution time further. Also, we plan to include deep
learning methods to reduce the intra modes in the RMD as
well as RDO modules in future.
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