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ABSTRACT In today’s analysis of traffic accident reports it becomes evident that most driving accidents
result from driver drowsiness, fatigue, and lack of alertness. At these moments, drivers cannot react quickly
to such changes in their state. Characteristics of drowsy driving include closed eyes, semi-open eyes, and
yawing. In this research, a network architecture search mechanism has been used to obtain an optimal
structure for a convolutional neural network that can effectively detect driver drowsiness. The contributions
in this research include the following: Firstly, to enrich the dataset related to detecting driver drowsiness
and address shortcomings in existing datasets, several videos showcasing various drowsy states have been
extracted, and their frames have been labeled as either drowsy or natural. Secondly, an optimal convolutional
neural network structure, including the number of layers, type of objective function, etc., has been obtained
using a genetic algorithm, with FER-2013 used for achieving the optimal structure. Thirdly, transfer learning
is employed, where the optimized network obtained from the genetic algorithm is considered a feature
extraction component, and its fully connected layer is trained for the drowsy dataset. The proposed method
outperforms other approaches in accuracy and precision, achieving an accuracy rate of approximately 99.8%.

INDEX TERMS Driver drowsiness detection, convolutional neural network (CNN), neural architecture
search, genetic algorithm.

I. INTRODUCTION
The effects of fatigue and drowsiness on human health and
quality of life are essential and significant topics. This fatigue
and sleepiness can result from various issues, such as staying
awake at night for exams, events, or daily life problems.
However, their effects are ultimately the same, leading to
discomfort and risks in everyday life, work, education, and
driving [1]. A United States Department of Transportation
report reveals that numerous car accidents happen yearly
because of drowsiness. This statistic alone cannot be consid-
ered a definitive measure, as some accidents go unreported
to the police, and some accidents exact causes of drowsiness
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are undetermined. Despite efforts to prevent them, there have
been reports of 109,000 injuries and 6,400 fatalities resulting
from these accidents. Researchers say these statistics may
indicate a much larger truth [2], [6]. The financial damages
caused by drowsy driving-related accidents in the United
States have exceeded $109 billion annually [3]. The effects
of driving while drowsy can be similar to driving under the
influence of alcohol or drugs. Drowsy drivers may experience
delayed reactions, impaired judgment, and decision-making,
resulting in hazardous incidents like drifting or ignoring road
signs.

Recognizing signs of fatigue while driving, such as
yawning, nodding, and difficulty keeping your eyes open,
is essential. To prevent driving in drowsy conditions, it is
advised to pull over to a safe location and rest until feeling
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more alert, without delay. Taking regular and sufficient sleep,
refraining from driving during hours when drowsiness is
more likely, and avoiding alcohol or medications that may
increase drowsiness symptoms are smart precautions. These
safety measures can help us avoid driving while tired and
keep ourselves and others safe. As technology progresses,
road safety experts are utilizing advanced technologies to
minimize accidents on the road. With artificial intelligence
and advanced sensors, these technologies provide solutions
to help drivers prevent the dangers of driving while drowsy.
In the realm of enhancing driver safety and preventing
accidents due to drowsiness, four innovative devices have
emerged as crucial components of an integrated approach.
These devices include Detection Systems for Driver Alert-
ness, Wearable Devices, Head-up Displays (HUDs), and
Drowsiness Alarms. The Detection Systems for Driver Alert-
ness form the frontline defense, incorporating an array of
sensors like cameras and steering sensors. These sensors
work in tandem to identify subtle signs of drowsiness, such
as erratic driving patterns and changes in eye movements.
When these signs are detected, the system promptly sends
alerts, be it through sounds or vibrations, serving as a proac-
tive warning to the driver. Complementing this, Wearable
Devices in the form of smartwatches and fitness trackers
provide a continuous monitoring mechanism for the driver’s
vital signs. By closely tracking metrics like heart rate and
biometric data, these devices can discern sudden and abnor-
mal decreases in the driver’s heart rate, triggering alerts that
signify potential drowsiness. In the driver’s line of sight,
Head-up Displays (HUDs) project essential information onto
the windshield. These displays not only offer real-time data
on speed and navigation routes but also serve as a means
to detect drowsiness. By observing the driver’s eye move-
ments, the system can identify signs of fatigue and respond
promptly to ensure the driver remains attentive. As a last line
of defense, Drowsiness Alarms are strategically positioned on
the driver’s head or attached to the steering wheel. Equipped
with specialized sensors, these devices detect forward head
movements, a classic indication of drowsiness. Upon identi-
fication of such movements, a loud alarm is activated, jolting
the driver into alertness and preventing potential accidents.
This interconnected approach, weaving together the strengths
of each device, creates a comprehensive system that not only
detects but actively addresses driver drowsiness. By leverag-
ing a combination of technologies, this integrated solution
aims to significantly enhance overall driver safety and reduce
the risks associated with fatigue-related incidents on the
road.

It’s important to remember that while technologies can
prevent drowsy driving, they are not entirely reliable. Drivers
should maintain good driving habits, including getting suf-
ficient sleep and taking breaks during long trips. In the
literature, various research methods have been used to
prevent accidents by implementing different technologies.
Presented below is a review of some of these methods.
Reference [4] offers an IoT-enabled wristband device

approach for detecting driver drowsiness through machine
learning. This approach analyzes blood pulse signals and
facial skin conductance. The detection process involves test-
ing multiple machine-learning algorithms on data collected
from 9 participants. A low-cost system was developed to
detect drowsiness using a simple camera through the appli-
cation of machine vision and machine learning in a study [5].
This technique utilizes sleepiness rules based on blinking
patterns in neurology. In the results presented in [5], No alerts
were issued for an awake person, but an average of 16.1 alerts
were issued for drowsy people with 94.44% accuracy. In [6],
A deep learning-based method for detecting drowsiness has
achieved over 80% accuracy and has been effectively utilized
in high-accuracy Android applications. The proposed method
compresses the main model into a lightweight model.

A fatigue detection system based on video analysis of
drivers is presented in [7]. The system uses various visual
signals to indicate the driver’s readiness level. To detect
fatigue, parameters such as the duration of eye closure and
instances of yawning are taken into consideration. A fuzzy
system classifies the driver’s real-time status based on their
eyes and mouth data [7]. Knapik and colleagues proposed
a model for detecting driver fatigue using thermal images
and detecting yawning without interfering with the driver in
the daytime and nighttime conditions [8] Due to the rapid
development of mobile internet, the fast growth of wireless
network technologies, and the Internet of Things (IoT), fully
autonomous vehicles have made significant progress and par-
tially achieved the possibility of fully autonomous driving [9].
Two indicators can be used to identify drowsy individuals:
physiological and behavioral. Physiological indicators such
as heart rate variability, respiration rate, head movements,
and eye-related behaviors (duration, frequency, and time of
eye closure) are considered. Furthermore, driving behavior
can be indicated by factors such as time to cross lanes,
speed, steering angle, and lane positioning., are focused on
[10] and [22].

Lee and his colleagues have developed an LSTM-CNN
model that detects drowsiness using electroencephalography
(EEG) data. The EEG dataset was obtained by exposing
19 subjects to random auditory stimuli and recording their
button press responses. The LSTM-CNN model achieved an
average accuracy of 85.6% and a Kappa index of 0.77 for a
three-class classification problem. The proposed model was
used for binary classification of natural awareness (awake)
and reduced awareness (drowsiness and sleep) [11]. In a
different study, researchers analyzed a driver’s physiological
state using a wristband device that measured skin conduc-
tance [12]. Blink counting, mouth opening, and closing are
commonly used in research to detect drowsiness. When the
driver’s eyes are closed for an extended period, an alert
sound notifies them [13], [14]. The most effective method for
preventing driving accidents is by detecting driver drowsiness
and issuing alerts before they fall asleep. One can detect
drowsiness in drivers by analyzing important facial features in
an image [15]. In [16], A driver drowsiness detection system
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with 99.8% accuracy was developed using a convolutional
neural network architecture based on behavior cues.

In [17], An LSTM autoencoder architecture was used for
drowsiness detection, with ResNet-34 as the feature extrac-
tor. In another study, researchers achieved 97% accuracy in
detecting drowsiness using theMobileNet model on theMRL
eye dataset [18]. Recently, YOLO-based models have been
utilized in various classification applications. According to
reference [19], YOLOwas implemented to detect the driver’s
face and eyes using the Dlibs library, and FFV was used
as a metric to detect the driver’s state. In reference [20],
A model that uses a convolutional neural network to extract
facial image information and classify it into drowsy and
awake categories is presented. The model presented per-
formed better than networks based on transfer learning, such
as VGG-16 and ResNet-50. In [21], A method combining
Inception, LSTM, VGG, and DenseNet networks extracts
eyelid movements and blinking features to evaluate driver
drowsiness. Detecting driver drowsiness through EEG sig-
nals is another effective method [23]. In transfer learning
networks, a pre-trained deep convolutional neural network
model detects driver drowsiness based on facial features [24].
In another model, Machine vision techniques, including edge
detection, grayscale conversion, and scattering, are used with
convolutional neural networks to detect the driver’s facial
state [25]. In the study [26], a small deep-learning network
focused on VGG16 and VGG19 networks, and a multi-sensor
system was used to track and identify driver drowsiness.
In another research, researchers utilized ResNet50 for driver
drowsiness detection, considering the usual eye closure time
between 100 and 300 milliseconds. When the driver’s eyes
remain closed for more than 300 milliseconds, this condi-
tion is considered driver drowsiness [27]. Steering angle and
departure frequency are features utilized for driver drowsi-
ness detection [28]. In the study [28], three models, VGG16,
InceptionV3, and Xception, were employed to analyze the
driver’s eye features in both awake and drowsy states. Driver
drowsiness was detected by observing the eye-closure fea-
tures from recorded videos. The results indicated that the
Xception model achieves higher accuracy in detecting driver
drowsiness [29]. In another research, the VGG-16 architec-
ture was used for detecting the driver’s eye features in drowsy
and awake conditions, achieving an accuracy of 96.79% for
training and testing data [30]. In [31], a method based on
Multifractal Detrended Fluctuation Analysis (MF-DFA) has
been introduced for the identification of fatigue resulting
from long-duration driving. In this study, specific subgroups
of electroencephalogram (EEG) signals from individuals (θ :
4 ∼ 7 Hz, β: 14 ∼ 32 Hz) have been extracted. Addition-
ally, various features of the multifractal spectrum, including
the oscillation function, mass exponent, Hurst exponent,
spectral width values, and symmetry, have been precisely
examined. The results of this study encompass a comparative
analysis of individuals in different driving conditions. The
findings reveal significant variations in the values of the Hurst

exponent, spectral width, and multifractal spectrum symme-
try corresponding to different driving durations. Moreover,
in comparison to conventional fatigue detection methods, the
MF-DFA method has demonstrated itself as a more effective
approach for capturing fatigue-related features. Methods for
assessing drowsiness are not solely summarized by examin-
ing facial states. In [32], the investigation initially categorizes
methods for assessing drowsiness into three groups: behav-
ioral, vehicular, and physiological parameters. In the second
stage, a scrutiny of the top supervised learning techniques for
detecting drowsiness has been conducted. In another research
study, a comprehensive approach for driver identification
and authentication using deep learning has been presented.
This approach utilizes psychophysical data through a driving
simulator and eye-tracking system. It employs a model with
a Fully Convolutional Network (FCN) and a Squeeze-and-
Excitation (SE) block. The proposed architecture analyzes
three-second segmented windows of information to extract
unique driving features. In the task of identifying 15 drivers
in various conditions, the model achieved an accuracy of
99.60%. For driver authentication, the suggested architectural
model is combined with a Siamese neural network, yielding
high accuracy, retrieval, and F1 score [33]. In some cases,
it is necessary to examine the driver’s response to signs of
drowsiness, which is one of the most critical factors in traffic
accidents, especially when unexpected visual stimuli may
lead to accidents. In [34], using a driving simulator, an inves-
tigation has been conducted into how drivers react to such
violations with different backgrounds. Studies indicate that
novice drivers may not respond promptly to their situations,
leading to collisions with other road users. Furthermore, some
novice drivers allocate time more to looking forward and
less to assessing the surrounding environment. These find-
ings serve as inspiration for the development of advanced
driving support systems in the future. Some gadgets have
been developed to alert drivers to drowsiness, and one of
them is the FDWatch system [35]. FDWatch is an innovative
drowsiness detection system that overcomes the limitations of
existing solutions by utilizing low-cost Photoplethysmogram
(PPG) sensors and integrated motion sensors in wristbands.
This system employs advanced algorithms to extract various
drowsiness-related indicators, including detecting nodding
behavior using common PPG sensors. Another type of work
carried out in the field of driver drowsiness detection involves
combining facial features (blinks) and examining vital sig-
nals, presenting an innovative approach by merging frontal
Electroencephalography (EEG) and machine vision tech-
niques [36]. The quality of driver fatigue detection has been
enhanced using a machine vision approach based on the per-
centage of eye closure (PERCLOS) and EEG signals. In [37],
an Internet of Things (IoT)-based monitoring system for
real-time detection of driver drowsiness has been introduced.
This system comprises three levels of drowsiness detection to
monitor the driver and provide alerts if necessary. The process
begins with alcohol consumption detection as an initial safety
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measure, and if alcohol is not detected, the system proceeds to
facial recognition. At Level 1, if the relative eye closure ratio
is below a threshold, an auditory alert system is activated.
At Level 2, if the auditory alert persists for more than two
consecutive times, a human auditory alert system is activated.
At the final level, a notification with GPS coordinates is sent
to the driver’s owner or any relevant person. Infrared light is
used for drowsiness detection during nighttime.

The contributions of this research are summarized
below:

• Creating a new dataset for detecting driver drowsiness
during driving.

• A method for obtaining an optimal structure for convo-
lutional neural networks in terms of the number of layers
and other parameters is proposed.

• Using transfer learning to detect driver drowsiness.
• Comparing the proposed methods with other commonly
used convolutional neural networks, including AlexNet,
ResNet, GoogleNet, etc.

The paper is structured as follows: The second section dis-
cusses using genetic algorithms to optimize convolutional
neural network parameters represented by chromosomes.
In this research, the third section provides a brief overview of
the transfer learning networks that were utilized. In the fourth
section, we explore the neural network’s training process.
Here, we use a vast dataset of 35,887 images to determine the
ideal network structure, including the number of layers, acti-
vation functions, and more. Afterward, we apply the transfer
learning approach, utilizing the features extracted from the
source network to train the final network on data related to
drowsiness. The fifth section presents the proposed method’s
evaluation results compared to other convolutional neural
networks and discusses the findings. Finally, the conclusion
of the report is provided.

II. GENETIC ALGORITHM
In this research, a genetic optimization algorithm has been
utilized to optimize the architecture of convolutional neu-
ral networks. The genetic algorithm, as an evolutionary
optimization method, has the capability to enhance the archi-
tecture of deep neural networks. By employing the genetic
algorithm, an optimal architecture is determined for convolu-
tional neural networks. Then, through fine-tuning the drowsy
driving dataset, the performance of the deep neural network
is improved.

The genetic algorithm is one of the most well-knownmeta-
heuristic algorithms that operates based on the concepts of
natural selection, mutation, and evolution. This algorithm
is used to solve various optimization problems in different
scientific domains. Here is a brief overview of the stages
involved in the genetic algorithm.

1) Initial Random Population: The algorithm creates a
random population in the search space.

2) Population Evaluation: For each solution in the popula-
tion, the objective function of the problem is computed
to determine the solution’s fitness. In an optimization

problem, the objective function is either maximized or
minimized.

3) Crossover and Mutation Operators: These two opera-
tors generate new solutions in the search space.

4) Selection Operator: In this stage, using the selection
operator, superior solutions are chosen for the next gen-
eration. Solutions with better objective function values
have a higher probability of being selected to be part of
the next generation.

5) Algorithm Termination Conditions: The genetic
algorithm iterates until it reaches termination con-
ditions (step 2). Termination conditions can include
maximum generations, maximum objective function
evaluations, or achieving a specific level of accuracy
in the objective function.

6) Optimal Solution: The best solution among all mem-
bers of the population is considered the optimal
solution.

The overall process of the genetic algorithm is depicted in
Figure 1.

III. DEEP TRANSFER LEARNING
Transfer learning networks such as ResNet, GoogleNet,
AlexNet, and other architectures are considered among the
most important architectural structures in deep neural net-
works for image classification. Convolutional networks are
highly regarded for their unique features and ability to
achieve excellent image processing performance, especially
in image classification, due to their large convolutional
layers.

Transfer learning networks are initially trained as a base
model and learn general image features from large-scale
datasets like ImageNet. Then, these learned features are used
as input for smaller networks, which accelerates the training
process. By employing transfer learning networks, the need
for a large amount of training data is reduced. This means that
efficient models can be trained with fewer training images.
Utilizing pre-trained features from transfer learning networks
typically leads to improved accuracy and performance in
image processing tasks.

Given these advantages, transfer learning networks are
prevalent and effective in research and practical applications
in image and video processing today. In this study, the results
of the proposed method are compared with several trans-
fer learning networks, the architectures of which are briefly
described below.

A. ResNet
ResNet-50 is one of the popular architectures in object
recognition and image classification using deep neural net-
works [38]. This architecture is derived from the ResNet
family. These networks are used to address the gradient
vanishing problem in deep networks, and their development
has led to significant advancements in image classifica-
tion. In Figure 2, the structure of the ResNet-50 network is
depicted.
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FIGURE 1. Genetic algorithm optimization process.

B. MOBILENET
MobileNet is a convolutional neural network architecture
with a highly appealing structure [39]. One of the signifi-
cant advantages of MobileNet is its efficiency in resource-
constrained environments. This network can run on devices
with limited memory and processing power, using fewer
parameters than other networks. MobileNet is a suitable
choice for execution on smartphones and mobile devices with
constrained resources. This feature highlights the increased
importance of MobileNet in applications and devices that
require fast and efficient image processing. Figure 3 illus-
trates the structure of the MobileNet network.

C. VGG
VGG is another famous architecture in computer vision
and image processing [40]. This architecture, with its small

convolutional layers and many neural network layers, excels
in detecting various components within images. It is used
as a valuable tool in object recognition and image capture.
The Geometry Group research team at the University of
Oxford presented the VGG architecture. Figure 4 illustrates
the structure of the VGG network.

D. GOOGLENET
The GoogleNet architecture is one of the highly successful
architectures in machine vision and image processing [41].
It was developed by Google’s research team to enhance the
performance of deep neural networks in object recognition
within images. One prominent feature of GoogleNet is its
use of complex structures known as ‘‘Inception modules,’’
which allow information to be extracted in parallel from
various image features. Figure 5 illustrates the structure of
the GoogleNet network.

IV. PROPOSED METHOD
A. DESIGNING AN OPTIMAL CNN STRUCTURE BASED ON
A GENETIC ALGORITHM
Designing and selecting an appropriate structure for a con-
volutional neural network always comes with challenges
that must be carefully managed. Several influential factors
in the design of CNNs can directly impact their perfor-
mance, including the number of layers, filter sizes, the
number of neurons in each layer, the amount of training
data, and hardware settings. Inappropriate choices for these
factors can lead to overfitting, reduced performance, or other
issues. In recent research, various methods have been used to
obtain the structure of convolutional neural networks, one of
which is evolutionary optimization algorithms. In this study,
as depicted in Figure 6, the genetic optimization algorithm
has been utilized to obtain an appropriate structure for con-
volutional neural networks.

To determine the appropriate number of layers and the
structure of a convolutional neural network (CNN) for detect-
ing driver drowsiness, we first obtain the optimal CNN struc-
ture using a genetic algorithm in an evolutionary approach
based on the FER-2013 dataset. The FER-2013 dataset con-
sists of 35887 images categorized into six classes. To better
understand the optimization process in the genetic algorithm
for obtaining the optimal CNN structure, as depicted in
Figure 7, a chromosome in the genetic algorithm is defined
as the parameters of a convolutional layer and a fully con-
nected layer. As seen in Figure 7, these parameters include
the number of filters in the convolutional layer (F1), kernel
size (K), dropout rate (D1), the activation function of the
convolutional layer (A1), the number of neurons in the dense
layer (N), the activation function of the dense layer (A2),
dropout rate (D2), and the number of epochs for network
training (Ep). Together, these parameters form the chromo-
some and the genetic algorithm is used to optimize them.
A CNNwith one convolutional layer and one fully connected
layer is initially designed based on the FER-2013 dataset
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FIGURE 2. Structure of the ResNet-50.

FIGURE 3. Structure of the MobileNet.

FIGURE 4. Structure of the VGG.

using the genetic algorithm to obtain its optimal structure.
Subsequently, as shown in Figure 10, while keeping the
structure of the first convolutional layer fixed, a second

convolutional layer is added along with another fully con-
nected layer. Again, the optimal structure is determined
using the genetic algorithm with the FER-2013 dataset.
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FIGURE 5. Structure of the GoogleNet.

FIGURE 6. Optimization of CNN network structure using genetic algorithm.

FIGURE 7. Chromosome definition in the genetic algorithm for CNN
structure optimization.

As illustrated in Figure 10, this process continues until no
improvement in the performance of the CNN is observed by
adding a convolutional layer.

In the genetic algorithm, two operators, mutation and
crossover, play a crucial role in achieving the optimal
solution. In this study, both uniform mutation and uniform

FIGURE 8. Sample of a mutation performed for a parent.

crossover operators have been used. The pseudo-codes
related to mutation and crossover are provided in
Algorithms 1 and 2, respectively. The proposed mutation
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FIGURE 9. Sample of a crossover performed for two parents.

FIGURE 10. Optimization process of CNN structure using genetic algorithm.

method in the genetic algorithm, as shown in Algorithm 1,
is performed by randomly selecting three indices from a
solution. Based on the indices chosen, a change is made to the
solution, A performed sample of this algorithm is illustrated
in Figure 8. Additionally, the uniform crossover method has
been employed in this research to combine two solutions.
In this method, each corresponding pair of genes from the
parents is considered separately. Then, a random number
between 0 and 1 is generated for each pair. If this random
number is less than 0.5, the gene corresponding to the first
parent is selected and transferred to the child. However, if the
random number is equal to or greater than 0.5, the gene corre-
sponding to the second parent is chosen and transferred to the
child. Uniform crossover is a simple and effective method for

generating diversity in the genetic algorithm population and
greatly aids in improving the algorithm’s performance. A per-
formed sample of this algorithm is illustrated in Figure 9.

B. GENERATING A DATASET FOR DRIVER DROWSINESS
DETECTION
In this study, to have a good CNN model for detecting driver
drowsiness, we require a dataset with appropriate diversity
covering all possible states of a driver, including normal,
fatigue, and drowsy conditions during driving. The following
steps outline the dataset creation process:

1) Collecting and Selecting Videos: Initially, videos
related to the natural, fatigue, and drowsiness states of
drivers are gathered from various sources.
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Algorithm 1Mutation Operator for CNN Architecture Optimization
1. Initialization:Mutation Rate
2. Input:Solution. // Current Architecture
3. // Create a copy of the Solution called MutatedArchitecture.
4. MutatedArchitecture = Solution
5. //Selecting three unique random indices from 0 to Len (MutatedArchitecture)-1, denoted as i, j, and k.
6. IndexList = [i, j, k]
7. For each index in IndexList
8. Switch(index)
9. Case 0:
10. //Change of number of filters.
11. MutatedArchitecture [index] = Choice ([16, 32, 64])
12. Case 1:
13. //Change of number of neurons.
14. MutatedArchitecture [index] = Choice ([128, 256, 512])
15. Case 2:
16. //Change of kernel size.
17. MutatedArchitecture [index] = Choice ( [3], [5], [7])
18. Case 3:
19. //Change of activation function of convolution layer.
20. MutatedArchitecture [index] = Choice ([’ReLU’, ‘LeakyReLU’, ’ELU’])
21. Case 4:
22. //Change of activation function of dense layer.
23. MutatedArchitecture [index] = Choice ([’ReLU’, ‘LeakyReLU’, ’ELU’])
24. Case 5, 6:
25. //Change of dropout weight of convolution layer or dense layer.
26. //Generate a random value for ‘‘b’’ in range [−0.2, 0.2].
27. b = UniformRandom[−0.2, 0.2]
28. MutatedArchitecture [index] = |MutatedArchitecture [index]+b|
29. //Checking the range of the value of MutatedArchitecture [index] in [0.1, 0.5].
30. Case 7:
31. //Change of number of Epochs.
32. //Generate a random value for ‘‘r’’ in range [0, 1].
33. If r ≤ 0.5 then
34. TempValue = RandomInteger[−5, 5]
35. MutatedArchitecture [index] = MutatedArchitecture [index]+TempValue
36. //Checking the range of the value of MutatedArchitecture [index] in [100, 250].
37. End if
38. End switch
39. End for
40. Output:MutatedArchitecture

2) Image Framing: The videos are converted into frames,
turning the video into multiple images captured at
different moments. These images depict the natural
fatigue and drowsiness states of the driver.

3) Face Region Detection: In this stage, facial detec-
tion algorithms are utilized to identify important facial
regions such as eyes, mouth, and cheek areas. This
step focuses on regions relevant to fatigue and driver
drowsiness.

4) Color Conversion and Image Resizing: The extracted
images are first converted to grayscale. This conversion
reduces the dimensionality of the data and helps focus
on important features. Subsequently, the dimensions of

the images are resized to 48 by 48 pixels for easier and
cost-effective computations.

5) Image Labeling: Images are accurately labeled based
on the natural fatigue and drowsiness states of the
driver.

The stages of creating the drowsiness dataset are shown in
Figure 11.

C. FINE-TUNING A CNN FOR DRIVER DROWSINESS
DETECTION
As previously discussed in earlier sections, in this study,
an optimal convolutional neural network (CNN) struc-
ture was initially developed using a genetic optimization
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FIGURE 11. Stages of creating the drowsiness dataset.

Algorithm 2 Crossover Operator for CNN Architecture
Optimization
Input: parent1, parent2
// initialize empty lists for the two CNN structures
child1 = []
child2 = []
// Iterate over each gene position in the parents
for i from 0 to length(parent1) - 1 do:
// Randomly decide whether to inherit the gene from
parent1 or parent2

if random () < 0.5 then:
// Inherit the gene from parent1 for child1
child1[i] = parent1[i]
// Inherit the gene from parent2 for child2
child2[i] = parent2[i]

else:
// Inherit the gene from parent2 for child1
child1[i] = parent2[i]
// Inherit the gene from parent1 for child2
child2[i] = parent1[i]

// Return the resulting CNN structures
return child1, child2

algorithm based on the FER-2013 dataset. This model served
as the initial foundation for emotion recognition. Subse-
quently, to adapt this network for driver drowsiness detection,
a drowsiness dataset was utilized (the stages of creating
the drowsiness dataset are explained in Section IV-B of the
paper). This stage, known as ‘‘Fine-tuning,’’ provides the
capability to reconfigure the network using the knowledge

acquired during training on the FER-2013 dataset. This
approach leverages past experiences and utilizes the net-
work’s knowledge in emotion recognition to enhance the
accuracy and performance of the CNN for driver drowsiness
detection. Figure 12 illustrates the optimized neural network
structure for driver drowsiness detection, which comprises
six convolutional layers and one fully connected layer.

According to Figure 13, in this study, a real-time driver
drowsiness detection system based on Convolutional Neural
Networks is presented. This system analyzes images captured
from the driver to determine whether the individual is drowsy
or not. The drowsiness detection system rapidly assesses
driver images within a few seconds. Initially, the system
employs image preprocessing to determine whether the driver
is blinking. The images are sent to the operating system
if a blinking state is detected. At this stage, the operating
system decides whether the driver is at risk of drowsiness
or not. If a drowsiness risk is identified, a warning signal is
issued to the driver to help them prevent potential hazards.
This drowsiness detection system, utilizing CNN and image
processing, enhances safety and well-being in transportation
scenarios. It assists drivers in staying attentive to their driving
safety in critical situations such as drowsiness, thus improv-
ing transportation security and health.

V. EXPERIMENTAL RESULTS
This section presents the results of design and implementa-
tion using the TensorFlow library on a computer with speci-
fications of a core i7, 16G DDR5 RAM, and a 3070 graphics
card. In this research, the results of the proposed method
have been compared with various pre-trained networks
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FIGURE 12. Optimal CNN structure for driver drowsiness detection.

FIGURE 13. Real-time driver drowsiness detection system based on CNN structure.

such as VGG, ResNet, GoogleNet, and Mobilenet. Expla-
nations about their structures are provided in Section III.
Additionally, the results have been compared with several
convolutional neural networks and methods [4].

A. PARAMETER SETTING
Table 1 provides a complete list of all the parameters required
for simulating the results of this research. The values of
parameters related to the genetic algorithm and other convo-
lutional neural networks are reported in this table.

B. EVALUATION METRICS
The following metrics have been used to assess various mod-
els in analyzing the results of this research. These metrics
are used to compare the best performance of each of the
convolutional neural networks:

Accuracy =
TP+ TN

TP+ TN + FN + FP
(1)

Sensitivity =
TP

TP+ FN
(2)

Specificity =
TN

TN + FP
(3)

Precision =
TP

TP+ FP
(4)

Negative predictive value (NPV )

=
TN

TN + FN
(5)

F1 − score = 2 ∗
sensitivity ∗ precision
sensitivity+ precision

(6)

TP refers to the number of data points the model correctly
predicted as belonging to the sleep disorder class. TN refers
to the number of data points the model correctly predicted
as belonging to the normal class. FP refers to the number of
data points where their class has been incorrectly predicted
as the sleep disorder class. FN refers to the number of data
points where their class has been incorrectly predicted as the
normal class.

Furthermore, for further analysis of the results and to
eliminate the initial conditions of convolutional neural net-
works, including initial weights, the following metrics for
the accuracy metric have been reported after ten indepen-
dent runs of each method. These pieces of information
show us how well the models perform under different
conditions.

• Best: The best-obtained accuracy value from 10 inde-
pendent runs of each model.

• Worst:Theworst obtained accuracy value from 10 inde-
pendent runs of each model.

• Mean: The average values of accuracy obtained from
10 independent runs of each of the models.

• Variance (VAR): This metric indicates the level of vari-
ability and deviations of results from the mean. A larger
variance signifies more irregular results.

• Standard Deviation (STD): The value of this metric
is calculated based on the square root of the variance
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TABLE 1. Parameter setting.

and indicates the extent of data deviation from the mean.
Smaller values represent result stability.

• Confidence Interval (CI): This metric shows a range
around the mean value that is typically (usually 95%)
certain to contain the actual value of the metric.

VI. EVALUATION OF THE PROPOSED METHOD
In this section, the results of evaluating the performance of
the proposed model in comparison to other convolutional
neural networks in detecting driver drowsiness are reported.
For this purpose, the proposed method has been compared
to other common approaches, including GoogleNet, VGG,
Mobilenet, Resnet, and several CNNs. The evaluation of the
models’ performance includes measuring detection accuracy,
execution time, and other relevant performance metrics. The
results of these comparisons provide us with valuable insights
into the capabilities and efficiency of convolutional neural
network models in detecting driver drowsiness. This research
aims to enhance road safety and reduce drowsiness-related
road accidents, contributing to improving public health and
safety on the roads.

In this study, we have utilized a dataset comprising
7342 samples related to driver drowsiness, and the data gen-
eration process is described in Section IV-II. These data have
been randomly divided into three sets: approximately 70% of
the data (about 5125 samples) are used for the training phase,
about 20% of the data (about 1483 samples) are allocated
for testing the models, and finally, roughly 10% of the data
(about 734 samples) are used for validation. Additionally,
special attention has been given to ensuring that there is no
overlap in the images of individuals between the training,
validation, and testing datasets. This consideration allows for

a more accurate evaluation of the models’ performance and
eliminates dependencies between images.

Table 2 shows the best-performing convolutional neural
networks’ results in detecting driver drowsiness, considering
various evaluation metrics, including Accuracy, Sensitivity,
Specificity, Precision, NPV, and F1-score. Based on the cal-
culatedmetrics in Table 2, the comparison of different models
demonstrates that there are significant differences in their
performance. In terms of the accuracy metric, the results
obtained from models such as GoogleNet, VGG, Mobilenet,
Resnet, and other deep neural network architectures indicate
that somemodels, such as ResNet with 2-dense layers and the
proposed method, exhibit very high accuracy, with values of
99.59% and 99.79%, respectively.

Regarding the sensitivitymetric (or True Positive Rate), the
results of different models show how many of the positive
samples (true cases of driver drowsiness) the models have
correctly identified. In comparison to Accuracy, Sensitivity
places greater emphasis on correctly detecting positive cases
and attaches greater importance to preventing false negatives
(misclassifying the absence of drowsiness). The sensitivity
results indicate that some models, such as GoogleNet with
1-dense layer and the proposed method, have very high Sen-
sitivity, with values of 99.58% and 100.00%, respectively.
This information demonstrates that these models have a high
capability in detecting positive cases of drowsiness, which
can be highly beneficial in applications such as enhancing
safety in driving.

Regarding the Specificity metric (or True Negative Rate),
the evaluation results of the models show how many of the
negative samples (true cases of the absence of driver drowsi-
ness) the models have correctly identified. More precisely,
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TABLE 2. Evaluation results of different architectures.

TABLE 3. True Negative, False Negative, True Positive, and False Positive values for different structures.

specificity is a metric that reduces false positives (misclassi-
fying the presence of drowsiness). The results indicate that
some models, such as VGGwith 2-dense layers, ResNet with
2-dense layers, and the Proposed Method, exhibit very high
Specificity, with values of 99.31%, 99.45%, and 99.58%,
respectively. These results demonstrate that these models
have a high capability in detecting negative cases of the
absence of drowsiness.

The Precision metric indicates how many positive cases
(driver drowsiness) the different models have correctly iden-
tified. The results show that the VGG model with 2-dense
layers (99.33%) and the ResNet model with 2-dense layers
(99.47%) exhibit high precision in detecting drowsiness. This
indicates their excellent ability to reduce false positives.
Additionally, the proposed method also achieves very high
precision (99.60%), demonstrating that this approach can
contribute to improving the detection of driver drowsiness in
driving scenarios.

The Negative Predictive Value (NPV) metric indicates how
many of the negative cases (absence of driver drowsiness)
the models have correctly identified. The results show that

the proposed method achieves a very high NPV (100.00%),
indicating its excellent ability to reduce false negative errors.
Additionally, the VGG model with 2-dense layers and the
ResNetmodel with 2-dense layers also exhibit very highNPV
values (99.72% each), demonstrating that these models have
effectively optimized their performance in detecting negative
cases. These results are significant as, in applications such as
enhancing road safety, reducing false negative errors holds
high importance. Moreover, based on the F1-score metric,
the proposed method ranks highest compared to other con-
volutional neural networks. The results in Table 2 indicate
that the architecture and settings of the dense layers in the
proposed model have played a significant role in detecting
driver drowsiness.

Table 3 displays the values of True Negative, False
Negative, True Positive, and False Positive for different meth-
ods. As observed, the proposed method exhibits the best
results.

For further evaluation of the results, Table 4 reports
the assessment of the accuracy metric for different archi-
tectures over ten independent runs. As seen in Table 4,
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TABLE 4. Evaluation of Accuracy metric for different architectures in 10 independent runs.

TABLE 5. The structure obtained from the proposed method for driver drowsiness detection.

the ResNet + 2-layers dense and proposed method occupy
the top positions. In terms of the ‘‘worst’’ metric, the models
ResNet + 1-layer dense, ResNet + 2-layers dense, and the
proposed method also hold the highest positions.

Based on the average metric presented in Table 4,
we can see that the proposed method, with an average of
98.91, exhibits the best performance and has achieved a
higher average in detecting driver drowsiness. The models
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FIGURE 14. Evaluation of accuracy metric for different architectures in 10 independent runs.
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FIGURE 14. (Continued.) Evaluation of accuracy metric for different architectures in 10 independent runs.

VGG + 2-layers dense and ResNet + 2-layers dense also
rank second and third with averages of 98.56 and 98.55,
respectively. In contrast, the CNN 4-layers + 1-layer dense
model has a lower performance with an average of 83.82.
In terms of standard deviation and variance, the MobileNet
+ 1-layer dense method holds the highest rank.

According to Table 4, the Confidence Interval metric pro-
vides important information about the stability of model
performance in detecting driver drowsiness. This metric indi-
cates how likely the performance values of models will
vary around their mean. Models with lower standard devi-
ation exhibit better stability in their performance. Based on
the presented results, the Proposed Method and VGG +

2-layer dense models have lower standard deviations and
demonstrate relatively stable performance in detecting driver
drowsiness. In contrast, the CNN 4-layers + 1-layer dense
model has a higher standard deviation, indicating less sta-
bility in its performance. This information helps in making
decisions related to the use of different models in real-world
applications and emphasizes the importance of stable models
in pattern recognition and more accurate predictions.

In evaluating machine learning models’ performance, the
time required for training each model plays a significant
role. The training time for models is associated with their
performance and efficiency, and typically, more complex
models with a larger number of parameters require more
time for training. Based on the presented results, the VGG +

1-layer dense and VGG + 2-layer dense models require a
longer training time than other models. On the other hand, the
MobileNet + 1-layer dense and MobileNet + 2-layers dense
models require less training time than the others. The training
time for the proposed method model is 49,500 seconds. This
time appears to be relatively moderate and indicates that the
proposed method strikes a balance between training speed
and desirable performance in detecting driver drowsiness.

Table 5 displays the optimal convolutional neural network
architecture obtained by the proposed method for driver
drowsiness detection.

The confusion matrix for different models for drowsiness
detection based on the accuracy metric is shown in Figure 14.
As seen in Figure 14, the proposed model outperforms other
models in terms of accuracy. This means that the proposed
model has better capabilities in correctly identifying both
positive and negative samples. Additionally, the VGG +

2-dense layer model performs particularly worse in terms
of False Positives (FP) compared to the proposed model.
Overall, the proposed approach has demonstrated better per-
formance than other models and can be a suitable candidate
for addressing the problem of drowsiness detection in drivers
during driving.

VII. CONCLUSION
This article employs advanced approaches to detect fatigue
and drowsiness in drivers during driving. The main solution
proposed in this research is the use of a genetic algorithm
in combination with a neural network architecture search to
find an optimal structure for convolutional neural network
models. This approach can design and enhance a model
with high accuracy and good detection capabilities. One of
the strengths of this study is the utilization of a large and
diverse dataset, including more than 7342 images of drivers
during driving. This dataset allows training the network under
more realistic conditions and improving model performance.
Transfer learning has also been utilized to transfer valuable
information obtained from the source dataset (FER-2013)
to the proposed model’s optimal architecture. The results
obtained from designing and implementing various models
show that the proposed method outperforms other models
in terms of different metrics such as Accuracy, Sensitivity,
Specificity, Precision, NPV, and F1-score. The main con-
clusion of this research is achieving a 99.8% accuracy in
detecting driver drowsiness. This result demonstrates that
the combined approach presented can be an effective tool
for enhancing safety in driving environments and preventing
road accidents. Furthermore, this research has faced chal-
lenges, such as the need for powerful hardware. Suggestions
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for future work include designing full-parameter models
using genetic algorithms and using newer optimization algo-
rithms to achieve even better accuracy. Overall, this research
demonstrates that the combination of network architecture
search, transfer learning, and genetic algorithms can help
improve the performance of fatigue and drowsiness detec-
tion models and be valuable for enhancing safety in driving
environments.
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