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ABSTRACT With the increasing frequency and sophistication of network attacks, network administrators are
facing tremendous challenges in making fast and optimum decisions during critical situations. The ability to
effectively respond to intrusions requires solving a multi-objective decision-making problem. While several
research studies have been conducted to address this issue, the development of a reliable and automated
Intrusion Response System (IRS) remains unattainable. This paper provides a Systematic Mapping Study
(SMS) for IRS, aiming to investigate the existing studies, their limitations, and future directions in this
field. A novel semi-automated research methodology is developed to identify and summarize related works.
The innovative approach not only streamlines the process of literature review in the IRS field but also
has the potential to be adapted and implemented across a variety of research fields. As a result of this
methodology, 287 papers related to the IRS were identified from a pool of 6143 studies extracted by the
developed web robot based on initial keywords. This highlights its effectiveness in navigating and extracting
valuable insights from the extensive body of literature. Furthermore, this research methodology allows the
identification of prominent researchers, journals, conferences, and high-quality papers in the field of study.

INDEX TERMS Intrusion detection system, intrusion response system, systematic mapping study.

I. INTRODUCTION
In today’s interconnected world, the increasing sophistication
of cyber threats poses significant challenges to the secu-
rity of computer networks. Attackers are constantly finding
new ways to infiltrate and compromise networks, making it
essential to develop robust and effective security solutions.
An IRS is an integral component of the defense life-cycle
that focuses on responding to detected intrusions by selecting
appropriate countermeasures [1]. Designing an effective IRS
presents several challenges [2]. One of the key challenges
is accurately estimating the cost of response and selecting
the optimal response that aligns with network performance
requirements. The selected response should effectively mit-
igate intrusions while minimizing disruptions to legitimate
network traffic. Making the wrong choice can lead to unin-
tended consequences such as denying access to authorized
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users or decreasing overall network performance. Deal-
ing with the high volume of alerts generated by Intrusion
Detection Systems (IDS) and minimizing the time between
intrusion detection and response selection are other important
challenges faced by intrusion detection systems.

In recent years, many research works have been published
to address these challenges in IRS design. However, the
development of an effective multi-objective response system
that can address these challenges remains a prominent issue
in this field. Also, a study has not been conducted to evaluate
and determine the gaps between these issues Reviewing this
literature requires the use of a research method. Two research
methods in the literature review are systematic mapping study
(SMS) and systematic literature review (SLR) [3], [4]. SLRs
and SMSs have different objectives. SLRs involve in-depth
studies of narrow areas, using specific research questions and
meta-analysis to generate new knowledge. On the other hand,
SMSs aim to provide comprehensive overviews and map-
pings of broader research fields. Therefore, when the goal is
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TABLE 1. Taxonomy of existing IRSs (primary studies).

to determine and categorize studies within a specific field,
an SMS is used to map the related studies to identified cate-
gories and topics. The process of conducting an SMS involves
defining research questions, planning the study, conducting
a comprehensive literature search, screening and extracting
data from related studies, analyzing the data, assessing study
quality, and reporting the findings. The objective of this paper
is to provide an SMS that comprehensively investigates IRSs,
addressing challenges, advancements, and future directions.
Some studies have presented various categories for IRSs
based on automation level, collaboration capability, response
cost, response time, response selection, and collaboration
capability, as listed in Table 1. We utilize these studies to
initiate our search process.

The main contributions of this paper are as follows:
• This paper presents a comprehensive SMS addressing
the limitations and challenges of IRS and provides
a roadmap for researchers interested in conducting
research in this field.

• Aweb robot is developed to automate the search process
for related studies across diverse resources includ-
ing journals, conferences, workshops, books, technical
reports, and thesis, contributing to the efficiency and
comprehensiveness of the study.

The rest of this paper is organized as follows. In Section II,
the method process is described in detail. In Section III,
we describe the challenges of IRSs and our mapping study.
In Section IV, the results and future directions are discussed.
Finally, in Section V, the conclusion is presented.

II. METHOD PROCESS
This paper presents an SMS for IRSs. This process is divided
into three main stages: planning, conducting, and analyzing.
The planning stage includes 4 phases, as shown in Fig. 1.
In the following, we explain the details of the phases and
strategies used in our proposed SMS. It should be noted
that the proposed SMS in this study is written in the C#
programming language and utilizes the JSON1 data format.

1JavaScript Object Notation.

A. PLANNING THE MAPPING STUDY
We begin the review process by defining the scope and
research questions (RQs) that will guide our investigation.
The next step is to establish a search strategy.

1) DEFINING THE RESEARCH QUESTIONS (RQ)
RQ is a critical first step in any review process as it helps
to narrow the scope of a topic into a specific area of study.
Finding a suitable answer to the RQ can facilitate progress
in research. In this study, six distinct research questions have
been proposed and are presented in Table 2, along with their
motivation.

2) DETERMINE THE SEARCH STRATEGY
While most search methods rely on manual search and
backward snowballing to identify related studies [11], our
approach utilizes a web robot to automate the search process.
Once the research scope is defined, the developed web robot
automatically explores studies and information relevant to
the research field, including papers published in journals,
conferences, workshops, books, technical reports, and thesis
which serves as our search space. The search process consists
of four phases, illustrated in Fig. 1.

• Phase 1: In this phase, an initial set of primary studies
is identified, including review studies and surveys col-
lected through an expert’s informal search, as presented
in Table 1. From these studies, an initial set of keywords
is extracted, and the expert may also add some keywords
to this set.

• Phase 2: In this phase, the web robot searches for related
studies in the Google Scholar environment using the
keyword set as a reference. Google Scholar is chosen
as a reference for extracting related studies in this study.
After that, an expert reviews this set to identify related
papers and eliminate unrelated ones based on the crite-
ria in Table 3. Additionally, the cited papers from the
primary studies set are added to the initial paper set as
related studies. The result of this phase is a paper set that
includes all the related studies in the research field.

• Phase 3: In this phase, the web robot extracts authors’
information and search spaces (such as journals, con-
ferences, workshops, etc.) for each related study from
sources like Google Scholar and publisher websites.
This information is utilized to address the RQs. How-
ever, due to constraints in the data extraction pro-
cess, such as the unavailability of direct access to
the reference site, there may be some missing values.
To address this, an expert manually adds the missing
values to the dataset. Additionally, the set of keywords
is updated based on the keywords found in related
studies.

• Phase 4:In this phase, after the data extraction, the
results are analyzed by an expert to answer the research
questions. In this step, the expert manually determines
the type of response system and the specific network
domain of the related studies. Then, these studies are
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FIGURE 1. Method process.

TABLE 2. Research Questions (RQs).

mapped to the research tree, which is described in detail
in Section IV. The outcomes and statistical informa-
tion of this phase can provide sufficient knowledge to
effectively address the RQs.

3) DEFINITIONS
In this section, we will provide definitions to clarify our
search strategy.

• Defining the search space
The search space includes journals, conferences, work-
shops, books, technical reports, and thesis. We add

survey studies (the primary studies set in Table 1) and
their references to the initial papers set. The remaining
search space is completed by the web robot during the
search process (phase 2). The time interval for the search
process is from 1996 to March 2023.

• Specifying the search arrangement
Asmentioned earlier, our objective is to identify all stud-
ies in the field of IRS. To accomplish this, it is crucial
to select the appropriate keywords. First, we extracted
keywords from the primary studies set (Table 1) and
added them to our keyword set. Furthermore, additional
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FIGURE 2. Search space information.

TABLE 3. Unrelated paper exclusion criterion.

keywords were included in this set based on the expert’s
opinion. Then, the keywords are sorted based on their
importance to initiate the search process.

• Determining the related studies
Since manual searches to identify related studies are
time-consuming, we have proposed a method that sig-
nificantly reduces search time by using a web robot.
The web robot employs the keyword set to find related
studies.
However, to ensure the inclusion of only related stud-
ies and to eliminate unrelated ones caused by common
keywords in other research fields, an expert care-
fully assesses the title, keywords, and abstract of each
study. Consequently, unrelated studies are excluded
from the initial papers set based on the exclusion cri-
terion presented in Table 3. This approach aims to

TABLE 4. Search space exclusion rules.

enhance the accuracy and performance of our proposed
method.

• Determining high-quality search space
The proposed SMS process first utilizes the web robot
to obtain all search spaces to cover all research field
studies. As high-quality studies are typically published
in high-grade search spaces, we have defined rules for
selecting these studies.We have considered various stan-
dard qualification metrics for each search space type,
including SJR (SJR 2022), Impact Factor (JCR 2022),
H index, CiteScore (2022), Best quartile for journals,
and metrics such as Qualis (2012) and ERA (2010) for
conferences and workshops. Table 4 shows the exclu-
sion rules. Obviously, studies satisfied by these rules
are discarded as low-quality studies. Due to the lack of
appropriate criteria to determine the quality level of the
thesis, technical report, and book, we focused solely on
journals and conference papers.
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TABLE 5. Sample unrelated studies.

4) DATA EXTRACTION
Data extraction is performed in phase 3, where the web robot
collects valuable data from multiple sources, including pub-
lishers’ websites, Google Scholar, Scopus, Scimagojr.com,
and Conferenceranks.com. Due to limitations in accessing
certain resources, the web robot only extracts the starred
information in Fig. 2, and the remaining information is
completed by the expert.

B. CONDUCTING THE MAPPING STUDY
According to the definitions and strategies of the SMS pro-
cess, the web robot found 6143 non-duplicate studies based
on the initial keyword set. Subsequently, the expert excluded
unrelated studies using the criteria presented in Table 3.
As a result, 287 papers remained as related studies. Table 5
shows a sample of unrelated studies along with the reasons
for their exclusion. For instance, Study 76th lacks contribu-
tions to intrusion response and focuses solely on intrusion
detection, leading to its exclusion based on the EC3 crite-
rion in Table 3. Furthermore, Tables 6 and 7 a sample of
journals, conferences, and workshops that were discarded
based on the exclusion rules specified in Table 4. Table 8
shows the number of related studies based on their search
space type. Lastly, after selecting the related studies and
extracting the necessary information, we have compiled a set
of related studies along with useful information for further
analysis.

C. ANALYZING THE MAPPING STUDY
Following the data extraction process, the results are
analyzed and discussed to address the research ques-
tions. One of the objectives of this study is to distin-
guish between different types of IRS. To achieve this,
it is necessary to identify different types of response
systems. Several taxonomies for response systems have
been proposed, as shown in Table 1. For instance, Cur-
tis et al. proposed a taxonomy of IRS in six dimensions,
including attack timing, type of attack, type of attacker,
degree of suspension, attack implications, and environmental

constraints [2]. Stakhanova et al. and Shameli-Send et al.
They have proposed another classification of IRSs, which
includes the following criteria [7], [10]:

• Level of automation: an IRS can be divided into three
categories as notification, manual, or automated system.
Notification systems: Notification systems in IRS refer
to the mechanisms that inform system administrators
about potential or ongoing security incidents in a com-
puter network. These systems can be triggered by
different types of events, such as intrusion detection
alerts or system logs that indicate unusual activity. Noti-
fication systems can use different methods to deliver
alerts, such as emails, SMS messages, or instant mes-
saging applications. The information of an alert includes
the description of the attack, source and destination IP,
and user account [7], [12].
Manual response systems: In these systems, which have
a higher level than notification systems, there is a set of
pre-defined responses. Based on the type of attack, the
administrator applies responses that have a greater effect
on reducing the damage to the network. For example,
can include actions such as isolating affected systems or
blocking network traffic. The issue mentioned in these
systems is the delay between intrusion and the admin’s
response.
Automatic response systems: Automatic response sys-
tems refer to the set of actions that are triggered
automatically in response to a security incident in a com-
puter network. These systems are designed to reduce
the response time to security incidents and minimize
the potential damage caused by a security breach. The
challenges raised in these systems are choosing an inap-
propriate response and ensuring that the response is
sufficient to deal with the attack.

• Adjustment ability:
Static (Non-adaptive): The response selection in these
systems does not change over time. In fact, there is
no mechanism in these systems to evaluate The effec-
tiveness of applying these responses in dealing with
intrusions.
Adaptive: In this approach, the system has the ability to
automatically adjust the appropriate responses and the
order of applying them based on the response history.

• Response time:
Delayed: In delayed mode, responses are applied after
an intrusion is detected. Most existing IRS use this
approach, but this approach has weak security compared
to the proactive approach due to the delay in applying the
response. Because there is a possibility that an attack can
cause serious damage to the network before detection
and response.
Proactive (preemptive): On the other hand, the aim
of proactive approach predict intrusion and prevent
Possible damage to network resources. In general, it is
difficult to implement and guarantee 100% correctness
of prediction.
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TABLE 6. Sample extracted journal search spaces and results of the journal selection.

TABLE 7. Sample extracted conference and workshop search spaces and their selection results.

TABLE 8. Related studies type based on Search spaces.

• Cooperating ability:
Autonomous: These systems identify and manage intru-
sions independently, for example, if a HIDS detects an
intrusion on a host, a local response is triggered on that
host.
Cooperative: These systems include a set of IRS and are
able to work cooperatively against intrusion. These sys-
tems are more complex than autonomous systems and
require strong coordination between their components.

• Response selection:
Static mapping: These systems have a simple construc-
tion, but their responses are predictable for attackers,
making them vulnerable to attacks, especially DoS
attacks.
Dynamic mapping: The response selection mecha-
nism in these systems is based on parameters such
as confidence, frequency, and intensity of the attack.
Responses may vary depending on the type of attack
target and are selected in real-time based on the attack’s
characteristics.
Cost-sensitive mapping: These systems consider a
trade-off between attack damage and response cost,
taking into account parameters such as attack type,
attack target, and response cost. However, accurately
measuring these parameters can be a challenge in the
design of these systems.

• The activity of triggered response:
Passive: Passive response systems do not prevent attacks
or reduce the attack damage and only provide informa-
tion about the attack.
Active: Active system’s purpose is to reduce the attack’s
damage. In addition, these systems seek to harm the
attacker.

• Applying location:
Most IRSs apply responses to the attacked host or
attacker’s machine. If suitable locations in the network
are identified, the response cost can be reduced. The
variety of responses in different locations provides a
more effective framework for IRS systems, as its behav-
ior will be less predictable. Extracting the ‘‘attack path’’
can help to identify suitable locations [10].

Table 9 presents an overview of the strengths and weak-
nesses of different types of IRSs. Our research tree, as shown
in Fig. 3, is derived from these classifications. We have added
another category to the response systems called ‘‘Specific
Attacks’’ because, in the investigation of related studies, some
response systems are specifically designed for certain types
of attacks. After evaluating the title, abstract, or reading
the full text, we determine the type of response system and
the domain network of study. Subsequently, the studies are
mapped in the research tree. If a study includes several types
of response systems, we choose the topic that contributes the
most to the study as its main topic. After describing the search
process and the obtained results, the RQs presented in Table 2
are discussed.

1) WHAT IS THE ANNUAL PUBLICATION RATE OF STUDIES
IN THIS FIELD (RQ1)?
Answering this question can help determine the level of atten-
tion the research community has given to the topic in different
years within the time interval of our study (1996-2023). The
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TABLE 9. Strengths and weaknesses of IRSs.

number of publications for each year is shown in Fig. 4, which
includes studies published until the end ofMarch 2023. Based
on the results, we divided the study period into Two time
periods for further examination of IRSs.

• 1996-2010: Simultaneously, with the increase of attacks
on computer networks, security systems such as IDS

and IRS proposed to identify and deal with attacks.
As observed in Fig. 5, the growth of published
studies in the field of response systems has been
increasing in these years. The highest number of
published studies is between the years 2007 and
2010.
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FIGURE 3. Research tree.

FIGURE 4. Number of publications per topic (Response model).

• 2011-2023: Due to the increase in network services,
the volume of attacks on networks has also increased.
Therefore, network administrators in organizations and
companies need to respond to attacks in real-time to
ensure uninterrupted network service delivery to users.
As a result, a significant number of studies published
in recent years focus on cost-sensitive and dynamic
response models. However, the issues and challenges of
IRSs are still not fully resolved, and there are open issues
in this field. In Section IV, we will mention these items.

2) WHAT ARE THE RESEARCH TOPICS AND NETWORK
DOMAINS COVERED IN THE FIELD OF IRS (RQ2)?
Obtaining knowledge of the research topics and scope is
essential for researchers in a particular field. By answering
this question, researchers can gain insights into the primary
research topics within the field of IRS, the research tree, net-
work domains, and emerging trends. This information allows
researchers to understand the current landscape of the field
and make informed decisions about their research directions.

FIGURE 5. Evolution of IRS publications over time.

FIGURE 6. Percentage of publications per Topic (Response model).

In this study, the topics and network domains in the IRS field
are presented separately in Fig. 5, 6, 7, and 8. Fig. 5 and 6
illustrate the number and percentage of publications on
various topics or response models. For instance, dynamic,
cost-sensitive, and adaptive models have garnered signifi-
cant attention from researchers due to their effectiveness in
addressing challenges arising from dynamic environments,
cost considerations, and the need for adaptability. Some
studies have focused on general and related topics in the
field of IRS. These studies include surveys, taxonomies of
response systems and attacks, defensive mechanisms, etc.
We have organized them under the category of IRS for better
understanding. Furthermore, Table 10 presents the response
models of the related studies along with their references.
After reviewing the studies, we have identified the specific
networks for which response models have been proposed.
Fig. 7 shows a visual representation that categorizes these
networks. Furthermore, Fig. 8 presents the evolutionary pro-
gression of these networks in the field of IRS over time.
This visual representation aids in comprehending the extent
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FIGURE 7. Specific network domain in the IRS field.

FIGURE 8. Evolution of the IRS network domain over time.

of researchers’ attention and inclination toward proposing
response models for various networks throughout the years.

As we can see in Fig. 8, it can be inferred that in recent
years, emerging networks such as IoT have received more
attention from researchers, in addition to LAN networks. For
example, 10 out of 11 studies published in IoT networks were
between 2019 and 2022. The number of studies published in
various networks in the IRS field is presented in Table 11.

3) WHAT ARE THE PRIMARY KEYWORDS AND TERMS
ASSOCIATED WITH IRS (RQ3)?
As mentioned in the third phase of the data extraction process
(see Fig. 1), missing values are added to the dataset by
the expert. One of the missing values may be the study’s
keywords. The study’s keywords can be extracted directly
from studies that contain an author’s keywords section by
the web robot or indirectly from studies that lack this section
by the expert. The most frequent keywords are then selected
based on a threshold value (five in this study). In this
study, from 767 extracted keywords, 45 most frequent ones
are chosen and shown in Table 12. Keywords can provide
valuable insights. For instance, analyzing their frequency
in relevant studies reveals that a considerable proportion of
research has utilized graph theory to evaluate attacks (such
as targets, vulnerabilities, and risk calculation). Furthermore,

TABLE 10. The response models of the related studies.

TABLE 11. Studies published in various networks in the IRS field.

a significant number of studies have employed the Markov
Decision Process (MDP) to select the optimal response.

4) WHAT ARE THE DIFFERENCES BETWEEN OUR SMS AND
THE MENTIONED PRIMARY STUDIES (RQ4)?
Our purpose of this RQ is to provide a comparison between
our study and the primary studies. The closest review or sur-
vey paper to our study is shown in Table 1. Table 13 highlights
the differences between these studies and our research. The
primary studies have presented different categories for types
of attacks, risk assessment, and types of response systems.
In our study, response systems are categorized in a research
tree. Additionally, we have investigated the evolution of
IRSs and their network domains, which have not been men-
tioned in previous studies. Also, by analyzing the statistical
information obtained, we discuss the trend and tendency of
researchers to address issues in the IRS field in this study.

5) WHICH AUTHORS AND RESEARCHERS ARE ACTIVE IN
THIS FIELD (RQ5)?
The answer to this question can help researchers identify the
leading authors in the field of IRS. Among the 639 authors
who have published studies in this field, we have identified
16 authors as active authors, each of whom has published at
least 4 studies. Fig. 9 presents the authors with the highest
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TABLE 12. Frequent keywords.
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TABLE 13. Our study vs. Primary studies.

TABLE 14. Author-level metrics.

FIGURE 9. Authors active in the IRS field.

number of studies. Active authors are often evaluated based
on various metrics, including the h-index, i10-index, and cita-
tion counts, to assess their research performance and impact.

TABLE 15. Search spaces set statistics.

TABLE 16. High-quality search spaces.

The h-index measures an author’s productivity and citation
impact, providing a balanced view of their scholarly output.
The i10-index, on the other hand, focuses on the number of
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FIGURE 10. The shared studies were published among active authors.

publications by an author that has received at least 10 citations
each, reflecting both productivity and impact.

By comparing these metrics among active authors, we can
gain insights into their relative research impact and distin-
guish their contributions based on these quantitative indi-
cators. Table 14 provides a comparison of these metrics.
Additionally, Fig. 10 illustrates the shared studies published
among active authors. The numbers on the edges indicate the
number of shared studies.

6) WHICH JOURNALS AND CONFERENCES PUBLISH
STUDIES ON IRS, AND WHICH PUBLISHERS ARE
CONSIDERED THE BEST IN THIS FIELD (RQ6)?
This question aims to identify the top search spaces (journals,
conferences, and workshops) that are pioneering and active
in the field of IRS. This information can help researchers
in identifying valid publications that are currently active in
their research area. Based on the extracted information (see
Table 8), we found that 99 studies have been published in
74 different journals. In addition, there were 132 conferences
and 18 workshop studies that have been published in 113 and
15 different search spaces, respectively. Table 15 shows the
statistical information of the search spaces.

Based on the defined criteria for identifying high-quality
search spaces (see Table 4), 42 journal search spaces were
selected as high-quality journals. Table 16 shows the number
of search spaces that meet the defined criteria. We have

provided high-quality journals, conferences, and workshops
in Tables 17, 18, and 19, respectively. Table 17 shows the
information on reputable journals that have been ranked
based on the JCR parameter (above 6). Tables 18 and 19 show
the top conferences and workshops, respectively, determined
by the ERA and Qualis parameters [290]. Other high-quality
search spaces have been included in the Appendix section.
Additionally, We identified the active search spaces that have
published the highest number of studies over the years. These
active search spaces are shown in Fig. 11 and 12.

III. CHALLENGES OF OUR MAPPING STUDY AND IRSS
In this section, we present the challenges and advantages
of our mapping studies in finding related studies in the
research field. Additionally, we discuss the challenges faced
by response systems in different networks.

A. CHALLENGES AND ADVANTAGES OF THE MAPPING
STUDY

• Challenges
Sensitivity to initial keyword selection:The effectiveness
of the proposed method relies on the choice of initial
keywords. If inappropriate or inadequate keywords are
selected for the research field, the search process may
deviate and lead to inaccurate or incomplete results.
Potential blocking by Google:To ensure uninterrupted
access to search results, the design and implementation
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FIGURE 11. Active journals in the IRS field.

FIGURE 12. Active conferences in the IRS field.

TABLE 17. The best active journals in the IRS field.

of the web robot should be carefully executed to prevent
it from being blocked by Google or other search engines.

The proposed method has been designed to minimize the
risk of being blocked by Google. Nevertheless, the web robot

is capable of resuming the search process from the point
where it was blocked.
Missing data:Due to limitations in the web robot structure

and restricted access to some resources, there is missing data
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TABLE 18. The best active conferences in the IRS field.

TABLE 19. The best active workshops in the IRS field.

in the data extraction process. The missing data is completed
by the researcher or an expert.

• Advantages
Time efficiency: Compared to manual methods, our
approach has demonstrated improved efficiency in terms
of the time required to find relevant studies in the
research field. The automated nature of the web robot
allows for rapid extraction and compilation of relevant
information, saving researchers time.
Generalizability: Our method can be generalized to var-
ious research fields, enabling researchers from different
domains to utilize it for extracting related studies in their
respective areas of research.

B. CHALLENGES OF IRSS
In recent years, significant research has been conducted on
designing IRSs for various networks. However, developing an
effective and efficient IRS is not without challenges. In this
section, we explore and analyze these challenges in differ-
ent networks. Generally, the challenges of an IRS can be
summarized as follows:
Detection accuracy: Ensuring accurate detection of intru-

sions while minimizing false positives and false negatives,
as it is crucial to distinguish genuine threats from benign
activities.

Scalability: Ensuring that the response system can
handle the increasing size and traffic of the net-
work without compromising performance or response
time.
Heterogeneity: Dealing with diverse network technolo-

gies, protocols, and devices, and ensuring compatibility and
interoperability among them.
Adaptability: Adapting to evolving intrusion techniques

and tactics employed by attackers to bypass detection and
response mechanisms.
Latency: Minimizing the delay in response transmis-

sion across the network to ensure timely and efficient
communication.
Reliability: Designing robust response systems that

can withstand network failures, disruptions, or hard-
ware/software malfunctions and maintain uninterrupted
service.
Quality of Service (QoS): Balancing and optimizing

response delivery in terms of latency, throughput, relia-
bility, and other performance metrics based on network
requirements.

Resource constraints: Managing limited resources, such
as bandwidth, processing power, and memory, to provide
efficient response services without exceeding the network’s
capabilities.
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Dynamic network topology: Adapting to changes in net-
work topology due to device mobility, node failures, or net-
work reconfiguration, and maintaining effective response
mechanisms.
Energy efficiency: Designing response systems that

minimize energy consumption, particularly in resource-
constrained devices like the Internet of Things (IoT) devices
or mobile networks.
Privacy and trust: Ensuring the privacy of user data

and establishing trust in the response system, especially in
scenarios involving sensitive or personal information.

However, each network has its own limitations and unique
characteristics that need to be considered in designing a
response system. In the following, we will discuss the
important constraints and challenges of the main networks.

• LAN networks:
Limited network visibility: In addition to the above chal-
lenges in IRSs, LAN environments often have multiple
segments or subnets, which can limit the visibility of
network traffic. IRSs need to account for these seg-
mented subnets. Limited network visibility within LAN
environments can be addressed by deploying dedicated
network monitoring tools. These tools provide enhanced
visibility into network traffic, enabling IRSs to effec-
tively select responses based on the overall network
situation.

• WAN networks:
Distributed WAN networks: WAN networks often have
longer latency compared to local networks, due to the
geographical distance between network endpoints. This
latency can impact the timeliness of intrusion detec-
tion and response. IRSs must account for network
latency and optimize response mechanisms to minimize
delays and ensure timely actions. On the other hand,
Coordinating intrusion response activities across a dis-
tributed WAN network can be challenging. Establishing
a centralized management system that can efficiently
manage response actions across multiple locations is
essential for effective intrusion response in the WAN
network.
Bandwidth limitation: IRSs must consider bandwidth
limitations in these networks and minimize data
transmission and response execution.

• WLAN/WSN networks:
Some of the challenges in these networks include limited
resources, scalability, real-time response, dynamic net-
work topology, and privacy, as briefly mentioned above.

• Cloud networks:
Shared responsibility model: Cloud networks operate
under a shared responsibility model, where the cloud
service provider is responsible for the security of the
underlying infrastructure, while the customer is respon-
sible for securing their applications, data, and configu-
rations within the cloud environment. Coordinating and
aligning intrusion response efforts between the cloud

provider and the customer can be challenging due to
differing responsibilities and levels of control.
Network complexity: Cloud networks are highly com-
plex, consisting of various interconnected components,
such as virtual machines, containers, load balancers,
and network gateways. Designing IRSs that can effec-
tively monitor and respond to threats across this intricate
network architecture requires a comprehensive under-
standing of the cloud network topology and the ability
to adapt to dynamic changes.
Scalability: Cloud networks are known for their
scalability, allowing for the rapid provisioning and
de-provisioning of resources based on demand. IRSs
must be designed to scale seamlessly with the cloud
environment to handle the increasing volume of network
traffic and events while maintaining performance and
response times.
Multi-tenancy:Cloud networks often servemultiple cus-
tomers or tenants. IRSs need to be designed to operate
effectively in a multi-tenant environment, ensuring that
security incidents and responses are isolated and appro-
priate for each customer. Proper segregation of data and
response activities is essential to maintain the security
and privacy of each tenant.
Compliance and legal considerations:Cloud networks
are subject to various compliance requirements and legal
considerations. Designing IRSs that comply with rele-
vant regulations and meet legal requirements is crucial.
Incorporating proper auditing, logging, and incident
reportingmechanisms is necessary to ensure compliance
and support any legal investigations.

• IoT networks:
Massive scale and heterogeneity: IoT devices come
from various manufacturers and may use different com-
munication protocols and standards. Ensuring interop-
erability and compatibility between the IRS and diverse
IoT devices can be a challenge.
Securing and monitoring with limited resources:Many
IoT devices have limited processing power, memory, and
energy resources. Designing intrusion response mecha-
nisms that can operate within these resource constraints
while effectively detecting and responding to intrusions
is a challenge.
Network protocols and communication pattern:IoT
devices utilize a variety of communication protocols,
such as MQTT, CoAP, and Zigbee, each with its own
characteristics and requirements. Developing intrusion
response mechanisms that can understand and inter-
act with multiple protocols is essential for effective
detection and response.
Ensuring privacy and data protection:IoT networks
often involve devices with varying security capabili-
ties and trust levels. Ensuring secure communication
between devices and the IRS, including encryption,
authentication, and secure protocols, is essential to
protect the integrity and confidentiality of data.
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• SCADA networks:
Legacy Infrastructure: SCADA networks often consist
of legacy systems with outdated technologies and pro-
tocols. These systems were not initially designed with
security in mind, making it challenging to implement
IRSs. Upgrading and securing legacy infrastructure
without disrupting critical operations is a complex task.
Interconnectivity: SCADA networks are becomingmore
interconnected with enterprise networks and the internet
for data exchange and remote access. This increased
interconnectivity expands the attack surface and intro-
duces vulnerabilities. Designing IRSs that can mon-
itor and respond to threats across different network
segments and interconnected systems requires careful
planning and coordination.
Real-time monitoring: These networks often require
real-time monitoring and response to ensure the timely
detection andmitigation of security incidents. IRSsmust
be capable of monitoring network traffic, events, and
anomalies in real-time, while also providing immediate
and effective response actions. This requires efficient
data collection, analysis, and response mechanisms.
Resource limitations: SCADA devices and systems typ-
ically have limited computational power, memory, and
storage capabilities. Designing IRSs that can oper-
ate within these resource constraints while effectively
detecting and responding to intrusions is a challenge.
Optimizing the performance and efficiency of response
mechanisms is crucial in SCADA networks.
Regulatory compliance: SCADA networks often oper-
ate in regulated industries, such as energy, water, and
transportation. Designing and implementing IRSs that
comply with industry-specific regulations and standards
is essential. Meeting compliance requirements, such as
data privacy, access controls, and incident reporting, can
be challenging in SCADA environments.

• Ad-hoc networks:
Many characteristics of Ad-hoc networks, such as scal-
ability, limited resources, and bandwidth constraints,
are the same in WSN and IoT networks. However,
the dynamic topology and decentralized nature are
prominent features of Ad-hoc networks.
Dynamic network topology: Ad-hoc networks are char-
acterized by their dynamic and self-organizing nature.
Nodes in the network can join or leave at any time,
causing frequent changes in the network topology.
Designing IRSs that can adapt to these dynamic changes
and effectively detect and respond to intrusions is a
challenge.
Lack of centralized authority: Ad-hoc networks operate
without a centralized authority or infrastructure. This
decentralized nature makes it challenging to implement
IRSs that rely on centralized control and monitoring.
Designing distributed response mechanisms that can
effectively coordinate and collaborate among nodes in
the network is essential.

IV. DISCUSSIONS AND FUTURE DIRECTIONS
In the previous sections, the RQs have been addressed. The
results can offer useful insights for researchers interested in
the topic. In this section, we introduce emerging topics and
networks in this research scope and outline potential future
directions for improving response systems. As mentioned,
our research has identified several studies that have proposed
models of IRSs at different levels. Among these studies, some
have employed reinforcement learning-based techniques for
response selection [76], [144], [230], [249], [250], [255],
[267], while others have utilized machine learning methods
[44], [45], [51]. Additionally, certain approaches based on
game theory [43], [65], [68], [73], [90], [122], [166], [186],
[206], [209], [261], fuzzy logic [62], [80], [98], [102], [161],
[174], genetic algorithms [30], [69], [70], hidden markov
models [229], [247], markov decision processes [87], [142],
[143], [145], [151], [276], partially observable Markov deci-
sion processes [124], [183], mobile agents [154], [181],
[183], [203], [217], [231], [232], [271], [283], analytic hierar-
chy process [66], [178], [266], [275], and network quarantine
channels [32], [33], [113] have been utilized to develop
response models.

The distinction between reinforcement learning and
machine learning is in their training approaches and decision-
making processes. For instance, in reinforcement learning,
the model interacts with the environment. In this approach,
the model selects an optimal strategy by receiving rewards
or penalties from the environment and generally does not
require labeled training data. While in machine learning
methods, (especially supervised learning), the model learns
from labeled training data. Reinforcement learning methods,
due to their ability to interact with dynamic and changing
environments, exhibit more flexibility compared to machine
learning methods. However, defining a reinforcement learn-
ing model in complex networks is a challenging task.
Additionally, training reinforcement learning models typi-
cally demands significant computational resources. Game
theory-based response models dynamically select the opti-
mal response strategy by modeling the mutual behavior
between defenders and attackers. However, these models
usually require precise modeling of the complex inter-
actions between defenders and attackers, leading to an
increase in the implementation costs of the system. On the
other hand, determining a suitable objective function for
defenders and attackers in these methods is considered a
challenge.

In issues involving uncertainty, fuzzy logic methods can
be a suitable option for modeling and solving problems. The
efficient use of these methods requires the precise adjust-
ment of parameters and rules. In fuzzy logic, sensitivity
to noisy data exists. Therefore, preprocessing is required
to handle noisy data. Hidden Markov Models (HMM) and
MarkovDecision Processes (MDP) both play a role in solving
decision-making problems, each with its own features and
applications. HMM methods are utilized in pattern recogni-
tion, prediction, and the analysis of time sequences. On the
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TABLE 21.

other hand, MDP approaches focus on decision-making in
dynamic environments. This model is typically employed for
problems where the environment can be in various states at
each moment, and an agent uses decision-making actions
to improve its situation. The decision-making agent makes
decisions based on a value function and an adoption strategy.

Challenges in HMM methods include sensitivity to high
dimensions, managing uncertainty, and complexity in train-
ing. Significant challenges in using MDP methods include
high temporal complexity (in solving problems with large
state spaces) and the need for accurate knowledge of the
environment.
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However, the research conducted in this field is still not
sufficiently effective, and there is a significant gap in design-
ing an ideal and efficient IRS that can be used in real-world
scenarios. The ability to effectively respond to intrusions
requires solving a multi-objective decision-making problem
that can simultaneously handle the mentioned challenges.
These techniques consider the trade-offs between different
objectives and generate a set of Pareto-optimal solutions,
representing the best possible responses across the objec-
tives. Therefore, one of the future directions is the design
of IRS by solving multi-objective decision-making problems.
In our opinion, other future directions that should be consid-
ered to improve the performance of IRS are summarized as
follows.

Firstly, advancements in machine learning and artifi-
cial intelligence can significantly improve the accuracy and
efficiency of attack detection algorithms. Leveraging these
technologies can enable more precise identification of threats
and reduce false positives. Additionally, the integration of
response systems with threat intelligence platforms and secu-
rity information and event management (SIEM) systems can
provide a holistic view of network security. This integration
allows for real-time monitoring, threat analysis, and bet-
ter decision-making in incident response. According to the
results of our SMS, IRSs have been developed for emerging
networks such as the IoT in recent years [167], [216], [230],
[261], [278], [285].
However, an examination of these studies indicates that

IRSs in these networks are still in their early stages. With the
proliferation of cloud computing and IoT devices, IRSs need
to adapt and integrate seamlessly with these environments.
Therefore, another future direction could be the development
of specialized response mechanisms for these networks, tak-
ing into account their unique features and security challenges.

Furthermore, future response systems should emphasize
adaptability and scalability to meet the evolving demands
of network environments. As technology advances and new
attack vectors emerge, response systems must be capable of
adapting and incorporating innovative techniques to counter
these threats effectively. In conclusion, the challenges faced
by response systems in network environments are diverse
and ever-evolving. Overcoming these challenges requires a
multi-faceted approach that addresses performance, accu-
racy, fault tolerance, and future scalability. By embracing
advancements in technology, integrating with threat intelli-
gence platforms, and prioritizing adaptability, we can forge a
path towardmore robust and effective IRSs. From our point of
view, in the context of IRSs, a Large Language Model (LLM)
can play a crucial role in enhancing their effectiveness. The
advantages of using an LLM are as follows:
Threat intelligence: LLMs can analyze vast amounts of

security-related data, including threat intelligence feeds,
security bulletins, and vulnerability databases. They can
extract relevant information, identify patterns, and provide
insights into emerging threats and attack techniques.

Natural language understanding: An LLM can help in
understanding and processing natural language inputs from
security analysts or users reporting potential security inci-
dents. By understanding the intent and context of these
inputs, the model can provide relevant guidance, suggestions,
or automated responses.
Threat hunting:LLMs can assist security analysts in proac-

tively searching for threats within the network. By analyzing
network traffic, system logs, and other relevant data, the
model can identify potential indicators of compromise, mali-
cious behaviors, or unusual patterns that might indicate an
ongoing attack.
Intrusion response automation: LLMs can automate vari-

ous aspects of intrusion response processes. They can offer
response templates or recommend actions by analyzing his-
torical intrusion data. This can expedite response times,
ensure consistent actions, and alleviate the workload on
security analysts.

It’s worth noting that the effectiveness of an LLM in an
IRS relies on proper training, fine-tuning, and integration
with other security tools and technologies. Moreover, pri-
vacy and data protection considerations should be taken into
account when deploying such models in sensitive security
environments.

Therefore, as future directions, we recommend the use and
development of multi-objective decision-making techniques,
integration of response systems with threat intelligence plat-
forms and security information systems (SIEM), as well as
the utilization of LLM. We believe these techniques can
contribute to modeling an effective and efficient intrusion
response system. Additionally, our analysis indicates that
the development of intrusion response systems in emerging
networks such as IoT can be considered an open issue.

V. CONCLUSION
In this paper, we review the existing literature in the field
of IRSs using a novel research methodology. To achieve
this objective, we established several research questions
to identify key issues, including the covered research top-
ics and networks, active authors and search spaces, the
number of publications in each topic, common keywords,
and emerging trends. As a result, 287 related studies were
identified during the study after applying the proposed
semi-automated research methodology. Subsequently, a data
extraction process was conducted on these studies to gather
the necessary information for addressing the research ques-
tions. Based on the results, the IRS has garnered attention
from researchers over the past two decades. Additionally, the
findings indicate that emerging networks, such as IoT, have
emerged as trending topics in this research field in recent
years. We also examined the challenges and identified some
future directions in response systems, which can serve as
a research starting point for researchers interested in this
field.
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APPENDIX
HIGH-QUALITY JOURNALS
See the Table 20.

HIGH-QUALITY CONFERENCES AND WORKSHOPS
See the Table 21.
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