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ABSTRACT In this paper, we conceive a new kind of output layer design in deep neural networks for
the multi-class problems. The traditional output layer is set by the one-to-one method. For the one-to-one
method, the output layer neuron number is the same as the class number. And the ideal output for the j-th
class sample is ej, where ej is j-th unit vector. However, one-to-onemethod requires toomany output neurons,
which will increase the number of weights connecting the last-hidden and the output layers. Furthermore,
during the process of network training, computation time and cost will greatly increase. We design the binary
method for the output layer: Let the class number be k (k ≥ 3), and 2a−1 < k ≤ 2a (a = ⌈log2k⌉), then the
output layer neuron number is a and the ideal output is designed by binary method. Obviously, the binary
method uses less output nodes than the traditional one-to-one method. On this foundation, the number of
hidden-output weights will also decrease. On the other hand, while training the deep neural network, the
learning efficiency will also be significantly improved. Numerical experiments show that binary method has
better classification performance and calculation speed than one-to-one method on the datasets.

INDEX TERMS Deep neural networks, one-to-one method, binary method, multi-class problems.

I. INTRODUCTION
Recently, deep neural networks (DNNs) [1], [2], [3] are
increasingly employed in various fields due to the strong
self-learning ability. As two important research directions in
DNNs, learning efficiency [4], [5] and structure optimiza-
tion [6], [7] have attractedmany scholars. Learning efficiency
is mainly to select better algorithms to achieve better learning
performance, such as classification accuracy; Structural
optimization refers to using as few neurons and weights
as possible in the network to achieve the same learning
efficiency. Generally speaking, structural optimization can be
achieved from three aspects: input, hidden and output layers.
For the input layer, feature selection [8], [9], [10], [11] is
applied to select some of the most effective features from
the original features to reduce the dimension of the dataset.
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For the hidden layer, introducing regularization terms [12],
[13], [14] into the learning procedure has been shown to be
efficient to improve the generalization performance as well
as decrease the number of the network weights.

For multi-class problems, in addition to the one-
to-one(OTO) method, other commonly used methods
include one-versus-one (OVO), one-versus-all (OVA), and
error-correcting output coding (ECOC) [15]. In the OVO
method, every two classes are alternately selected to perform
a binary problem. Therefore, a total of k(k − 1)/2 binary
classification tasks are needed. For the OVA method, the
k-class problem is transformed into k binary problems,
requiring a total of k binary classification tasks. ECOC
creates an encoding matrix M and transforms the k-class
problem into several binary classification problems based
on the matrix; Then calculate the hamming distance, and
the class with the smallest distance is the predicted class.
Researchers can control the dimension of bit encoding.
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TABLE 1. Comparison of the number of binary classifiers required for five
methods.

If the dimension of the bit encoding is greater than k ,
the prediction results of some classifiers can be corrected
by other classifiers. That is to say, binary classifiers with
more than k can achieve error correction ability. Looking at
the three output layer methods introduced above, excessive
binary classifiers are required, whichwill directly lead to high
computational costs in the training and testing processes.

In this article, we mainly pay attention to the structure
optimization of the output layer in DNNs. The customary
output layer design is one-to-one method [16], [17], [18]:
For the k-class problem, the output neuron number is k; The
ideal output for the j-th class is ej, where ej is the j-th unit
vector in Rk . For instance, for a five-class problem, the ideal
outputs of these five classes are (1, 0, 0, 0, 0), (0, 1, 0, 0, 0),
(0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (0, 0, 0, 0, 1). Apparently, too
many output neurons and hidden-output weights are required
in this method. The root reason is that there is only one neuron
with a value equal to 1. Can we jump out of this limit and set
more neurons as value 1?

Binary method is proposed to optimize the output
layer in the paper. For a k-class problem, suppose that
2a−1 < k ≤ 2a with a ≥ 2. After that, a output
neurons are employed, and the ideal outputs are set as the
binary method. For example, for a five-class problem, the
number of output neuron is 3, and the ideal outputs are
(0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0). Thus, from this
example, we can see that the binary method uses less output
neurons than one-to-one method. If one-to-one and binary
methods are applied for a sixteen-class problem, the ideal
output neurons are 16 and 4, respectively. Therefore, the more
the number of classes, the better the effect of the binary
method. What’s more, the weight number between the last
hidden layer and output layer can be cut down on a large scale
in the training process.

The remaining chapters of this article are as follows.
In Section II, we introduce deep neural networks briefly. The
binary method and some feasibility explanation are presented
in Section III. Numerical experiments on ten datasets are
presented to confirm the feasibility of the binary method in
Section IV. Finally, some conclusions are given in Section V.

II. BRIEF INTRODUCTION OF DNN
A. FORWARD PROPAGATION OF DNN
Let us begin with the introduction of DNN. DNN is widely
used because of its powerful performance: Since DNN can
approximate any nonlinear function, it has good classification

ability. DNN is mainly composed of input layer, several
hidden layers and output layer. Each layer contains several
neurons (see Fig. 1). Set the total number of layers as L,
the input neuron number as p, the hidden neuron number as
m1,m2, . . . ,mL−2, and the output neuron number as q. The
number of input neurons corresponds to the feature number
of the training samples, and the input information propagates
to the first hidden layer, then subsequently propagates to
each hidden layer, finally reaches the output layer. The
performance of DNN depends on the input characteristics,
model structure and training algorithm.

In order to better display the DNN, a five-layer network
is taken to introduce the calculation process. This network
includes an input layer, three hidden layers, and an output
layer. During the process from the input layer to the hidden
layer, the output of the previous layer will be used as the input
of the current layer. The calculation rule is usually: Calculate
the sum of the product between the weight and the input, and
then add the corresponding bias. wlij denotes the weight from
the j-th neuron in the (l − 1)-th layer to the i-th neuron in the
l-th layer. And W l

i is the weight vector of i-th neuron in the
l-th layer connecting (l−1)-th layer. bl represents bias in l-th
layer.

Specifically, for an input X ∈ Rp, the output vector Y 2 of
the first hidden layer is

y2i = σ (z2i ) = σ (W 2
i X + b1i )

= σ (
p∑
j=1

w2
ij · xj + b1), 1 ≤ i ≤ m1; (1)

where W 2
i = (w2

i1,w
2
i2, . . . ,w

2
ip) denotes the weight vector

between the input and the first hidden layer. Analogously, the
output vector Y 3 of the second hidden layer is

y3i = σ (z3i ) = σ (W 3
i Y

2
+ b2i )

= σ (
m1∑
j=1

w3
ij · y

2
j + b2), 1 ≤ i ≤ m2; (2)

The output vector Y 4 of the third hidden layer is

y4i = σ (z4i ) = σ (W 4
i Y

3
+ b3i )

= σ (
m2∑
j=1

w4
ij · y

3
j + b3), 1 ≤ i ≤ m3; (3)

The final output is

oi = y5i = σ (z5i ) = σ (W 5
i Y

4
+ b4i )

= σ (
m3∑
j=1

w5
ij · y

4
j + b4), 1 ≤ i ≤ q. (4)

To simplify, we use matrix to represent the output. Suppose
W l be a n× m matrix connecting l − 1-th layer to l-th layer,
where in the l layer there are n neurons and m neuron in the
l − 1 layer. The output of layer l can be expressed by using
the matrix method

Y l = σ (zl) = σ (W lY l−1
+ bl−1). (5)
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FIGURE 1. The framework of DNN.

B. BACK PROPAGATION OF DNN
The forward propagation is employed to calculate the actual
output of training samples, and the error function is used
to reflect the difference between calculated and real sample
label. The core of back propagation (BP) algorithm [19],
[20], [21] is to iteratively optimize the error function to
find the minimum value according to the gradient descent
method [22], [23], calculate the suitable weight matrices and
biases to make the output calculated from all training sample
inputs equal to or nearly equal to the sample label as much as
possible.

Specifically, the BP algorithm in DNN is as follows:

Step 1: Input the total number of layers L, the neu-
ron number of input, each hidden and output layers,
activation function, training samples (Xh,Zh) ⊂

Rp
× Rq, h = 1, . . . ,N . Here, Xh represents the

features of the h-th sample, and Zh represents the
label of the h-th sample.
Step 2: Encode the classes of all the samples with
one-to-one and binary methods, respectively.
Step 3: Define the error function [24], [25], [26]:

E(W 1
· · · ,W L−1, b1, · · · , bL−1)

=
1
2

N∑
h=1

||Oh − Zh||2, (6)

whereOh is the actual output calculated by Eqs. (1)-
(4) or Eq. (5).
Step 4: Given the initial weight matrices
W 1

· · · ,W L−1 and biases b1, · · · , bL−1.
Step 5: Update the weight matrices and biases
iteratively according to the gradient method:

W l,α+1

= W l,α
− η

∂E(W 1
· · · ,W L−1, b1, · · · , bL−1)

∂W l ;

bl,α+1

= bl,α − η
∂E(W 1

· · · ,W L−1, b1, · · · , bL−1)
∂bl

,

(7)

where α stands for the iteration steps.
Step 6: Compute the actual output of the test
samples according to the trained DNN, and then
calculate the error.
Step 7: Compare the classification given by the
network with the actual classification, and calculate
the classification accuracies.

III. BINARY METHOD
A. INTRODUCTION TO BINARY METHOD
For a k-class problem, the traditional output layer setting is
one-to-one method. If the class number is j, (j ≤ k), then the
ideal output is set as j-th unit vector in Rk . In detail, suppose
the input vector X belongs to j-th class, the ideal output vector
Y is

Y = (0, 0, . . . , 0, 1, 0, . . . , 0)T ∈ Rk , (8)

where the j-th element is 1 and and the others are all 0. If the
network actual output fulfillments

O ≈ Y , (9)

then the input X ∈ Rp is classified into j-th class. We claim
that the one-to-one method has successfully solved the
classification problem if it satisfies (9) for each input sample
in the j-th class. Simultaneously, ‘‘failed classification’’ refers
to classifying an i-th class sample into j-th class (i ̸= j). For a
5-class problem, take one-to-onemethod as an example. If the
class label of a sample is 1, then the ideal output is set as Y =

(1, 0, 0, 0, 0)T . If the network actual output fulfillments O ≈

Y , then this sample is recorded as ‘‘successful classification’’.
However, when there is a significant difference between O
and Y , it is called ‘‘failed classification’’.

It is not difficult to see that the above one-to-one method
requires too many output neurons. The root reason is that
there is only one neuron with the value equal to 1. Can we
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break this limit? For the same k-class problem, we will now
introduce the binary method. If the value of each neuron
can be 0 and 1, then we only need ⌈log2k⌉ neurons. Let
a = ⌈log2k⌉, then the output neuron number can be cut down
on a large scale. The ideal output can be designed in a binary
system. In other words, the ideal output of j-th class is

t(j) = (t1, t2, . . . , ta)T , (10)

and

t1 ∗ 2(a−1)
+ t2 ∗ 2(a−2)

+ . . . + ta ∗ 20 = j− 1, (11)

where ti = 0 or 1, i = 1, . . . , a.
For example, let the class number be k = 8, then we can

get a = 3. And the ideal output vector of the eight classes
can be listed as (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1), (1, 0, 0),
(1, 0, 1), (1, 1, 0), (1, 1, 1), respectively. Obviously, we only
need three neurons in the output layer instead of eight in one-
to-one method.

Analogously, we claim that this classification problem
has been successfully solved by the binary method if it
satisfies (12) for each input sample in the j-th class

O ≈ t(j). (12)

B. SOME FEASIBILITY EXPLANATION ABOUT BINARY
METHOD
For a parity problem [27], [28] in neural networks, the ideal
outputs of two classes are labeled as 1 and 0. For the two-class
problem, we only use one output neuron. Essentially, this is
binary method. Here, no one will use one-to-one method:
For the two-class problem, these two classes are labeled as
(1, 0) and (0, 1). Therefore, this example implies that binary
method is more practical than one-to-one method at least in
some cases.

For linear perceptron, an output neuron corresponds to a
straight line in geometry. For a four-class problem, the one-to-
one method is to find four straight lines li (1 ≤ i ≤ 4 ) so that
li can just separates the i-th class from the other three classes
(see Fig. 2). For the quadrilateral formed by the intersection
of the above four lines, we take the lines la and lb where the
diagonal lies. These two lines are the two output neurons in
the corresponding binary method. Therefore, suppose that a
four-class problem can be successfully solved by one-to-one
method, then it can also be solved by binary method.
However, when a four-class problem can be solved by

binary method, the one-to-one method is not necessarily
feasible. In Fig. 2(b), we give a special case. In this case,
we cannot find four straight lines to separate each class of
sample from the other three classes. But we can find two lines
lc and ld to separate these four classes from each other. This
example indicates the binary method is more universal and
has wider application than the one-to-one method.

IV. NUMERICAL EXPERIMENTS
In this section, some numerical experiments are conducted
to compare the performance of the proposed binary method

TABLE 2. Information of ten different datasets and output neuron
number in two methods.

with the conventional one-to-one method on several multi-
class problems. In the first subsection, we give the experiment
settings; Then the comparative experimental results and some
analysis are given in the second subsection.

A. EXPERIMENT SETTINGS
We mainly select ten multi-class problems, including Mnist,
Drive, Letter, CM (crowdsourced mapping), IS (image
segmentation), Wine, Car, Iris, LS (landsat satellite) and
Covertype, which are mainly published in the UCI Machine
Learning. The information of these ten specific datasets and
the output neuron number in these two methods are shown in
Tab. 2. Five-fold cross-validation technique is employed for
both one-to-one and binary methods. In detail, the dataset is
divided into five parts equally or almost equally, and then we
can conduct five times of network learning. Then, each of the
five parts is in turn as the test sample set, and the other four
parts as the training sample set. We rearrange the samples
and repeat these processes ten times. For each method data
pair, a total of fifty classification results can be obtained.
Each time, one of the five parts are in turn selected as the
testing set, and the other four parts as the training set. In this
way, we can get five sets of experimental results. Then we
re-conduct the above process ten times. For eachmethod data-
pair, classification results can be obtained. The flow chart of
the experimental process is shown in Fig. 3.

For both of the one-to-one and the binary methods, the
ideal value for each output neuron is 1 or 0. According to
the actual output, we can make a judgement which class
the sample should belong to. Here, the following 40-20-40
criteria is employed: the actual output value less than or equal
to 0.40 is regarded as 0, the actual output value bigger than
or equal to 0.60 is regarded as 1; and when it is bigger than
0.4 and less than 0.6, we consider that the classification is
failed. The activation function used in our experiments is
sigmoid function

σ (x) = 1/(1 + exp(−x)). (13)

The details of the experiment is:
Step 1: Given the dataset8 = {(xj, t j)|xj ∈ Rp, t j ∈

Rq, j = 1, . . . ,N }. For all the labels, encode the
ideal outputs in binary and one-to-one methods.
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FIGURE 2. Illustration of one-to-one and binary methods in two special cases.

FIGURE 3. The flow chart of the experiment.

Step 2: Five-fold cross validation technology: 8 =

{(xj, t j)|xj ∈ Rp, t j ∈ Rq, j = 1, . . . ,N } is equally
divided into five parts: 81, . . ., 85.
Step 3: For i = 1 to i = 5, do Step 3 to Step 7. Let
8i be the test samples, while 8 \ 8i is the training
samples.
Step 4: Calculate the corresponding output oj
based on Eqs. (1)-(4). Subsequently, give the error
function as Eq. (6).
Step 5: Update the weights and biases of the
network based on BP algorithm.
Step 6: For each test sample, calculate the the
actual output according to the weights and biases
computed in the previous step.

Step 7: For each dataset, calculate the classification
accuracy and draw the error function curve.
Step 8: Repeat Steps 2 to 7 for ten times.
Step 9: Average the fifty experimental results and
compare the binary method with the one-to-one
method.

B. EXPERIMENTAL RESULTS
After the above algorithm calculation, we compare the
classification accuracies of one-to-one and binary methods
with the ten datasets mentioned previously (cf. Tab. 3). Since
the error is very small, we take the logarithm of the error value
to better reflect the difference between these two methods.
In the experiment, the layer number of the deep neural
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FIGURE 4. Error functions of Mnist dataset based on the one-to-one and
binary methods.

network is set as 3, 5, 8 and 10, respectively. From Tab. 3,
we can easily conclude that no matter how many the number
of neural network layers is, the binary method outperforms
the one-to-one method on all accuracies (including Minst,
Drive, Letter, IS, Wine, Car and Covertype). In addition,
in other three datasets (CM, Iris and LS), the binary method
outperforms the one-to-one method on the whole. Besides
the classification accuracies, we also compare the errors of
these two methods and draw the error function curves (cf.
Figs. 4-13). Taking Fig. 4(a) as an example, it displays the
error functions of twomethods on theMnist dataset regarding
the iteration steps. From this figure, it can be seen that as
the number of iteration steps increases, the error will become
smaller; In addition, the error in binary method is lower than
that of the one-to-one method. Obviously, in all these ten
cases, the error of the binary method is less than that of
the one-to-one method. Specially, in half cases, the binary
method is far superior to the one-to-one method; And in the
remaining half, the binary method is slightly higher than the
one-to-one method.

Besides, since the output neurons employed in binary are
decreased, the number of neurons connecting last hidden
to output layers will also decrease. And the more the class
number, the more output neurons will be reduced. Therefore,
the deep neural network with the binary method has a faster
calculating speed. Taking 5 and 8 layer deep neural networks
as examples, we give the average calculating time of each
iteration in all datasets (cf. Tab. 4).
In previous experiments, we have compared the clas-

sification accuracies and error curves of one-to-one and
binary methods. In order to better compare these two
methods, we continue to calculate the following indicators:
standard deviation(σ ) [29], root mean square error(RMSE)
[30], prediction rate(PR) [31], recall rate(RR) [32] and F1-
measure [33]. Since the original PR and RR are aimed at the
binary classification problems, we extend the definition of

FIGURE 5. Error functions of Drive dataset based on the one-to-one and
binary methods.

FIGURE 6. Error functions of letter dataset based on the one-to-one and
binary methods.

PR and RR to the multi-class classification problems in our
experiment. For any k-class problem and any r (1 ≤ r ≤ k),
we regard the r th-class samples as the positive samples and
all the rest as the negative samples; Next, we can calculate
the corresponding TPr (the sample number that belong to r-
th class and are correctly classified), FPr (the sample number
that do not belong to r-th class but are failed classified into
class r), and FNr (the sample number that belong to r-th
class but are not classified into r-th class); Then we can
calculatePRr andRRr ; Finally, average {PR1,PR2, . . . ,PRk}
and {RR1,RR2, . . . ,RRk}, thusPR andRR of k-class problem
can be obtained. The mathematical calculation formula of
these indicators are as follows:

σ : =

√√√√√ 1
S − 1

S−1∑
i=1

1
k

k∑
j=1

(yij − yj)2; (14)
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TABLE 3. Comparison of classification accuracy between one-to-one (OTO) and binary methods.

FIGURE 7. Error functions of CM dataset based on the one-to-one and
binary methods.

TABLE 4. Average calculating time of each iteration for one-to-one and
binary methods.

RMSE : =

√√√√√ 1
S

S∑
i=1

1
k

k∑
j=1

(yij − oij)2; (15)

FIGURE 8. Error functions of IS dataset based on the one-to-one and
binary methods.

PR : =
1
k

k∑
r=1

TPr
TPr + FPr

; (16)

RR : =
1
k

k∑
r=1

TPr
TPr + FNr

; (17)

F1 : =
2 × PR × RR
PR + RR

. (18)

Here, S is the number of samples in the training set,
(yi1, yi2, . . . , yik ) denotes the actual output of the i-th sample,
(oi1, oi2, . . . , oik ) represents the ideal output of the i-th
sample. yj is the average of the j-th component of the actual
output of all samples, and the specific calculation formula is

yj =
1
S

S∑
i=1

yij. (19)
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TABLE 5. Some indicators comparison for one-to-one and binary methods (Layer=5).

FIGURE 9. Error functions of wine dataset based on the one-to-one and
binary methods.

FIGURE 10. Error functions of car dataset based on the one-to-one and
binary methods.

And Tab. 5 shows the above mentioned five indicators.
In Mnist, Letter, IS, Iris and Covertype datasets, the binary
method outperforms the one-to-one method under each
indicator. And for the remaining five datasets, only on one or

FIGURE 11. Error functions of iris dataset based on the one-to-one and
binary methods.

FIGURE 12. Error functions of LS dataset based on the one-to-one and
binary methods.

two criterias the one-to-one method outperforms our binary
method. Based on the above analysis, the performance of
binary method is significantly better than that of one-to-
one method in these five indicators. Furthermore, when
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FIGURE 13. Error functions of covertype dataset based on the one-to-one
and binary methods.

the dataset has a large number of samples or classes, the
advantages of binary methods are more prominent. For the
Mnist and covertype datasets, as well as the letter dataset
with 26 classes, the binary method outperforms the one-to-
one method in all indicators.

V. CONCLUSION
This paper mainly studies the optimization of output layer
structure in deep neural networks. The common output layer
design is the one-to-one method: For a k-class problem, k
output neurons are requisitioned. However, the one-to-one
method utilizes too many output neurons and weights, which
will reduce the learning efficiency. In order to avoid these
shortcomings, the binary method was proposed: Break the
restriction that there is only one neuron in the one-to-one
method and let any output neuron can be set as value 1. In this
way, for the k-class problem, only ⌈log2k⌉ output neurons are
enough to solve the classification task. Moreover, the coding
method adopts the binary manner. The experimental results
show that the classification performance of the binarymethod
is better than that of the one-to-one method regardless of the
layer number in DNNs. Moreover, in terms of the learning
efficiency, the binary method also has a faster learning speed.
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