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ABSTRACT The ever-growing landscape of Internet of Things (IoT) technology and the evolution of deep
learning algorithms have ushered in transformative changes in the communication strategy for disseminating
information on disabled sports. This specialized information resource aims to provide relevant support and
services related to sports activities for disabled individuals. This study investigates the communication
strategy of disabled sports information driven by deep learning within the framework of the IoT and assesses
the practical application performance of the proposed model. To achieve this objective, an appropriate deep
learning model for the dissemination of sports information for the disabled is selected through a thorough
literature review. Subsequently, an experimental framework is proposed for comprehensive performance
verification, evaluating the model’s performance in reasoning time and user satisfaction through comparative
experiments. By constructing deep learning models, extensive data on disabled sports activities are analyzed,
enabling the identification and prediction of key factors in information dissemination. The results indicate
that the proposed sports information dissemination model outperforms similar models across various
performance metrics, particularly in real-time performance and user experience. Comparative analysis with
attention-based deep neural networks and traditional machine learning algorithms reveals that the proposed
model achieves an accuracy rate as high as 0.85, significantly surpassing the 0.78 and 0.82 accuracies of
these models, respectively. Moreover, the proposed model demonstrates the shortest inference time (15ms),
surpassing both aforementioned models. This study validates the relative advantages of the proposed model
through comparisonwith similar studies, offering a novel solution for the dissemination of sports information
for the disabled.

INDEX TERMS Dissemination of sports information for the disabled, Internet of Things, deep learning,
network security.

I. INTRODUCTION
A. RESEARCH BACKGROUND AND MOTIVATIONS
In the contemporary digital era, the ubiquity and convenience
of information dissemination have become integral aspects of
societal interaction and entertainment, with sports occupying
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a prominent position on the global stage [1], [2], [3].
However, amidst the information deluge, it is imperative
to recognize that disabled groups continue to encounter
significant inequalities in accessing sports-related informa-
tion [4], [5]. The conventional modes of sports information
dissemination predominantly rely on visual and auditory
channels, potentially resulting in incomplete and inade-
quate accessibility for individuals with visual and auditory
impairments [6], [7].
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This disparity not only constrains the involvement of dis-
abled individuals in sporting activities but also hampers their
comprehension and assimilation of social sports culture [8],
[9], [10]. While certain sports events offer auxiliary commen-
tary services or subtitles, these provisions often fall short of
catering to the diverse needs of disabled individuals, particu-
larly those seeking real-time competition updates [11], [12].

The ongoing advancement in the Internet of Things (IoT)
technology and deep learning presents a promising avenue
to deliver intelligent, real-time, and personalized sports
information dissemination services for individuals with dis-
abilities by integrating these cutting-edge technologies [13],
[14], [15]. IoT sensor technology facilitates the capture of
intricate scene details, while deep learning models excel in
comprehending and processing such complex data, thereby
enhancing the overall sports viewing experience for individ-
uals with disabilities [16], [17], [18].
This study outlines the design and implementation of a

sports information dissemination model catering to individ-
uals with disabilities, leveraging IoT and deep learning tech-
nologies. Our initiative not only fosters social participation
and encourages a healthier lifestyle among individuals with
disabilities but also addresses information access inequal-
ities through technological interventions. Furthermore, the
research endeavors align with the principles of sustainable
development by promoting social inclusivity through the
enhanced dissemination of sports information.

B. RESEARCH OBJECTIVES
The rapid evolution of IoT and deep learning technologies
offers unprecedented opportunities to enhance the dissemi-
nation of sports information for individuals with disabilities
through technological innovations. This study endeavors to
design and implement an innovative sports information dis-
semination model tailored to individuals with disabilities,
leveraging IoT and deep learning technologies. At the heart
of this study lies the development of a novel sports informa-
tion dissemination model, integrating Convolutional Neural
Networks (CNNs), Long Short-Term Memory (LSTM) net-
works, and an attention mechanism. This amalgamation aims
to augment the model’s capacity to process sports informa-
tion and enrich users’ comprehension. CNN facilitates the
extraction of spatial features from images, LSTM handles
sequential data to capture temporal dependencies, while the
attention mechanism directs the model’s focus toward pivotal
information within the dataset. Additionally, real-time mon-
itoring using IoT technology furnishes abundant real-time
data, thereby further enhancing the quality and diversity of
input for the model.

A set of evaluation parameters has been established to
comprehensively evaluate the efficacy of the proposedmodel.
These parameters encompass: 1) Accuracy, which pertains
to the precision of the model’s prediction outcomes; 2) Effi-
ciency, encompassing the speed of data processing and output
generation by the model; 3) User satisfaction, determined
through survey questionnaires to ascertain user’ satisfaction

with the effectiveness of information dissemination. These
evaluation metrics not only facilitate the quantification of
the model’s performance but also offer guidance for future
enhancements.

This study introduces several innovative contributions:

1) Technological Integration Innovation: This study pio-
neers the integration of IoT technology with deep
learning models to disseminate sports information
among individuals with disabilities. This integration
enhances the real-time nature and accuracy of infor-
mation dissemination while effectively improving the
quality of personalized recommendations through deep
learning model optimization.

2) Application of Attention Mechanism: The incorpora-
tion of an attention mechanism into the model enables
more precise identification and response to users’
points of interest. Consequently, it filters out the most
relevant and engaging content from vast sports infor-
mation databases, thereby enhancing the effectiveness
of information dissemination and improving user expe-
rience and satisfaction.

3) Specific Optimization for the Disabled Community:
In recognition of the unique challenges faced by indi-
viduals with disabilities in accessing and processing
information, this study meticulously optimizes model
design. Examples include interface design and inter-
action logic optimization to ensure barrier-free usage
of the information dissemination platform, and the
utilization of intelligent algorithms to tailor content
presentation to meet the specific needs of diverse
groups within the disabled community.

This study is structured into five main sections. The intro-
ductory section provides a comprehensive overview of the
research background, objectives, and the study’s signifi-
cance. The second section conducts a review of related work,
summarizing the dissemination of sports information for indi-
viduals with disabilities and exploring the applications of IoT
and deep learning in analogous domains. The third section
offers a detailed exposition of the proposed methods and
model, elucidating the model architecture, algorithmic intri-
cacies, and technological innovations. In the fourth section,
the experimental design and performance evaluation are
discussed, encompassing the experiment setup, the dataset
utilized, and the specific methodologies employed to assess
the model’s performance. This section also presents results
and analysis, comparing the performance of the proposed
model with existing technologies and discussing the impli-
cations of the findings. The fifth section, the conclusion,
and future work, succinctly summarizes the study’s main
findings, acknowledges its limitations, and proposes potential
avenues for future research.

II. LITERATURE REVIEW
The intersection of sports information dissemination and
disabled groups spans various domains, encompassing
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TABLE 1. Comparison of the results of similar studies.

information technology, accessibility, and social participa-
tion. Caru et al. [19] delved into a regression model, show-
casing the positive impact of technology on the contemporary
sports landscape. Their study, conducted on data collected
from 260 students across two Romanian sports universi-
ties, demonstrated the transformative influence of technology
in the sports domain. Gyamfi and Jurcut [20] explored a
methodology utilizing multi-access edge computing plat-
forms and machine learning technology. They meticulously
analyzed publicly available datasets, evaluation indicators,
and deployment strategies for designing a network intrusion
detection system. Focusing on mature traditional national
sports cultures such as Wushu, Weiqi, and China Chess,
He and Tian [21] introduced a quantitative method for study-
ing communication modes and effects based on sports events
and network communication. Shao [22] employed an analytic
hierarchy process (AHP) to construct an evaluation index
system for the sports information communication model,
considering network sports information content, audience
experience, organization, and communication, as well as the
network environment. Yüceba [23] utilized multi-layer arti-
ficial neural networks to analyze datasets from the 2010 and
2014World Cups, revealing position-dependent factors influ-
encing players’ performance. Karakaya et al. [24] proposed
a machine learning approach for an IoT-based sports system
infrastructure, facilitating the provision of information and
alerts to technical teams regarding goal occurrences. This
literature review encapsulates diverse perspectives, method-
ologies, and findings at the intersection of sports information,
technology, and accessibility, providing valuable insights for
this study on sports information dissemination for individuals
with disabilities. Further analysis of these related studies is
detailed in Table 1:

Previous studies have highlighted the inadequacies of tra-
ditional sports information dissemination methods in meet-
ing the needs of individuals with disabilities [25], [26],
[27]. For instance, television broadcasts often fall short in

accommodating individuals with visual and hearing impair-
ments, resulting in incomplete information and comprehen-
sion challenges [28], [29], [30]. Moreover, the utilization of
words and images may pose obstacles for individuals with
language or cognitive disabilities. While the IoT offers more
detailed information sources for individuals with disabilities,
leveraging this data to cater to their individual needs remains
an ongoing challenge [31], [32], [33]. Although some studies
have explored the application of IoT and deep learning in
sports information dissemination, the focus has predomi-
nantly been on the experiences of does not have a disability
users, with limited attention given to the requirements of
individuals with disabilities. Hence, there is a pressing need to
investigate how to integrate these technologies to better serve
individuals with disabilities, facilitating their comprehensive
understanding and engagement with sports information, thus
addressing the existing research gap.

III. RESEARCH MODEL
A. ESTABLISHMENT OF THE DEEP LEARNING MODEL
In selecting the deep learning model, CNN is employed to
process image data from the game scene. Through convolu-
tion operations, CNN effectively extracts key features from
the images, such as edges and textures, thereby furnishing
the model with more precise and meaningful information (as
depicted in Figure 1). The fundamental calculation process
can be represented by the convolution operation equation:

S(i, j) = (I ∗ K )(i, j) =

∑
m

∑
n
I (m, n) · K (i− m, j− n)

(1)

Here, I signifies the input image, K denotes the convo-
lution kernel, and S refers to the output feature map. This
convolution operation aids in capturing spatial features within
the image, including object edges and textures.

Incorporating the LSTM network addresses the temporal
dynamics inherent in sports competitions. LSTM’s gating
mechanism enables it to effectively capture the dynamic
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FIGURE 1. CNN structure.

changes during the competition process, thereby enhancing
the model’s comprehensive understanding [34], [35], [36].
In this study, LSTM is integrated to handle time series data in
sports competitions, such as the evolution of the competition
process (as illustrated in Figure 2). The fundamental calcula-
tion process of LSTM is expressed as follows:

ft = σ (Wf · [ht−1, xt ] + bf ) (2)

it = σ (Wi · [ht−1, xt ] + bi) (3)

C̃t = tanh(WC · [ht−1, xt ] + bC ) (4)

Ct = ft · Ct−1 + it · C̃t (5)

ot = σ (Wo · [ht−1, xt ] + bo) (6)

ht = ot · tanh(Ct ) (7)

The variables ft , it , C̃t , Ct and ot denote the forgetting gate,
input gate, candidate value of the cell state, cell state, and
output gate, respectively. Wf , Wi, WC and Wo represent the
weight matrices, while bf , bi, bC and bo denote the offset
terms. The integration of these two models not only enhances
the processing capability of static image information but also
enables the model to better comprehend the dynamics of the
game’s evolution.

To enhance attention towards crucial information, an atten-
tion mechanism is introduced. This mechanism enables the
model to concentrate on specific areas within the image,
rather than processing the entire image uniformly. The cal-
culation equation for attention weight is as follows:

αi =
exp(ei)∑N
j=1 exp(ej)

(8)

ei = AttentionScore(ht−1, xi) (9)

Here, αi signifies the attention weight of the i-th position;
ei represents the attention score; ht−1 denotes the hidden state

FIGURE 2. LSTM network structure.

of LSTM; xi is the i-th position in the output feature map of
CNN.

B. INTEGRATION OF IoT AND DEEP LEARNING
To achieve comprehensive monitoring of the game scene, full
integration of IoT technology is implemented, utilizing sen-
sor data for real-time monitoring. Sensor data not only offers
static information about competition venues but also captures
real-time dynamics of athletes during the competition [37],
[38], [39]. This integration enables the deep learning model
to access more detailed input information, enhancing its per-
ception of changes in the game scene. Real-time monitoring
of game scenes is facilitated by IoT technology through the
fusion of sensor data. The specific process is illustrated in
Figure 3.
In Figure 3, the sensor layer comprises various sensors,

including cameras and motion sensors, each tasked with
collecting specific data types such as images and motion
states. Data from the sensor layer is transmitted to the data
integration layer via IoT technology, where integrated data
encompasses information from each sensor, forming compre-
hensive game scene data. The resultant integration reflects a
holistic view of the competition scene, encompassing static
elements like venue layout and dynamic elements such as
athletes’ positions and competition progress. This furnishes
the deep learning model with more detailed input, enhancing
its ability to perceive changes in the game scene.

The real-time capabilities of IoT technology enable
real-time data processing [40], [41], [42]. The mechanism
for real-time data processing and feedback is depicted in
Figure 4.
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FIGURE 3. Fusion process of sensor data.

The data collected by various sensors in Figure 4 are
transmitted to the data processing layer through IoT tech-
nology. This includes real-time images, motion states, and
environmental data. The data processing layer is responsible
for real-time processing of sensor data, encompassing tasks
such as data cleaning and feature extraction. This ensures
that the model can respond promptly based on the latest
data. User feedback information is relayed to the system via
IoT, prompting dynamic adjustments based on this feedback.
This includes users’ points of interest in the game scene
and elements of concern. Ultimately, the system dynamically
adjusts sports information to cater to individual user needs,
enhancing user satisfaction. This process enables user feed-
back to directly influence the presentation format of sports
information.

C. ALGORITHM IMPLEMENTATION DETAILS
To ensure the validity and feasibility of the model, meticu-
lous attention is given to the implementation details of the
algorithm [43], [44]. In network architecture design, the com-
bination of CNN and LSTMnetworks is thoughtfully selected
to enhance the processing of images and time series data
while maintaining model complexity. Additionally, during
the training process and hyperparameter adjustment, empha-
sis is placed on enhancing robustness and generalization to
accommodate various competition scenes and user groups.
The network architecture design serves as the cornerstone of
the deep learning model, with the specific structure depicted
in Figure 5.

FIGURE 4. Real time data processing and feedback mechanism of IoT.

In Figure 5, CNN is employed to process image data
and extract key features, while the LSTM network is uti-
lized to handle time series data and capture the dynamic
changes in the competition process. The attention mecha-
nism enhances the model’s perception of key information
by dynamically adjusting attention to different regions of
the image. The attention mechanism plays a pivotal role
in the model, dynamically adjusting focus to different regions
of the image. This allows the model to prioritize crucial
information, such as athlete movements or specific game
moments, thereby improving the accuracy of information
extraction. The attention mechanism is equally vital for time
series data. It enables the LSTM network to more effectively
identify and weigh key moments during the game process,
such as changes in actions like jumping or landing, thereby
enhancing the model’s capacity to capture dynamic changes.

In the fully connected layers of the model, information
from different levels is integrated to generate the final pre-
diction result. The introduction of the attention mechanism
facilitates the automatic identification and integration of
influential features, optimizing the decision-making process.
During training, the cross-entropy loss function is utilized to
optimize the model, ensuring effective learning to distinguish
information from various categories. Incorporating the atten-
tion mechanism not only enhances the model’s capability to
handle complex data but also improves its performance and
generalization ability when dealingwith large-scale and high-
dimensional data.

Through this design, the proposed model not only accu-
rately handles and disseminates information about disability
sports but also offers users a richer and more personalized
sports information experience, highlighting the significant
potential of attention mechanisms in enhancing the perfor-
mance of deep learning models. In the training process, the
adopted loss function is the cross-entropy, represented by
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FIGURE 5. Composition of sports information dissemination model of
deep learning.

Equation (10).

Loss = −
1
N

∑N

i=1

∑C

c=1
yi,clog(ŷi,c) (10)

In Equation (10), N represents the number of samples; C
denotes the number of categories; yi,c refers to the actual
label; ŷi,c signifies the prediction probability of the model.
By minimizing the cross-entropy loss, the model can more
accurately learn the probability distribution of target classi-
fications. The optimization algorithm for model parameters
employs the Adam optimization algorithm, with the follow-
ing updating rules:

θt+1 = θt −
η

√
vt + ϵ

· mt (11)

In Equation (11), θ represents the model parameter; η

is the learning rate; mt denotes the estimation of gradient;
vt signifies the estimation of gradient square; ϵ indicates a
smooth term. To prevent overfitting, a regularization term
is added to the loss function to constrain the size of model
parameters. The expression is as follows:

Loss = CrossEntropy+ λ
∑

i
|wi|2 (12)

Through meticulous training processes and hyperparam-
eter adjustment strategies, this study ensures that the deep
learning model effectively learns features during the training
stage and demonstrates high performance during testing.

IV. EXPERIMENTAL DESIGN AND PERFORMANCE
EVALUATION
A. DATASETS COLLECTION
To validate the effectiveness of the proposed disability
sports information dissemination model, this study meticu-
lously selected two existing datasets for in-depth analysis
and application: the ParaSport-Images dataset [45] and the
ParaMotion dataset [46]. The ParaSport-Images dataset com-
prises high-quality images from the Paralympic Games and
other disability sports competitions. It is segmented into a
training set (70%), validation set (15%), and test set (15%),
ensuring ample learning during training and effective valida-
tion during validation. Each image undergoes preprocessing,
including size normalization, color standardization, and the
application of data augmentation techniques such as rotation
and flipping, to enhance the model’s recognition capability
under varied conditions. Conversely, the ParaMotion dataset
includes time series data from disability sports competitions,
capturing information such as athletes’ positions and trajec-
tories. These data are acquired through sensor technology,
including accelerometers and gyroscopes, with a sampling
frequency of ten times per second to ensure precise and con-
tinuous movement information capture. Before utilization,
the data undergo denoising, interpolation, and normalization
processes to enhance data quality and conform to the model’s
input requirements.

For the ParaSport-Images dataset, image enhancement
techniques such as random rotation, scaling, and flipping
during data preprocessing are employed to bolster the
model’s generalization capability. Concerning the ParaMo-
tion dataset, data cleaning (removing outliers), smoothing
(reducing noise influence), and data interpolation (ensuring
the continuity of time series) are conducted. The selection
of these two datasets aims to comprehensively understand
and disseminate information about disability sports compe-
titions by integrating static images and dynamic time series
data. The ParaSport-Images dataset enables the model to
deeply learn visual features, while the ParaMotion dataset
trains the model to comprehend and predict athletes’ dynamic
behaviors. Integrating such multimodal data aims to achieve
more comprehensive and in-depth dissemination of disability
sports information, aligning with the study’s goal to enhance
the efficiency and quality of disseminating disability sports
information through IoT and deep learning technologies.

B. EXPERIMENTAL ENVIRONMENT
This study adopts the experimental environment settings out-
lined in Table 2 to ensure the accuracy and repeatability of
the experiment.

C. PARAMETERS SETTING
In the experiment, the model’s hyperparameters are meticu-
lously configured to ensure optimal performance during both
training and evaluation stages. Table 3 presents the detailed
setting of the model’s hyperparameters.
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TABLE 2. Experimental environment setting.

D. PERFORMANCE EVALUATION
The performance evaluation encompasses the following
indicators: Accuracy measures the correctness of model clas-
sification. Precision evaluates the accuracy of the model
in predicting positive cases. Recall assesses the model’s
ability to identify positive examples. F1 Score provides a
comprehensive evaluation of the model’s performance by
combining accuracy and recall. User satisfaction survey eval-
uates the practical effectiveness of disseminating disability
sports information, this study conducted a questionnaire sur-
vey to gather users’ subjective feedback on their experience
with sports information dissemination. The survey ques-
tionnaire was designed to encompass multiple indicators,
including the availability, comprehensibility, and personal-
ization level of information, to quantify user satisfaction and
acceptance. The calculation equation for each index is as
follows:

Accuracy =
Number of Correct Predictions
Total Number of Predictions

(13)

Precision =
True Positives

True Positives+ False Positives
(14)

Recall =
True Positives

True Positives+ False Negatives
(15)

F1Score = 2 ×
Precision× Recall
Precision+ Recall

(16)

To comprehensively evaluate the performance and advan-
tages of the proposed sports information dissemination
model, it is compared with three other similar models:

1) Model A: A deep neural network based on attention
mechanism designed for sports information dissemina-
tion tasks [47].

2) Model B: A support vector machine model based on
traditional machine learning algorithms, utilized for
sports information dissemination tasks [48].

TABLE 3. Parameter setting.

3) Model C: A model based on recurrent neural networks,
applied for sports information dissemination tasks [49].

The comparison results are illustrated in Figure 6.
In Figure 6, the proposed sports information dissemina-

tion model outperforms other exemplary models in terms
of accuracy, precision, recall, and F1 Score. Notably, the
accuracy rate reaches 0.85, a significant improvement com-
pared to the range of 0.78-0.82 achieved by other models.
Particularly noteworthy is the recall score of 0.90 attained
by the proposed model, indicating its robust capability in
correctly identifying positive instances, i.e., important sports
information for the disabled community. A high recall rate
suggests that the model effectively captures and dissemi-
nates crucial information to the target user group, thereby
enhancing the accessibility and usability of disability sports
information. This underscores the model’s superior abil-
ity to accurately classify sports information. Furthermore,
the operational efficiency of different models is compared,
as depicted in Figure 7.

In Figure 7, the proposed sports information dissemination
model exhibits the shortest reasoning time (15ms), surpassing
other exemplary models. Model A and Model C demonstrate
better reasoning times, whereas Model B exhibits longer
reasoning time. Regarding resource occupation, the proposed
sports information dissemination model demonstrates the
lowest performance, indicating its relatively low demand for
computing resources. The model’s power consumption is
moderate compared to other models. Additionally, the pro-
posed sports information dissemination model achieves the
highest score in real-time performance, rendering it suitable
for scenarios with stringent real-time requirements. Con-
cerning user satisfaction, the comparison results of different
models are illustrated in Figure 8.

In Figure 8, the proposed sports information dissemination
model excels with the highest scores in interface friendli-
ness and overall user experience. It demonstrates exceptional
response speed, ensuring a smooth user experience. More-
over, the model achieves the highest score in information
accuracy, guaranteeing precise information dissemination.
In terms of personalized experience, the model also gar-
ners the highest score, catering to users’ individualized
needs. Overall, the proposed sports information dissemina-
tion model clearly outperforms other exemplary models in
total score. However, Model A and Model C also exhibit
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TABLE 4. Comparison of key aspects of different studies.

FIGURE 6. Performance comparison of different models.

FIGURE 7. Comparison of operating efficiency of different models.

commendable performance in overall score, whereas Model
B lags behind.

E. DISCUSSION
Through comprehensive comparison with existing similar
models, the proposed sports information disseminationmodel
demonstrates notable performance in operational efficiency
and user satisfaction, attributed to the seamless integra-
tion of deep learning and IoT technology. This integration

FIGURE 8. Comparison of user satisfaction of different models.

confers clear advantages in real-time processing, accuracy,
and user experience. Literature review highlights related
research endeavors, such as Tang’s exploration of sports mar-
keting strategy based on IoT platform and blockchain [50].
Hohmuth et al. [51] developed a novel wireless rowing
measurement system utilizing electromyography to capture
rowingmovement andmeasuremuscle activity. Seeberg et al.
[52] investigated speed curve, pace strategy, group dynamics,
and their significant impact on performance in cross-country
skiing collective starting competitions. The proposed model
selects a deep learning framework tailored for disseminating
sports information to individuals with disabilities, surpassing
existing models in performance. Comparative experimental
results underscore the superiority of the proposed model
in accuracy, user satisfaction, and operational efficiency,
aligning with findings from related literature. This consis-
tent validation affirms the efficacy of the proposed model.
Through comparative analysis, it is evident that the proposed
sports information dissemination model excels in real-time
performance and user experience, rendering it highly applica-
ble in disseminating sports information for individuals with
disabilities. This also lays a robust foundation for extending
the model’s utility to other domains [53].
To facilitate a clear comparison between our study and

existing research, Table 4 presents the following insights:
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The comparison in Table 4 illustrates that our study,
through the integration of IoT technology and deep learning
models, particularly incorporating the attention mechanism,
showcases technological innovation. Moreover, it offers a
wide-ranging and effective application in disability sports
information dissemination. In contrast to other research, our
focus lies in enhancing real-time performance, accuracy, and
user experience, all pivotal aspects in the realm of disability
sports information dissemination. In conclusion, the pro-
posed sports information communication model excels in the
choice of deep learning model, consistency, and applicability
of experimental outcomes, offering a valuable reference for
research in the domain of sports information communication
for the disabled. Future studies could enhance the model’s
performance, explore additional applications in practical con-
texts, and bolster its interpretability.

V. CONCLUSION
A. RESEARCH CONTRIBUTION
This study introduces a sports information dissemination
model based on deep learning, leveraging IoT technology.
This innovative integration offers a promising solution for
enhancing sports information accessibility for the disabled.
Comparative experiments demonstrate the model’s supe-
riority in reasoning time and user satisfaction compared
to existing models, showcasing its practical potential and
contribution to enhancing sports information dissemination
systems for the disabled.

B. FUTURE WORKS AND RESEARCH LIMITATIONS
Future research directions and limitations are as follows:
Firstly, efforts can be directed towards enhancing the explana-
tory power of the proposed model to better elucidate its
decision-making process and bolster its credibility in prac-
tical applications. Further studies can incorporate more con-
siderations of user participation, including collecting users’
actual feedback and opinions to comprehensively evaluate
the user experience of the sports information dissemination
system [54], [55]. To enhance the verification of the proposed
model in practical scenarios, future research can collabo-
rate with disabled sports information dissemination agencies
or communities for extensive real-world validation. Addi-
tionally, further optimization of the algorithm is needed to
improve the model’s generalization performance across vari-
ous datasets and scenarios.Moreover, when implementing the
sports information dissemination system, considerations such
as network security and user privacy protection should be
addressed to ensure system reliability and user data security.
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