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ABSTRACT Generative Artificial Intelligence (GAI) has sparked a transformative wave across various
domains, includingmachine learning, healthcare, business, and entertainment, owing to its remarkable ability
to generate lifelike data. This comprehensive survey offers a meticulous examination of the privacy and
security challenges inherent to GAI. It provides five pivotal perspectives essential for a comprehensive
understanding of these intricacies. The paper encompasses discussions on GAI architectures, diverse
generative model types, practical applications, and recent advancements within the field. In addition,
it highlights current security strategies and proposes sustainable solutions, emphasizing user, developer,
institutional, and policymaker involvement.

INDEX TERMS Generative artificial intelligence, privacy concerns, security concerns, deep learning,
adversarial attacks, synthetic data, Deepfake, ethical implications, cybersecurity, machine learning, privacy
protection, ethical responsibility, misinformation, social engineering, regulatory compliance, artificial
intelligence, privacy preservation, data security, threat analysis.

I. INTRODUCTION
Due to the recent advancements in Deep Learning methods
and the gradual increase in computational power, there has
been a proliferation of publicly available Generative AI [1]
products. These include ChatGPT [2] and DALL E from
openAI, Github Copilot, AlphaCode from Deepmind, and
many more. They are all applications of Generative AI in
some way or another. Although these tools have greatly
contributed to the common good, it is equally important not
to overlook the negative implications they have. We have
conducted a comprehensive analysis of these concerns from
five distinct perspectives, considering the rising occurrences
of Deepfake incidents [3], breaches of privacy in synthetic
data [4], and adversarial attacks on generative models [5].
These perspectives are user, ethical, regulatory and legal,
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technological, and institutional perspectives. As shown in
Figure 1, we have developed a novel classification for the
above-stated viewpoints and addressed possible ways to
mitigate the concerns associated with the privacy and security
of the models.

Several approaches are being employed to address the
privacy and security concerns in Generative AI, such as
Privacy-Preserving Techniques (PPTs), Adversarial Defense
Mechanisms, and Regulatory Measures and Policies. PPTs
such as differential privacy [6], federated learning [7], [8], [9],
and secure multi-party computation [10] are used to generate
synthetic data or perform computations while preserving
privacy during the data training and inference phase. Privacy-
preserving generative models based on Generative Adversar-
ial Networks (GANs) or Variational Autoencoders (VAEs)
can provide privacy guarantees during the data generation
process. These techniques aim to limit the exposure of
sensitive information during the generative phase. However,
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FIGURE 1. Privacy and security concerns in generative AI in 5 perspectives.

there are challenges in balancing privacy and utility since they
involve adding noise to preserve privacy, which may impact
the quality of the generated data.

In contrast, adversarial defense mechanisms, including
techniques such as adversarial training [11], input validation,
and the development of robust model architectures [12], are
employed to counteract adversarial attacks on generative
models. Although these defense mechanisms can enhance the
security of generative models, adversarial attacks continue to
advance in their strategies and models. Adversarial training
is an approach where generative models are trained with
adversarial examples to enhance their robustness against
attacks. Validating and sanitizing inputs can help detect
and filter out potentially malicious inputs before they reach
the generative model. Moreover, continuous monitoring of
generative models is crucial to detect adversarial attacks and
system vulnerabilities.

PPTs have huge privacy-utility trade-offs. An illustrative
instance can be found in the realm of medical research [13],
where synthetic data generated using PPTs may fall short
of fully replicating the statistical properties of the original
data, thereby constraining its suitability for precise analysis
and informed decision-making. Adversarial attacks [14] can
compromise the security and trustworthiness of generative
models used for image generation. Consider the scenario
where an adversary may tamper with input data or introduce
imperceptible noise to deceive the model into generating
deceptive images, such as Deepfakes. The consequences of
such manipulations extend to diverse domains, including
but not limited to forensic analysis [15], content authentica-
tion [16], and autonomous vehicles [17].
Taking into consideration all the dangers associated

with generative AI, this paper is aimed at providing a
comprehensive and extensive survey of all the privacy and

TABLE 1. Abbreviations used in the text.

security concerns under the shadows of Generative AI.
Certain countries such as Italy have feared the worst and
have taken measures against ChatGPT. The Cybersecurity
Hub states that The Garante, the Italian data protection
agency, pointed out that the extensive gathering and retention
of personal data to ‘‘train’’ ChatGPT lacks a legitimate
legal foundation [18]. Furthermore, there exist lingering
questions regarding the novelty and ownership of artworks
created by generative AI models [19]. Deepfakes, a product
of this technology, have found utility in diverse domains,
spanning from mere entertainment to nefarious activities
targeting individuals and organizations [20]. An illustra-
tive incident involved a false tweet about an explosion
at the Pentagon, which propagated widely and triggered
a market selloff [21]. Notably, a search for ‘Johannes
Vermeer’ yields an AI-generated image of ‘Girl With a Pearl
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Earring’ as the top result, supplanting the original artwork,
as illustrated in Figure 2. Despite efforts by concerned
parties to mitigate the vulnerabilities of generative AI
through the utilization of both classical and contemporary
techniques like Privacy-Preserving Deep Learning (PPDL)
[22], a compelling need persists for the development of
more robust and advanced security measures for these
systems. With these considerations in mind, a considerable
gap remains in addressing the full spectrum of potential
negative consequences associated with generative AI. Hence,
a comprehensive and in-depth examination is imperative to
make substantial progress in mitigating these challenges.

On that account, it is boldly imperative to bring a
substantial survey in the areas of generative AI, specifically
on the privacy and security of the users and the model.
Through this, we get a step closer to a safe and secure AI
ecosystem with resilient models and responsible developers.
Our research distinguishes itself from other reviews or
surveys regarding the privacy and security of Generative AI
due to the following noteworthy contributions:

− A holistic and extensive coverage: Our survey offers a
comprehensive and in-depth examination of the privacy
and security concerns associated with Generative AI,
encompassing various perspectives. Through a com-
prehensive investigation, our goal is to illuminate the
multifaceted challenges associated with the privacy and
security dimensions of Generative AI. We approach
this subject from various perspectives, delving into
its far-reaching implications across diverse domains,
encompassing themes such as data protection, ethical
considerations, and potential vulnerabilities. Through
our extensive study, we provide an understanding of the
challenges and risks inherent in Generative AI systems,
helping researchers, practitioners, and policymakers to
navigate this evolving landscape. Our work addresses
the intricacies of privacy and security in Generative AI,
contributing to the existing knowledge and providing
insights for enhancing safeguards in this rapidly evolv-
ing field.

− Developed a novel classification:Our paper introduces
a novel classification framework that examines privacy
and security in Generative AI from five detailed
perspectives. This comprehensive approach allows for a
thorough understanding of the challenges and implica-
tions involved. By exploring legal, technical, user trust,
transparency, and ethical aspects, our work provides
valuable insights for addressing privacy and security
concerns in Generative AI systems.

− In-depth analysis: Through meticulous research and
thorough investigation, our work goes beyond the
surface-level examination. Starting by noting previous
incidents related to the systems and considering public
complaints against the efficiency of the products,
we offer a comprehensive resource for researchers who
aim to tackle one or more of the privacy and security
issues.

Our survey is primarily intended for researchers seeking
a comprehensive view of security and privacy in generative
AI model products while also offering valuable insights
for practitioners, students, and anyone interested in AI and
ML, facilitating secure and effective product utilization and
understanding of their operation. The organization of the
paper is given in Figure 3.

FIGURE 2. Google’s top result for ‘‘Johannes Vermeer’’.

II. RELATED WORKS
As the discipline of generative AI has been getting traction
in recent years, there have been various developments and
surveys. To highlight the successes and gaps, we have done
extensive research by reading and analyzing peer-reviewed
surveys. The prior studies have focused on the applications
of the models and how to further evolve them. However sharp
double-edged sword they are, we can utilize these models in
the field of cybersecurity [28] as well. Having said all that,
we can not help but notice there is not a whole rounded survey
encompassing the different perspectives on the privacy and
security of these machines.

Tanuwidjaja et al. [23] have discussed the challenges
of data privacy and security in Machine Learning as a
Service (MLaaS) platforms. PPDL is a set of techniques
that allow data owners to keep their data private while
still allowing MLaaS platforms to train models on the
data. The paper provides a comprehensive survey of both
classical and well-known PPDL techniques. Moreover, they
discussed security goals and attack models with possible
countermeasures for each scenario.

Zhang et al. [10] have identified the need for PPDL due
to concerns about exposing and collecting large amounts
of data, the high cost of locally deploying computation
resources, and the threat of releasing well-trained model
parameters. They categorized the techniques based on linear
and nonlinear computations. In conclusion, they discussed
several promising directions such as developing more effi-
cient and scalable techniques and highlighting the primary
technical hurdles that need to be addressed.

Sun et al. [25] provides a comprehensive overview
of adversarial attacks targeting deep generative models
(DGMs), which are machine learning models used for gen-
erating data like images, text, and audio. The survey covers
various types of attacks on DGMs, including those targeting
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FIGURE 3. Structure of the survey.

training data, latent codes, generators, discriminators, and
the generated data itself. The paper concludes by outlining
future research directions, emphasizing the need for more
robust DGMs, improved defense mechanisms, and methods
for detecting and classifying adversarial inputs.

Shahid et al. [26] did a survey on detecting fake news
spreaders which sheds light on the current state of detecting
fake news spreaders. The authors categorize features into
four main types: content-based, user-based, network-based,
and hybrid features, which combine elements from the
previous categories. The paper highlights challenges in fake
news detection, such as the ever-changing nature of fake
news, the difficulty in obtaining reliable training data, and
the lack of a shared benchmark dataset for evaluation.
In conclusion, the authors emphasize the importance of devel-
oping effective detection algorithms to combat the spread of
misinformation.

Michael et al. [27] explores the utilization of AI in
cybersecurity. It discusses the potential benefits of AI
in automating tasks, identifying threats, and responding
to incidents more efficiently. Therefore, AI has been
used to respond to incidents more quickly and effec-
tively than humans can. The authors conclude that while
AI has the potential to greatly enhance cybersecurity,
it is crucial to acknowledge and address the associated
risks.

The studies reviewed in this section have significantly
contributed to the field of Privacy and Security concerns
in Generative AI. Table 2 gives a summarized review of
surveys along with their success and challenges. Some of
the papers have provided a detailed overview of PPTs that

could potentially lower the concerns on their own metrics.
On the other hand, other papers provided a comprehensive
analysis and survey on why these concerns should also
be taken care of by ethical governance. Although different
privacy-preserving techniques play a great role in securing
data privacy during both the data training and inference
phase, they come with quality and utility issues, which in
turn leads to some other bias. In conclusion, all the papers
reviewed above have provided well-put research on how to
tackle privacy and security concerns. However, there is still
a need for further study and research since the concerns are
getting more sophisticated along with the rapid Generative AI
growth.

III. FUNDAMENTALS OF GENERATIVE AI
A. RECURRENT NEURAL NETWORKS
Recurrent Neural Networks (RNNs) represent a pivotal
advancement in the field of artificial intelligence, specifically
designed to tackle tasks involving sequential data. Unlike
traditional feedforward neural networks, they introduce a
dynamic element by incorporating recurrent connections that
enable the network to retain information about previous
inputs [29]. This architectural innovation endows them with
the capability to comprehend and generate sequences, making
them particularly well-suited for applications in natural
language processing, speech recognition, and time-series
analysis. The inherent ability to capture temporal dependen-
cies within data has positioned them as a cornerstone in the
realm of generative AI, where the generation of coherent and
contextually relevant sequences is a fundamental objective
[30].
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TABLE 2. Related works.

Despite their remarkable potential, RNNs are not without
challenges. The vanishing gradient problem as shown in
Figure 4, where the influence of distant inputs diminishes
during training, and the exploding gradient problem [31],
where gradients become excessively large, can impede the
effective learning of long-range dependencies.

B. RNN WITH ATTENTION
The fusion of attention mechanisms with RNNs marks a
substantial advancement in sequence modeling, overcom-
ing limitations inherent in conventional RNN structures.
By incorporating attention mechanisms, they gain the ability
to selectively focus on different parts of the input sequence,
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FIGURE 4. Vanishing gradient problem.

offering a dynamic and context-aware approach to processing
sequential data [32], [33].

The augmented representation, formed by combining the
context vector with the current RNN state, enhances the
model’s understanding of both local and broader contextual
information. This improvement has far-reaching applications,
particularly in NLP tasks. In machine translation, attention-
equipped RNNs excel in capturing dependencies between
source and target language words. Text summarization [34]
benefits from the attention mechanism’s ability to distill
essential information for concise summaries. Similarly, ques-
tion answering [35] applications achieve greater accuracy by
considering pertinent details in the input.

C. TRANSFORMER
The Transformer architecture, introduced in the seminal
paper ‘‘Attention is All You Need’’ [36] marks a transforma-
tive shift in the landscape of sequence modeling, particularly
inNLP. Its departure from the sequential processing paradigm
of traditional models, such as RNNs, has paved the way
for more efficient and effective approaches to capturing
complex patterns in sequential data [32]. Unlike RNNs,
which process sequences sequentially, the Transformer’s
self-attention mechanism allows for the simultaneous consid-
eration of all elements in the sequence. This parallelization
not only accelerates training but also facilitates more efficient
hardware utilization.

Architecturally, the Transformer is composed of modular
and identical layers, each containing self-attention mecha-
nisms and feedforward neural networks [37]. This modular
design not only contributes to the model’s scalability but also
simplifies the addition of more layers, thereby facilitating
the development of larger and more powerful models.
The parallelization [38], combined with layer normalization
and residual connections, contributes to more stable and

faster training, especially for large models. In contrast,
training deep RNNs can be a delicate task, requiring careful
initialization and regularization to mitigate challenges related
to the sequential nature of computation.

The Transformer architecture, as in Figure 5, represents
a significant leap forward in sequence modeling. Its ability
to parallelize computation, capture long-range dependencies,
and handle input sequences with positional encoding has
revolutionized the field. The Transformer’s versatility and
effectiveness have undoubtedly reshaped our approach to
complex sequence modeling challenges.

D. ROLE OF GENERATIVE AI
Generative AI is a specialized branch of AI that focuses
on developing models capable of generating new data
resembling a given dataset. Unlike traditional AI models
that are designed for specific tasks, generative AI models
aim to understand the underlying distribution of the training
data [39], allowing them to produce novel content that shares
characteristics with the original data. Techniques such as
GANs and VAEs [40] are commonly used in generative AI,
enabling the creation of realistic images, videos, audio, text,
and more. This field has gained significant attention due to
its potential applications in creative tasks like art generation
and practical uses such as data augmentation [41], drug
discovery [42], and image-to-image translation [43], among
others. The role of generative AI in artificial intelligence

FIGURE 5. Transformer architecture.

extends beyond just data generation, machine translation,
and text summarizing; it plays a pivotal role in addressing
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several key challenges and contributing to advancements
across different domains.

− Creative Content Generation: One of the most excit-
ing aspects of generative AI is its ability to foster
creativity. It empowers AI systems to produce art, music,
literature, and other forms of creative content. Artists,
designers, and musicians have embraced generative AI
as a tool for inspiration and collaboration, leading to
groundbreaking new forms of expression and artistry
[44].

− Drug Discovery and Molecule Design: Can be
employed in the pharmaceutical industry to find new
drug candidates and design molecules with desired
properties. By exploring extensive chemical spaces [45],
these models propose potential compounds that interact
with biological targets, accelerating drug discovery and
potentially leading to faster development of life-saving
medications.

− Anomaly Detection and Data Security: It can also be
employed for anomaly detection in various domains,
such as identifying fraudulent transactions in financial
data or detecting abnormal behavior in cybersecu-
rity [46]. By learning the normal distribution of data,
generative models can identify deviations that may
signify potential threats or anomalies.

− Robotics and Autonomous Systems: - Generative AI
enables sim-to-real transfer in robotics, pre-training
models in simulations and fine-tuning them with real-
world data [47] for more effective control of physical
robots. This approach enhances autonomous systems’
capabilities by bridging the gap between simulation and
reality, facilitating efficient development and deploy-
ment of reliable robotics.

The application of generative AI is continually expanding.
With its ability to imagine and create, it promises to reshape
various industries, foster innovation, and pave the way for
more sophisticated AI systems with increasingly human-like
capabilities. However, it also raises ethical considerations and
challenges related to the potential misuse of generative AI
for deceptive or harmful purposes, necessitating responsible
development and deployment in AI applications.

E. KEY CONCEPTS OF GENERATIVE MODELS
Generative models learn the distribution of training data to
produce new samples with similar patterns. Key techniques
include autoencoders for efficient data representations [48],
GANs for realistic content creation through adversarial
training, and VAEs for meaningful latent representations
using probabilistic modeling.

Autoencoders are neural networks designed for unsu-
pervised representation learning [49], aiming to learn a
compact and meaningful latent space of input data. The
architecture consists of an encoder and a decoder, with
the encoder mapping input data to a lower-dimensional
bottleneck layer and the decoder reconstructing the original

data. Training minimizes reconstruction error, enabling
efficient and informative data representation. Autoencoders
are vital in dimensionality reduction [50], data compression,
denoising, and feature extraction, playing a significant role in
various downstream tasks.

GANs are a potent category of generative models capable
of producing new data similar to a given training dataset.
GANs involve two neural networks: the generator, which
creates synthetic data samples, and the discriminator, which
serves as a binary classifier to differentiate between real
training data and generated data. Adversarial training drives
thesemodels, as the generator and discriminator [51] compete
to outperform each other, representing the key idea behind
GANs.

− The Generator and Discriminator: The generator
network in a GAN takes random noise as input and maps
it to the data space to produce synthetic data samples.
The goal of the generator is to generate data that is so
realistic that the discriminator cannot distinguish it from
real data [52] using the generator loss given by:

Lgen = −
1
m

m∑
i=1

log(D(G(zi))) (1)

The variables in the generator loss formula are integral to
understanding the dynamics of Generative Adversarial
Networks (GANs). The generator loss (Lgen) serves
as a metric, gauging the efficacy of the generator in
producing realistic data. The parameter m signifies the
number of samples within the training batch, with i
denoting the index for an individual sample in the
batch. The random noise vector zi serves as input
to the generator for the i-th sample, contributing to
the diversity of generated outputs. The function G(zi)
represents the generator’s output when provided with
the specific noise zi, showcasing the model’s ability
to transform random input into meaningful data. The
discriminator function D(·) is pivotal; it evaluates the
likelihood that its input is a real sample, a crucial aspect
of the adversarial interplay. Lastly, the natural logarithm
function log(·) is employed in the loss computation,
emphasizing the importance of the logarithmic scale
in assessing the divergence between generated and
real samples. Together, these variables and functions
underpin the intricate dance between generator and
discriminator in the GAN framework [53].
On the other hand, the discriminator is trained to
correctly classify data as either real or generated using a
discriminator loss given by [53]:

Ldisc = −
1
m

m∑
i=1

[
log(D(xi)) + log(1 − D(G(zi)))

]
(2)

As the training progresses, the generator improves
its ability to produce more realistic data, while the
discriminator enhances its capability to differentiate real
from fake data as depicted in Figure 6.
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FIGURE 6. Generator and discriminator.

− Min-max Game in GANs: The training process of
GANs can be seen as a min-max game between the
generator and the discriminator. The objective is to
minimize the discriminator’s ability to correctly classify
generated data (minimize its loss) while maximizing
the discriminator’s ability to correctly classify real
data (maximize its loss) [54]. This adversarial train-
ing process leads to a dynamic equilibrium where
the generator produces increasingly realistic data that
becomes indistinguishable from real data. The GAN
framework has shown remarkable success in generating
high-quality, diverse data in various domains, such as
images, videos, and even text.

VAEs belong to the category of generative models and
adopt a probabilistic technique for encoding and decoding
data. Unlike traditional autoencoders, VAEs use probability
distributions to model the encoder and decoder. The encoder
maps input data to a distribution in the latent space,
while the decoder generates data by sampling from this
distribution [55]. VAEs aim to maximize the evidence lower
bound (ELBO), a balancing objective that considers the
reconstruction error and a regularization term to shape the
learned latent space to adhere to a predetermined prior
distribution, commonly a simple Gaussian.

F. TYPES OF GENERATIVE MODELS
Generative models stand out as a class of algorithms that
hold the unique ability to learn and understand the underlying
probability distribution of the data they are trained on. Unlike
their discriminative counterparts, generative models venture
beyond classification tasks, aiming to create new data points
that closely resemble the original dataset. This subsection
delves into the intriguing realm of various generative models,
exploring their advantages and shortcomings. Apart from

autoregressive models, VAEs, and GANs, We have explored
the various types of generative models in Table 3.

G. RECENT ADVANCEMENTS AND TRENDS
AI-powered content and data generation have advanced
significantly since its inception. From creating photorealistic
images and videos to composing music and writing stories,
AI is now capable of producing creative content that is
indistinguishable from human-made work.

− The Emergence of Explainable Generative AI:
Explainable Generative AI [62], [63] has emerged to
address the complexity of understanding how Gener-
ative AI generates output, focusing on transparency
and interpretability in decision-making. The lack of
transparency has hindered generative AI’s widespread
adoption, particularly in industries like finance and
healthcare that require accountability. The goal is
to enhance transparency by developing specialized
visualization and interpretation techniques tailored to
generative models.

− Integration with the Internet of Things (IoT):
IoT [64], [65], [66] encompasses interconnected objects
capable of collecting and exchanging data; When
combined with generative AI, it enables machines to
generate content using real-time data from the physical
world. This integration has the potential to create smart
devices capable of generating personalized and valuable
content based on user behavior and the surrounding
environment. The applications span from smart home
environments to industrial settings.

− Integration with Blockchain Technology: Blockchain
[67], [68], as a secure and decentralized digital ledger,
has the potential to revolutionize generative AI appli-
cations by enhancing security and transparency. The
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TABLE 3. Generative models comparison.

integration of generative AI with blockchain technology
enables the development of decentralized AI networks
that are more robust against cyber threats and offer
greater privacy in their operations. The combination
presents a transformative opportunity for secure and
transparent applications.

− Integration with the Augmented Reality (AR): The
integration creates a captivating synergy that elevates
user experiences, facilitates interactive content, and
enables realistic simulations. AR [69] overlays digital
elements onto the user’s real-world environment, often
via smartphones or AR glasses. Combining Generative
AI with AR unlocks dynamic, personalized, and immer-
sive experiences, seamlessly integrating digital content
into the user’s natural surroundings.

IV. PRIVACY AND SECURITY CONCERNS IN GENERATIVE
AI FROM 5 PERSPECTIVES
Generative AI has made a significant contribution to different
sectors ranging from Healthcare [70], [71], [72] to Education
[73], [74], from Finance to Arts [75], [76], from Autonomous
Vehicles [77], [78] to Drug Discovery [79], [80], and

more. In the above sections, we discussed the overall
positive impacts of this advanced technology. However, this
technology comes up with potential threats and dangers when
it’s used in a negative manner. In this section, we will discuss
the negative implications of Generative AI from 5 different
perspectives, namely:

1) User Perspective
2) Ethical Perspective
3) Regulatory and Law Perspective
4) Technological Perspective
5) Institutional Perspective

The rapid advancement of Generative AI has given rise
to Deepfake Technology (DT) [81], [82], presenting a
significant challenge to individuals and global institutions
such as financial organizations and entertainment industry
at large. DT is an AI-driven innovation that manipulates
visual, auditory, and video content to fabricate events that
never occurred. It is powered by GANs, which employs two
Artificial Neural Networks (ANNs) such as detector and
synthesizer [83]. Figure 7 shows how DT manipulates the
input contents that go through encoder and decoders to output
the desired result.
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A. USER PERSPECTIVE
The impact of deepfake incidents on individuals from the
perspectives of consent [84], control, and insurance, is multi-
faceted and can have wide-ranging implications for personal,
professional, and societal aspects. Deepfakes can violate
individuals’ consent by using their likeness, voice, or identity
without their permission, leading to a loss of control over
how their image is portrayed. The act of cyberbullying using
deepfake technology has affected a lot of people’s life without
their consent. For example, an attacker might wish to publish
a video of the target doing some unlawful activity just by
using their headshots and training them in the deep learning
model. At this time, even though the target didn’t commit
the crime, these high realistic videos might get them jailed
or whatever the attackers plan to do with the deepfake.

DT has significant implications for privacy and security
from a user’s perspective. We classified an overview of how
deepfakes can affect individuals in these two areas such as
Privacy and Security.

1) MANIPULATION OF PERSONAL CONTENT
DT allows for the manipulation of personal photos and
videos with remarkable realism [85]. This can infringe
upon an individual’s privacy when their images are used
without consent. For example, imagine a deepfake video is
created that shows a famous celebrity seemingly endorsing
a controversial product, such as a dietary supplement.
This video is convincingly crafted, making it appear as
though the celebrity genuinely supports the product. In this
case, the privacy of the celebrity is infringed upon as
their likeness and reputation are manipulated without their
consent. This intrusion can damage the celebrity’s brand and
trustworthiness. The broader issue is the erosion of trust in
video content, as the public becomes increasingly skeptical
of the authenticity of what they see.

2) IDENTITY THEFT
Deepfakes can be used to create convincing audio recordings,
mimicking a person’s voice and speech patterns. These fake
audio clips can be used to deceive individuals or automated
voice recognition systems, potentially leading to identity theft
or unauthorized access to personal information. Users may
unknowingly share sensitive information with attackers who
convincingly mimic trusted voices, undermining their trust in
communication channels.

3) AUTHENTICATION CHALLENGES
Deepfake technology raises concerns about the reliability of
authentication methods that rely on biometric data [86] like
facial recognition [87], [88]. An attacker could use a deepfake
to gain unauthorized access to secure systems or accounts
by mimicking the targeted individual’s biometric data. For
example, a criminal obtains a highly realistic deepfake mask
of an individual’s face and uses it to gain unauthorized
access to the person’s smartphone through facial recognition,

subsequently accessing sensitive data. This scenario under-
scores the vulnerability of facial recognition systems to
deepfake attacks. It suggests that additional security layers
and biometric verification techniques should be implemented
to safeguard personal devices and data.

Deepfake technology is continually evolving, and users
must adapt their behaviors and security practices to mitigate
the risks associated with its misuse. In response to these
privacy and security concerns, there are ongoing efforts to
develop detection and mitigation techniques for deepfakes.
Additionally, legal and regulatory frameworks are being
established in some jurisdictions to address the misuse of
deepfake technology.

FIGURE 7. Deepfake generation.

B. ETHICAL PERSPECTIVE
Deepfake technology presents several ethical challenges and
considerations in terms of privacy and security. From an
ethical perspective [89], here are some of the key impacts and
issues associated with deepfake technology: bias, developer
responsibility, and policymakers.

1) BIAS
Deepfake technology can introduce or exacerbate biases, both
overt and subtle, in various ways. Biases may be present in
the training data used to create deepfake algorithms [90],
or they may be introduced intentionally by creators. These
biases can manifest in terms of race, gender, age, and other
characteristics. Ethical principles demand that technology,
including deepfake technology, should not perpetuate or
amplify biases. A fair and just society should strive for equal
treatment and respect for all individuals, regardless of their
background.

2) DEVELOPER RESPONSIBILITY
Developers and researchers are at the forefront of creating
and advancing deepfake technology. Their ethical responsi-
bility extends to how they develop, use, and regulate this
technology. Developers have an ethical duty to prioritize
the responsible use of deepfake technology. Ethical princi-
ples [89] such as transparency, consent, and accountability
should guide their actions.

3) POLICYMAKERS
Policymakers play a pivotal role in crafting laws and regula-
tions that govern the responsible development, distribution,
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TABLE 4. Comparison of data protection laws.

and use of deepfake technology. Policymakers must navigate
a complex ethical landscape [91] when regulating deepfake
technology. They need to balance the protection of individual
rights and public welfare with the preservation of freedom of
expression and innovation.

Balancing these ethical considerations within deepfake
technology requires a holistic approach involving not only
developers and policy makers but also researchers, civil
society organizations, and the broader public. Collaboration
and dialogue among these stakeholders are crucial to ensure
that deepfake technology aligns with ethical principles and
serves the best interests of society.

C. REGULATORY AND LAW PERSPECTIVE
The rise of generative AI has left regulators grappling with
the challenge of keeping pace with this transformative tech-
nology. As we explore the regulatory and legal perspective,

it becomes evident that a delicate balance is needed to harness
the potential benefits while safeguarding against risks.

1) CLASSICAL DATA PROTECTION LAWS
Data privacy laws worldwide are the first line of defense
against the potential misuse of personal information by
generative AI platforms [4]. Governments have introduced
regulations like the General Data Protection Regulation
(GDPR) [92] in the European Union, California Consumer
Privacy Act (CCPA) [93] in the US, and other similar laws
globally. These laws mandate that companies must handle
personal data with transparency and obtain explicit consent
from individuals for its use.

However, generative AI introduces new challenges as AI
models may inadvertently generate content that contains
personal information. This raises questions about how
AI-generated data should be treated under data privacy
laws and who bears responsibility for its protection. When
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GDPR arrived, it had some tricky terms like ‘‘undue delay’’
and ‘‘disproportionate effort.’’ Though the rules seemed
clear, companies sometimes played with their meanings.
For example, Facebook took almost two months to report a
problem and said it followed the ‘‘undue delay’’ rule [94].

Similarly, the global nature of AI development introduces
complexities regarding cross-border data flows [95]. Data
used to train generative AI models is sourced from multiple
jurisdictions as shown in Table 4, each with its data pro-
tection laws. Ensuring compliance with varying regulations
while maintaining seamless data access for AI development
becomes a challenge.

2) INTELLECTUAL PROPERTY RIGHTS
AI often learns from existing data. When generative AI
incorporates copyrighted elements into its creations [96],
understanding where fair use ends and copyright infringe-
ment begins can be challenging. This raises concerns about
derivative works and their legal implications.

The determination of whether credit should be attributed
to the AI itself or the human creator of the AI becomes
intricate, potentially impacting copyright assertions and
the acknowledgment of inventive contributions [97], [98].
Moreover, the concept of ownership is enigmatic when
it comes to AI-generated content. Unlike human creators,
AI lacks legal personhood [99], raising questions about who
possesses the rights and how safeguarding these rights can
be ensured. These uncertainties influence the potential for
economic gains from such creations.

Furthermore, collaborative endeavors between humans
and AI to craft content introduce the concept of joint
authorship [100]. This adds a layer of complexity to copyright
law as it becomes necessary to navigate the distribution of
rights and contributions in these partnerships. The matter of
primary ownership and the equitable sharing of recognition
are puzzles that require careful consideration [101]. The
evolution of copyright laws to encompass AI-generated
content is another challenge, given that existing regulations
were not designed with AI in mind.

D. TECHNOLOGICAL PERSPECTIVE
This section of the paper highlights critical dimensions that
encompass classical Privacy-Preserving Techniques (PPTs)
versus Privacy-Preserving Deep Learning (PPDLs), defense
mechanisms against adversarial attacks, and strategies to
enhance model transparency. These sub-sections collectively
offer insights into the evolution of privacy and secu-
rity safeguards within the dynamic domain of Generative
AI.

1) CLASSICAL PPTS VS PPDLS
Traditional privacy-preserving technologies (PPTs) use
well-established methods to protect privacy, but they may not
be enough to counter advanced privacy threats [102]. On the
other hand, privacy-preserving differential learning (PPDLs)

use cutting-edge techniques to address the weaknesses of
traditional methods [23]. In Table 5, we have shown the
comparison of computational and communication cost of
each of the schemes desribed below.

− Federated Learning [103]: updates models locally on
user devices, keeps raw data on devices, reducing the
risks associated with centralized data storage.

− Homomorphic Encryption [104]: enables secure com-
putations on encrypted data, allowing privacy without
sacrificing data utility. This is a type of encryption that
allows computations to be performed on encrypted data.
This means that data can be kept encrypted throughout
the computation process.

− Differential Privacy [105]: adds noise to aggregated
results, as shown in Figure 8, protecting individual
privacy while still allowingmeaningful insights. In addi-
tion, it offers a principled approach to balancing the
trade-off between data utility and privacy, making it a
valuable tool in various data analysis scenarios. This
ensures that no single individual’s data disproportion-
ately influences the final outcome, thereby preserving
the integrity of the analysis.

FIGURE 8. Differential privacy.

2) DEFENCE MECHANISM
Two distinct defence strategies stand out: adversarial training
and detection techniques. Adversarial training enhances
model resilience by incorporating adversarial examples into
training data, boosting generalization [106]. Yet, it can
raise computational load and vulnerability to transferability
attacks [107]. Detection techniques proactively identify
adversarial inputs using methods like anomaly detection,
though they can grapple with false positives and evasion by
adaptive adversaries.

Another comparison lies between secure aggregation
and model verification. Secure aggregation preserves data
privacy in collaborative training by allowing updates without
sharing raw data [108]. However, it introduces commu-
nication overhead and privacy challenges [109]. In con-
trast, model verification certifies model integrity before
deployment, ensuring adherence to intended behavior and
standards, but might demand extra resources and specialized
tools [110].
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TABLE 5. Comparison of computation and communication costs.

3) MODEL TRANSPARENCY
Transparent models help us see how these models make
decisions, which is important when their results affect real
life. Techniques like showing model internals visually and
focusing on important parts of input help us understand these
models [111]. However, very complex models might not
be fully explainable. Transparent models are also important
ethically, as they can prevent biases and unfair behavior. But
there are challenges, like the trade-off between transparency
and performance [112]. Some models are so advanced that
they’re hard to explain simply. Certain industries might not
want to share their secret methods. Trust in these models
grows when we know how they make decisions, especially
in important areas like healthcare. Balancing how much we
understand how complex the models are, is key and there are
methods to help with this [113].

E. INSTITUTIONAL PERSPECTIVE
The risks associated with generative AI do not only arise from
the models’ flow or the underlying algorithm’s inadequacy
but also from the way the data is collected, processed and
generally how an institution takes care of the data that
flows through the system. Giving necessary attention to these
details will be an effective risk avoidance procedure.

1) DATA HANDLING PROCEDURES
Organizations need to establish clear protocols for data
collection, storage, sharing, and disposal [114], [115]. Key
considerations include:

− Data Storage: secure storage solutions, including
encryption and access controls, are necessary to prevent
unauthorized access and data breaches [116].

− Data Sharing: if data is shared with third parties,
ensuring that proper agreements and safeguards are in
place to maintain privacy and security [4].

2) GOVERNANCE STRUCTURE
The governance structure involves roles, responsibilities, and
decision-making processes that oversee Generative AI’s use
regarding privacy and security [117]. A Data Privacy Officer
(DPO) ensures regulatory compliance, manages privacy

assessments, and addresses related concerns [118]. An Ethics
Review Board provides guidance on ethical considerations,
especially with sensitive content. Internal Policies offer
clear guidelines for data handling, security protocols, and
ethical Generative AI use. Together, these elements shape an
organization’s commitment to privacy and security.

3) RISK MITIGATION AND REVERSAL
To ensure comprehensive protection, it is vital to establish
effective strategies for managing risks. This entails the con-
tinuous identification, assessment, and reduction of potential
threats associated with the applications [119]. This process
involves conducting routine evaluations of the underlying
system and updating them to the state-of-the-art techniques,
considering factors like data types, potential misuse, and
unintended repercussions [120].

Additionally, having well-defined response plans is crucial
in the event of privacy breaches or security incidents [121].
These plans encompass notifying affected parties and regu-
latory bodies, alongside implementing measures to mitigate
the extent of damage. Moreover, it is essential to account
for the possibility of malicious entities attempting to reverse
engineer Generative AI models to gain access to sensitive
data. By implementing safeguards against such endeavors,
the overall security of these applications can be significantly
enhanced [122].

V. LESSONS LEARNED AND OPEN ISSUES
Considering that we are currently in the initial phases
of generative AI, and given the continuous escalation in
computational capabilities and the widespread availability of
information, it’s foreseeable that more potent models will
emerge. Simultaneously, this progression will likely give
rise to more robust attack methods, capitalizing on vulner-
abilities related to data collection, generation, processing,
and model development techniques. Before outlining the
lessons learned, we have taken a case study of Zao mobile
applicationwhich accurately shows the concerns stated in this
paper.

In September 2019, Momo Inc. unveiled the Zao mobile
application, unleashing a viral sensation that swept across
the globe. Zao’s appeal lay in its user-friendly interface
and remarkable deepfake technology, allowing users to
insert their faces into scenes from famous movies and TV
shows with a single uploaded selfie. What started as an
entertainment app, however, swiftly unearthed a web of
ethical, privacy, and security concerns.

Zao’s rise to stardom was meteoric, with millions of
downloadswithin days of its launch. Users were captivated by
the prospect of starring alongside renowned actors or taking
on the roles of beloved movie characters. Yet, the very allure
that propelled Zao into the limelight soon led to unsettling
questions about its potential for misuse.

Privacy and Security Concerns began to surface early
in its journey. Initially, the app’s terms of service granted
its developers expansive rights to user-generated content,

48138 VOLUME 12, 2024



A. Golda et al.: Privacy and Security Concerns in Generative AI: A Comprehensive Survey

FIGURE 9. Mitigation and reversal strategies.

TABLE 6. Weakness and strength of the perspectives.

raising concerns about data ownership and control. Users
fretted about the possibility of their images being utilized
without consent. Users discovered that their deepfake video
created with Zao was being used in advertisements without
their knowledge or consent, emphasizing the privacy risks
associated with unregulated deepfake applications. In another
instance, a user generated explicit content by superimposing
their face onto adult film scenes, potentially leading to the
unauthorized distribution of explicit material featuring their
likeness as shown in Figure 10.

The ease with which Zao facilitated deepfake creation
raised grave concerns about misuse. Critics feared the app
could be used to produce misleading or defamatory content,
impersonate individuals, or tarnish the reputations of public
figures. In a distressing scenario, a malicious user created
a deepfake video of a political leader making incendiary
remarks, aiming to sow disinformation and erode public
trust. This illustrated the potential weaponization of deepfake

technology for the spread of false information and social
disruption.

Response and Repercussions followed the mounting back-
lash and privacy concerns. Zao pledged to revise its user
agreement to address data ownership and privacy issues.
Simultaneously, Chinese authorities initiated investigations
into the app’s data collection and privacy practices, sig-
naling the need for regulatory intervention. The Zao case
engendered discussions about the role of regulatory bodies in
mitigating the ethical and privacy implications of deepfake
technology. It underscored the necessity of comprehensive
regulations to ensure the responsible development and use of
deepfake applications.

Zao developers responded by refining their algorithms,
making it more challenging to misuse the app for explicit
or harmful content. They also sought to clarify their data
usage policies in an effort to rebuild trust with users. This
iterative development of Zao’s algorithms emphasized the
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importance of technological safeguards in curbing the misuse
of deepfake technology. However, it also raised questions
about the ongoing battle between creators of deepfake apps
and those working to detect and counteract deepfakes.

In conclusion, Zao’s rapid rise to prominence and sub-
sequent ethical, privacy, and security concerns shed light
on the intricate interplay between entertainment and the
responsible use of emerging AI technologies like deepfakes.
While the app took steps to address some of these issues,
its brief yet impactful presence in the online world serves as
a potent reminder of the need for vigilance, comprehensive
regulations, and ethical considerations in the swiftly evolving
landscape of AI and deepfake applications.

1) EMERGING PRIVACY AND SECURITY CHALLENGES
− Hallucinations and Fabrications:Generative AI crafts

realistic fake content—images, videos, text—for spread-
ing misinformation, forging identities, or creating
deepfakes [123]. A fake news article resembling genuine
ones could deceive individuals or manipulate opinions.

− Cybersecurity Threats:might spawn newmalware and
cyber threats harder to detect and counter than traditional
attacks. For instance, authentic-looking AI-generated
files could trick users into launching malware, leading
to infections [124].

− Data Privacy: models use data for training, potentially
including personal info. Inadequate anonymization
could lead to identification and surveillance risks [125].

FIGURE 10. Zao’s Face swap architecture.

2) INTERDISCIPLINARY COLLABORATION
By working together, experts from a variety of disciplines
can help to ensure that generative AI is developed and used
in a safe, responsible, and ethical way. Undoubtedly, the
synergistic efforts between industries and developers have
demonstrated a cooperative approach [126]. Past instances
of IT developers effectively collaborating with businesses
have yielded success and engagement for both the developers
and business representatives [127]. This approach serves the
purpose of enhancing the safety of generative AI products.
One of the organizations taking affirmative steps to promote
comprehensive collaboration for enhancing the safety of

generative AI products is the Partnership on AI (PAI) [128].
This initiative engages experts in the responsible AI domain,
including a specialized group focusing on generative AI,
to establish optimal practices. Carnegie Mellon University’s
Center for Applied Ethics and Technology (CEAT) is actively
involved in researching ethical aspects of generative AI
and providing education about its potential implications.
This approach is crucial for effectively addressing all five
dimensions of product safety and ensuring a positive user
experience.

3) MITIGATION AND REVERSAL STRATEGIES
Effective risk management strategies are vital for compre-
hensive protection. This involves continuous identification,
assessment, and reduction of potential threats associated with
applications. Regular evaluations of the system, considering
factors like data types and unintended consequences, are
crucial [129].

We have taken a case of deep fake mitigation strategies as
shown in Figure 9.

VI. CONCLUSION AND FUTURE DIRECTION
In this comprehensive article, we give a holistic overview
of generative AI. We curate a taxonomy that considers the
privacy and security concerns of generative AI from user,
ethical, regulatory, technological, and institutional perspec-
tives. In Table 6, we delve into the multifaceted dimensions
of this evolving landscape, examining the implications across
diverse domains, ranging from data protection to ethical
considerations and potential vulnerabilities. By offering an
extensive analysis, we have shed light on the intricate
challenges and risks that accompany Generative AI systems.

Several potential pathways hold promise in shaping the
future of data privacy and security. One such avenue
involves the establishment of an interdisciplinary institu-
tion tasked with overseeing global data protection efforts.
By uniting experts from diverse fields, this organization
would foster international cooperation and the develop-
ment of standardized strategies to counter evolving threats.
Simultaneously, the advancement of defensive techniques
through cutting-edge neural networks, such as multimodal
neural networks, emerges as a proactive measure against
sophisticated adversarial activities. These networks offer
multifaceted protection, enhancing system resilience across
various data types. Additionally, enhancing the clarity and
precision of regulations and policies represents a critical step.
By collaboratively crafting interpretable and unambiguous
frameworks, legal experts, policymakers, and technologists
can lay the groundwork for ethical data practices and
transparent compliance. As these pathways intersect, they
offer a collective approach to fortify the foundations of
data privacy and security in an increasingly complex digital
landscape. Generative AI faces several challenges and open
research questions that impact its effectiveness, robustness,
and ethical implications.

• Ownership and Control of User-Generated Content:
The lack of clear guidelines for ownership and control of
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data generated by users using generative AI, which can
potentially lead to misuse and unauthorized distribution
of created content.

• Training Instability: Training instability is a challenge
often encountered when training generative models,
particularly VAEs and GANs. It refers to the difficulty
in optimizing the model’s parameters during the training
process, leading to slow or even failed convergence.

• Lack of Interpretability:This raises concerns about the
potential biases or undesirable characteristics learned by
the models.

• Adversarial Attacks: Adversarial attacks make it chal-
lenging to validate the authenticity of data, especially in
scenarios where synthetic data is used for training other
models. This can undermine trust in AI systems that use
generative models.

• Regulatory Frameworks and Compliance
Challenges

• Data Privacy Risks and User Anonymity
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