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ABSTRACT Aiming at the conventional low-light enhancement algorithms for low-light image
enhancement with problems of loss of details, low contrast and low color saturation, a detection algorithm
called CE-Retinex(Cross Expansion Retinex) by incorporating the cross-mixed attention mechanism and
the receptive field expansion mechanism is proposed and demonstrated for the first time. It mainly consists
of three parts: initial module, optimization module, and detail restoration. Firstly, in the initial module, the
image is decomposed into reflectance and illuminance using two different U-shaped networks with multiple
layers of convolution. Secondly, in the optimization network module, the image brightness is enhanced
using multi-scale lighting mechanism. Denoising is also performed. After that, a multi-layer convolutional
fusion cross-mixed attention mechanism is used to filter the information from the four dimensions of
channel, spatial, vertical and horizontal attention, so that it can be effectively reduce the negative effects
of the low-light image enhancement process. In the detail restoration module, the receptive field expansion
mechanism is utilized to enhance the receptive field and strengthen the detail information. Also, the color
consistency loss function is used to recover colors in the loss function. The CE-Retinex algorithm was
experimentally analyzed on the LOL dataset, and the PSNR of the CE-Retinex algorithm was 25.33, and the
NIQE was 3.37, and the subjective feelings and objective evaluation indicators have effectively improved.
So the proposed algorithm could be effectively solve the problems of loss of detail, low contrast, and low
color saturation in low-light image enhancement.

INDEX TERMS U-shaped network, multi-scale illumination mechanism, cross-mixed attention mechanism,
receptive field expansion mechanism.

I. INTRODUCTION
Low-light image enhancement is an important area in the field
of computer vision, where the main objective is to enhance
the visual quality of images in low light environments. So,
the low-light image enhancement have received tremendous
boost owing to many potential applications, such as nighttime
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aerial photography [1], [2], self-driving cars at night [3],
[4], image segmentation [5], [6], [7], [8],etc. Low-light
image enhancement algorithms are mainly classified into
three categories: distribution mapping-based methods [9],
[10], model optimization-based methods [11], [12], and
deep learning-based methods [13], [14], [15]. The curve
transformations, histogram equalization, and other means
were used to adjust information of low-light images in
the distribution mapping-based methods, however, in these
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methods, there will be drawbacks such as overexposure
and underexposure. In model optimization-based methods,
many model parameters of Retinex theory must be manually
adjusted to improve image brightness, so that the methods
were not adaptable enough. The method based on deep learn-
ing can effectively overcome the problems of poor robustness
of traditional algorithms in manually selecting thresholds,
and the large influence of invalid background information
on statistical features based on global information, and has
good enhancement effects. So that the deep learning-based
methods have better accuracy and speed compared to the first
two methods.

Currently, deep learning-based methods have become
the mainstream methods for low-light image enhancement.
In 2017, the LLNet algorithm which employs a variant of
the superimposed sparse denoising autoencoder for low-light
image enhancement and denoising is proposed by Lore
et al., and it is the first deep-learning based algorithm for
low-light image enhancement [16]. In 2018, the end-to-end
supervised learning multi-branch fusionMBLLEN algorithm
is proposed by Lv et al., which improves the performance
of the algorithm through the feature extraction module,
enhancement module, and fusion module, but the algorithm
has insufficient contrast and brightness [17]. In order to
accurately estimate the illumination map, in 2019, through
learning the image-to-illumination mapping relationship,
the Deep UPE is proposed to extract global and local
features by Wang et al., which presents pleasant contrast
but suffers from underexposure and lack of details [18].
In 2020, the TBEFN algorithm is proposed and which
uses a two-branch averaging estimation scheme to fuse the
images end-to-end and refine the results, but it still needs
to be optimized in terms of performance [19]. In 2021,
the EnlightenGAN algorithm for self-supervised low-light
image enhancement algorithm is proposed by Jiang et al.,
which trains the generator and discriminator and incorporates
a self-attention mechanism and self-regularized perceptual
loss for enhancement [20]. In 2022, in order to obtain
better performance, the optimized URetinex-Net algorithm
is proposed, and the new constraints and advanced network
design was added to the URetinex-Net algorithm [21], [22].
In 2023, the PairLIE algorithm is proposed to reduce reliance
on manual priors. It benefits from both Retinex theory
and deep learning-based solutions [23]. From the existing
research results, on the basis of low-light enhancement
algorithms, low-light image has been effectively enhanced by
learning adaptive prior knowledge to remove inappropriate
features from the original image. However, the existing
models still suffer from regional degradation, such as loss
of details, low contrast and low color saturation, which
prevents the whole image from achieving a satisfactory visual
quality.

Aiming at the problems of detail loss, low contrast and low
color saturation, a low-light image enhancement algorithm
that incorporates the cross-mixed attention mechanism and

the receptive field expansion mechanism(CE-Retinex) is
proposed in this paper. This algorithm is divided into three
modules, initial module, optimization module, and detail
restoration. In the initial module, the image is decomposed
into reflectance and illuminance using U-network and
Retinex theory, the parameters are shared from the normal
light image to the low light image. In the optimization
module, a multi-scale illumination mechanism is used to
adjust illumination and noise. A cross-hybrid attention
mechanism is fused after convolution to remove negative
interference from four aspects: channel, spatial, vertical
and horizontal attention. In the detail restoration module,
the receptive field expansion mechanism is a multi-branch
structure consisting of convolutions of voids of different
sizes. It is used for perceptual enhancement. The color is
recovered using the color consistency loss function.

II. ANALYSIS OF THE CE-RETINEX ALGORITHM
Conventional low-light image enhancement algorithms
mainly focus on brightness enhancement, which leads to
problems such as loss of details and low color saturation
in the enhanced image, and this results in poor image
quality. To address this problem, the CE-Retinex algorithm
is proposed in this paper, and the overall framework of
this algorithm is shown in Figure 1. It could be seen
that the framework of this algorithm consists of three
main parts, which are the initial module, the optimization
module, and the detail restorationmodule. Initial module, two
different U-shaped networks are constructed using multilayer
convolution and pooling. And the reflection and light images
are normalized by sigmoid function. Normal light images
and low light images are fed into the network at the same
time and the network model learns the parameters of the
normal light images. Secondly, in the optimization module,
the illumination and denoising were optimized by using the
convolutional fusion multi-scale illumination mechanism.
After that the U-shaped network fuses the cross-mixed
attention mechanism to filter the negative information of
channel, spatial, vertical and horizontal attention. Finally,
in the detail restoration module, feature maps of different
sizes are adjusted using nearest neighbor interpolation
and merged to be fed into the receptive field expansion
mechanism. The receptive field expansion mechanism
utilizes hollow convolution to enhance the perceptual field
of the feature maps and strengthen the detail information.
It makes the whole image structure more compatible with the
comfort of human eyes.

A. INITIAL MODULE
The contrast and brightness of each part of the image
is adjusted simultaneously in traditional low-light image
enhancement algorithms, and this will lead to color distortion
and overexposure problems in the enhanced image. The
reflectance and light information are the key parameters to
low-light image enhancement, among them, reflectance is
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FIGURE 1. CE-Retinex overall framework diagram.

FIGURE 2. Structure of the multi-scale illumination mechanism(MIM).

determined by the surface properties of the object itself,
and while the light information is the illumination from an
external light source. Retinex theory simulates the way of
perceiving the details and brightness of the picture in the
human visual system, so the initial module of this paper

simulates the Retinex theory by decomposing the image
into illuminance and reflectance.Retinex theory is shown in
equation (1). Where S is the input image, I is the illuminance,
R is the reflectance and ◦ is the element level multiplication.
The initial module structure is shown in Figure 1(a), it can be
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seen from the figure the initial module obtains illuminance
and reflectance information from the input normal light
image. Illuminance is used to restore image brightness, and
reflectance carries details and possible degradation.When a
low-light image is input to the initial module, the low-light
image learns the illuminance information and reflectance
information of the normal-light image in the training
dataset.

S = I ◦ R (1)

Both the U-network for reflection maps and the U-network
for light maps consist of a 3×3 convolution, a ReLU function
andmaximum pooling. They extract feature maps with output
channels of 32 and 64, respectively, and then they go through
the bottleneck layer feature map with output channel of
128 to retain the important features. The feature map is
upsampled using connect and inverse convolution to recover
the image resolution. But in the reflection map U-network
module, more detailed information is needed. So after the
above convolution, a 3×3 convolutionwith a ReLU activation
function is used for feature extraction. The final reflection
map U-network is formed, and after that the sigmoid function
is fed to constrain the reflection map and illumination map.
Finally, the light and reflection maps are fused and fed into
the optimization module. The initial module retains sufficient
feature information and illumination information, which can
help the optimization module and detail restoration module to
remove negative interference and recover features from low-
light images.

B. OPTIMIZATION MODULE
Conventional low-light enhancement algorithms have prob-
lems such as low contrast and negative information inter-
ference after enhancement of low-light images. To address
these problems, the multi-scale illumination mechanism
and the cross-mixed attention mechanism are fused in the
optimization module. The structure of the optimization
module is shown in Figure 1(b). First, A multi-scale illu-
mination mechanism is designed with two parts, namely the
illumination adjustment module and the multi-scale sampling
module. In order to balance image lighting and smooth
image noise. Then, cross-mixed attention mechanism is fused
with U-shaped network. The 5-layer convolution of the
U-shaped network is used to obtain feature maps. The 4-layer
cross mixed attention mechanism is used to remove negative
information from spatial, channel, horizontal, and vertical
attention in feature maps. Finally, through nearest neighbor
interpolation adjustment and convolution, the detailed feature
map is input into the detail restoration module.

1) MULTI-SCALE ILLUMINATION MECHANISM(MIM)
Low-light image enhancement algorithms may have the
problem of overexposure, halo and noise after enhancement,
for this problem, the multi-scale illumination mechanism is
proposed in this paper. And the structure of the multi-scale

illumination mechanism is shown in Figure 2. It can
be seen from the Figure 2 the multi-scale illumination
mechanism consists of a illumination adjustment module
and a multi-scale sampling module. First, the light map
is fed to the network, in which the light information
is adjusted and obtained through a 3×3 convolution and
sigmoid function. The input feature maps are multiplied
with the light information, thus directing the network to
focus on the areas with the most severe light degradation.
The multi-scale sampling module obtains feature maps
from the light adjustment module, and the different feature
information was obtained by using four branches. The
first layer feature map is obtained from the illumination
adjustment module. The second layer feature map is obtained
by using 3×3 channel convolution, normalization and ReLU
functions. The third layer feature map is obtained from the
maximum pooling, 3×3 channel convolution, normalization,
the ReLU function, and 2×2 channel inverse convolution.
The fourth layer feature map is obtained from the maximum
pooling, 1×1 channel convolution, normalization, ReLU
function, and two 2×2 channel inverse convolution. The
detailed channel information is obtained at the channel
convolution. Finally, the four layers of feature maps are
stacked. The output feature map is obtained by a 1×1
convolution. The multi-scale sampling module extracts rich
features. The image illumination can be adjusted in the
illumination adjustment module. Thereby, the multi-scale
illumination mechanism can balance the illumination and
remove uneven speckle and noise.

2) CROSS-MIXED ATTENTION MECHANISM(CAM)
In response to the effects of negative information generated
by the feature fusion process, a cross-mixing attention
mechanism is utilised to remove the negative interference
from four aspects: channel, spatial, vertical and horizontal
attention. The structure of the cross-mixed attention mech-
anism is shown in Figure 3. First, the channel attention
mechanism calculates the size of the adaptive convolution
kernel based on the number of channels in the input feature
map. After pooling by global averaging, a one-dimensional
convolution is utilized. The channel attention mechanism
has no large number of convolutional structures. It achieves
cross-channel information interaction with fewer number of
parameters. The spatial attention mechanism deals with the
spatial domain of the feature map, which is stacked by
maximum pooling and average pooling. The spatial feature
information is fused with 2D convolution, and it normalised
using the sigmoid function. The channel attention mechanism
multiply the input feature maps and the associated weights,
in order to prevent feature details from being overlooked. The
spatial attention mechanism operates similarly. The channel
attention mechanism and the spatial attention mechanism
merge feature maps to the row-column attention mechanism.
The row-column attention mechanism focuses on feature
information in both the vertical and horizontal directions.
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First, the image mean of the feature map rows is computed
by the reduce_mean function. The row attention is then
computed using the 2D convolution and softmax function,
and the row attention is applied to the columns. The
column attention is the same operation. When the row and
column attention maps are obtained separately, the row
and column attention information is shared and stacked. The
final output is a cross-mixed attention feature map.

C. DETAIL RESTORATION MODULE
For the problem of low detail and color saturation, the
receptive field is enhanced using the receptive field expansion
mechanism to strengthen the detail information. The color
consistency loss function is used for color restoration.
The structure of the detail restoration module is shown
in Figure 1(c). First, rich feature information is obtained
through stacking of nearest neighbor interpolation. Feature
information of different sizes is acquired after the receptive
field expansion mechanism, thus enhancing the feature
details. Finally, after passing through two layers of 3×3
convolution and ReLU function, output the final enhanced
image.

1) RECEPTIVE FIELD EXPANSION MECHANISM(RFEM)
The receptive field expansion mechanism is capable of
receiving information from a wide range of regions. The
structural diagram of the receptive field expansion mecha-
nism is shown in Figure 4. The receptive field expansion
mechanism consists of five branches. Four of branches utilize
1×1 convolution, 1×3 convolution and 3×1 convolution
to obtain feature maps of different sizes, respectively. The
expansion convolution with expansion rates of 1, 3 and 5 is
utilized to expand the receptive field. Than, the four feature
mapswith different expansion rates are stacked, fused by 1×1
convolution, and finally summed with the front layer feature
map after 1×1 convolution to output the detail feature map.
Features at different scales and locations in the image are
extracted by using different sizes and types of convolution
operations as well as extended convolution. This helps the
network to learn more feature representations at different
scales and locations, which improves the performance of the
model.

D. LOSS FUNCTION
Aiming at the problem that real data is needed to guide the
decomposition of an image into reflectance and illuminance,
and that low-light images need to learn normal light images,
a modular loss function is designed in this paper. This
modular loss function is divided into two main parts, the
initial loss function and the optimization loss function.
In this, the initial loss function is used to adjust the two
components of reflectance and illuminance, in order to obtain
the best reflectance and illuminance. In the optimization loss
function, the low light image is optimized by learning the
normal light image, and the colour details are recovered using
the colour consistency loss function.

Equation (2) is the initial total loss function(Ld ).From
equation, it can be seen that the initial loss func-
tion consists of error loss Ldss = ∥Il − Rl ◦ Ll∥1 +

∥Ih − Rh ◦ Lh∥1,reflectance loss L
d
fs = ∥Rl − Rh∥, illumina-

tion loss Ldgz =

∣∣∣∣∣∣ ∇Ll
max(∇Il ,E)

∣∣∣∣∣∣
1
+

∣∣∣∣∣∣ ∇Lh
max(∇Ih,E)

∣∣∣∣∣∣
1
and consistency

loss Ldyz =

∣∣∣∣∣∣(|∇Ll | +
∣∣∇Lh∣∣) ◦ exp(−10 · (|∇Ll | + |∇Lh|)

∣∣∣∣∣∣
1
.

Among them, ∥∥1 is the paradigm L1. Rl is the reflectivity of
low-light image. Rh is the reflectivity of normal light image.
Il is the illumination of low-light image. Ih is the illumination
of normal light image. Ll is the low-light image. Lh is the
normal light image. ∨ is the first-order derivative operator
in the horizontal and the vertical direction. E is 0.01, in order
to avoid a zero denominator. | | find the absolute value.

Ld = Ldss + 0.01Ldfs + 0.15Ldgz + 0.2Ldyz (2)

where the error loss Ldss is used to constrain the reconstruction
error that occurs during the decomposition of normal light
images and low light images. Reflectance loss Ldfs is used to
regularize the similarity of reflectance. The illumination loss
Ldgz is used to constrain the smoothness of the illumination.
Consistency loss Ldyz is used to ensure the completeness of
the image information.

The optimization loss functionLe,as shown in equation (3).
Consists of a mean square error loss function MSE ,
a structural similarity loss function SSIM , a gradient loss
functionGrad and a color consistency loss function color . Rl
is the reflectance of a low-light image. Rh is the reflectance
of a normal-light image.

Le = MSE(Rl,Rh) + 0.5SSIM (Rl,Rh)

+ 0.5Grad(Rl,Rh) + color (3)

From equation (3) it can be seen that the low light
image learns the reflectance extracted from the normal light
image, thus optimizes the low light image. Where the color
consistency loss function color , as shown in equation (4). c
is the number of color channels, Ihc is the illumination of the
normal light image, Rhc is the reflectance of the normal light
image.

color =
1
c
((

c∑
c=1

Ihc − Rhc)2 +

c∑
c=1

(
√
Ihc −

√
Rhc)2) (4)

The color consistency loss function, which reprocesses the
color information of a normal light image on the basis of the
color information, achieves the recovery of color details.

III. EXPERIMENTS AND ANALYSIS OF RESULTS
A. DATA SETS AND EVALUATION INDICATORS
In order to verify whether the proposed algorithm is effective
or not, the LOL dataset is selected for training in the
experimental process, and the LOL, SCIE, LIME, MEF, and
DICM datasets are used for testing, respectively. The LOL
dataset consists of low-light and normal-light images taken in
real-world environments. The SCIE dataset contains images
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FIGURE 3. Structure of the Cross-mixed Attention Mechanism(CAM).

FIGURE 4. Structural diagram of the Receptive Field Expansion
Mechanism(RFEM).

with different levels of exposure. The LIME dataset was
taken in a nighttime, evening environment. The MEF dataset
contains images taken indoors in low-light conditions and
in overcast weather conditions. The DICM dataset contains
images taken in the evening, at dawn, and under a variety of
back-lighting conditions.

In order to verify the objective validity of the proposed
algorithm, they are evaluated using referenced evaluation
metrics: Peak Signal-to-Noise Ratio (PSNR), Structural
Similarity Index (SSIM), Learned Perceptual Image Patch
Similarity (LPIPS), and Root Mean Square Error (RMSE);
and non-referenced evaluation metrics: Blind/Reference-less

Image Spatial Quality Evaluator (BRISQUE) and Natural
Image Quality Evaluator (NIQE).

PSNR is a commonly used image quality evaluation metric
for comparing image noise. SSIM compares the quality of
images in terms of brightness, contrast and structure. The
LPIPS metric measures the similarity of images. RMSE
is an objective metric based on pixel error. BRISQUE
is a reference-free image quality assessment model that
uses locally normalized luminance coefficients to obtain
the corresponding parametric features. NIQE measures
the difference between natural images over a multivariate
distribution. Among them, the larger the value of PSNR and
SSIM metrics and the smaller the value of LPIPS, RMSE,
BRISQUE and NIQE metrics, the better the quality of the
image is indicated.

B. EXPERIMENTAL SETTING
The environment used in the training experiments is
NVIDIA GeForce RTX 3060, based on the TensorFlow-
GPU2.4 framework, Python version 3.7, and Adam is used as
the optimizer during model training. The specific parameters
are shown in Table 1.

TABLE 1. Experimental parameter settings.

C. ANALYSIS OF EXPERIMENTAL RESULTS
1) PERFORMANCE COMPARISON
In order to test the quantitative metrics of the algorithms in
this paper, Table 2 lists the comparison of six metrics of ten
different algorithms on the LOL dataset. Bolded are the best
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FIGURE 5. Comparison of average performance of different algorithms on LOL dataset.

results. In this paper, the PSNR value of the algorithm is
25.33, SSIM value is 0.83, LPIPS value is 0.128, RMSE value
is 10.5731, BRISQUE value is 19.4487 and NIQE value is
3.37. The proposed algorithm achieves sub-optimal results in
BRISQUE metrics but best results in PSNR, SSIM, LPIPS,
RMSE and NIQE metrics. The table shows that the proposed
algorithm achieves better results.

In order to comprehensively analyze the proposed
algorithm on each evaluation metric, the box plots were
utilized for average performance evaluation, and the compar-
ison of average performance of different algorithms on LOL
dataset was shown in Figure 5. It can be seen from the figure
the first row shows the comparison of different algorithms
on PSNR, SSIM and LPIPS evaluation metrics, and the
second row shows the comparison of different algorithms on
RMSE, BRISQUE and NIQE evaluation metrics. From the
figure, it can be seen that the proposed algorithm is relatively
centralized in terms of values and achieves better results.

In order to test the performance effect of the proposed
algorithm on different datasets, this paper evaluates the
performance of different algorithms on the public datasets
DICM, LIME, SCIE, andMEF using the no-referencemetrics
BRISQUE and NIQE. As shown in Table 3, the bolded
ones are the best results. The proposed algorithm, has a
BRISQUE value of 10.1794 and NIQE value of 2.7692 on
the DICM dataset; BRISQUE value of 19.6649 and NIQE
value of 3.4159 on the LIME dataset; BRISQUE value of
10.4074 and NIQE value of 2.8309 on the SCIE dataset;
BRISQUE value of 21.5537 and NIQE value of 2.7617 on
the MEF dataset. It can be seen that the proposed algorithm
BRISQUE metric achieves the best results on the DICM,
SCIE dataset. The NIQE indicator achieved the best results
on the DICM, SCIE, and MEF datasets. In summary, the

proposed algorithm achieves better experimental results on
several different datasets.

To test the effectiveness of each mechanism module of
the proposed algorithm, ablation experiments are performed
on the LOL dataset. As shown in Table 4, comparisons
were made using the reference metric PSNR and the
non-reference metric NIQE, with bolded being the best
result. Add Receptive Field Expansion Mechanism(RFEM),
Cross-mixed Attention Mechanism (CAM) and Multi-scale
Illumination Mechanism(MIM) to the basic model of the
algorithm one by one. In several experiments, we found
that the various convolutional structures used in this paper
perform best with the parameter combinations listed in
Table 1. When the proposed algorithm was tested in the base
module, the PSNR value was 18.81 and the NIQE value
was 7.49. With the addition of the receptive field expansion
mechanism, the algorithm in this paper expands the sensory
field range, the PSNR value rises to 19.17, and the
NIQE value decreases significantly to 3.85. Afterwards,
the cross-mixed attention mechanism was added to remove
negative information from the four dimensions of channel,
spatial, vertical, and horizontal attention, and the PSNR rose
to 22.91 and the NIQE fell to 3.64. Finally, by adding
the multi-scale illumination mechanism to the above, the
illumination of the proposed algorithm is corrected and the
PSNR rises to 25.33 and the NIQE falls to 3.37. The results of
the ablation experiments show that the individual mechanism
modules of the CE-Retinex algorithm are effective.

2) QUALITATIVE COMPARISON
In order to verify the effectiveness and convergence of
the algorithms in this paper, we conducted tests time and
convergence on training. With the parameters in Table 1, the
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TABLE 2. Metric values for different algorithms on the LOL dataset.

TABLE 3. Comparison of BRISQUE and NIQE values for different algorithms and datasets.

FIGURE 6. The convergence graph of the loss function.

TABLE 4. Analysis of ablation experiments.

training time is about twenty minutes, which changes with
parameter or other changes. Under many experiments, the
relevant parameters in Table 1 make the algorithm of this
paper work best. The convergence speed of the loss function
is also a kind of important index to test the efficiency of the
algorithm, such as Figure 6 shows the convergence graph

of the loss function during the training of the CE-Retinex
algorithm in this paper. The convergence curve of the loss
function during the training of the initial module is shown
in Figure 6(a), when the value of the loss function decreases
from 1.2 to 0.3, a significant improvement can be observed,
and the performance of the model continues to improve. The
loss function convergence curves for the optimization and
detail restorationmodules are shown in Figure 6(b), where the
loss function curves fluctuate within the range of 0.9 to 0.4,
and the model maintains smooth operation. This gradually
decreasing and smoothing loss function value reflects the
fact that the model is constantly approaching the optimal
solution during the optimization process, thus indicating the
effectiveness and convergence of the algorithm.
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FIGURE 7. Visual comparison chart.

In order to verify how the proposed algorithm is visually
effective in practical applications, Figure 7 shows the visual
comparison chart between the CE-Retinex algorithm of this
paper and different low-light enhancement algorithms. The
first row is the input low-light image. The second row
is the LightenNet algorithm. LightenNet algorithm [24]
takes the low light image as input and then estimates its
light map. The third row is the EnlightenGAN algorithm.
The EnlightenGAN algorithm [20] is based on generative
adversarial networks, which mainly train generator and dis-
criminator networks, where the generator network generates
realistic low-light images and the discriminator network
evaluates the realism of the generated images. The fourth
row is the Retinex-Net algorithm [22]. The Retinex-Net
algorithm makes use of Retinex theory to adjust low-light
images. The fifth row is the KinD algorithm [25]. The

KinD algorithm also utilises Retinex theory and is designed
with three components: layer decomposition, reflectivity
recovery and light adjustment. The sixth row is the KinD++

algorithm [26]. The KinD++ algorithm adds a multi-scale
illumination attention mechanism to the KinD algorithm to
mitigate some of the visual defects. The seventh row is the
URetinex-Net algorithm [21]. The URetinex-Net algorithm
adds new constraints and advanced network design to the
Retinex-Net algorithm to obtain better performance. The
eighth row is the Zero-DCE algorithm [27]. The Zero-DCE
algorithm designs a pixel-by-pixel higher-order curve that can
efficiently perform luminance mapping over a wide dynamic
range through multiple iterations. The ninth row is the
Zero-DCE++ algorithm [28]. The Zero-DCE++ algorithm
is an update to the Zero-DCE algorithm, which is lighter
and replaces the normal convolution with a depth-separable
convolution. The tenth row is the SCI algorithm [29]. The
SCI algorithm constructs self-calibrating light learning and
utilises an unsupervised loss function to make the network
structure simpler. The last row is the proposed algorithm
in this paper. Among them, it can be seen from the locally
enlarged portion of Figure 7 that the LightenNet algorithm
suffers from low brightness and loss of detail compared to the
algorithm in this paper. EnlightenGAN, Retinex-Net, KinD,
KinD++, and URetinex-Net algorithms suffer from blurring
and color distortion compared to the algorithms in this paper.
Zero-DCE, Zero-DCE++, and SCI algorithms suffer from
low brightness compared to the algorithm in this paper.
In summary, the CE-Retinex algorithm in this paper obtains
better visualization results.

To test the grayscale distribution of the CE-Retinex
algorithm in this paper. At the same time, it is verified that
the luminance enhancement effect of this paper’s algorithm’s
modules such as the multi-scale illuminate mechanism is
effective. A grayscale histogram is used to visualize it,
as shown in Figure 8. The first column is the gray scale
distribution of the low-light image. The second column is
the gray scale distribution of the enhanced low-light image.
The gray scale distribution of the low-light image in the first
column is mainly concentrated in the darker parts, and the
enhanced image in the second column has a more uniform
gray scale distribution. As a result, the comparison of the
grayscale histograms shows that the grayscale distribution of
the proposed algorithm is more uniform and the brightness is
well improved.

To test the color recovery of the CE-Retinex algorithm in
this paper, the RGB color histogram is visualized using the
RGB color histogram as shown in Figure 9. The first column
is the RGB color distribution of the low-light image, the
second column is the RGB color distribution of the enhanced
low-light image. From the figure, it can be seen that the color
distribution of the enhanced low-light image is more uniform
and color recovery is achieved. Therefore, the algorithm in
this paper restores the colour of low light images significantly
with the help of modules such as colour loss function.
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FIGURE 8. Comparison of grayscale histograms.

FIGURE 9. Comparison of RGB color histograms.

To verify the visual effectiveness of the CE-Retinex
algorithm of this paper for noise removal. Meanwhile, it is
verified that the detail enhancement effect of the cross-mixed
attention mechanism and receptive field expansion mecha-
nism of the algorithm in this paper is effective. Figure 10

shows a local zoom comparison. The first column is the
local zoom effect after the enhancement of the base module,
and the second column is the local zoom effect after the
enhancement of the proposed algorithm. As can be seen from
the localized zoom section, the image noise is significantly
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FIGURE 10. Local zoom comparison.

removed after enhancement by the proposed algorithm, and
the image is clearer and smoother.

IV. CONCLUSION
In order to improve the performance of the algorithm in
low-light image enhancement and to address the problems
of loss of detail, low contrast and low color saturation in
low-light images, a low-light image enhancement algorithm
that incorporates a cross-mixed attention mechanism and
a receptive field expansion mechanism is proposed in this
paper. The multi-scale illumination mechanism in the initial
module solves the problem of low light and low contrast,
in order to adapt to more application environments. A cross-
mixed attention mechanism is utilized to remove negative
information generated during feature fusion in four dimen-
sions: channel, spatial, horizontal and vertical attention.
To address the problem of low detail and colour saturation,
the perceptual field is enhanced using the receptive field
expansion mechanism to strengthen the detail information,
and the colour loss function is used for colour recovery. The
CE-Retinex algorithm was measured on the LOL dataset for
objective evaluation metrics, with the PSNR of 25.33 and
the NIQE of 3.37. The results show that the CE-Retinex
algorithm has good results for low-light image enhancement.
Although the algorithm in this paper has been improved
in subjective vision and objective evaluation, how to make
realize network self-supervision is still the main direction of
future research.
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