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ABSTRACT This paper investigates the dynamic observer (DO) design problem for a class of disturbed
Lipschitz nonlinear vehicle systems with uncertainties, where the uncertainties are assumed to be in both
system matrix and input matrix. The proposed DO has a unified form and the popularly used proportional
observer and proportional integral observer can be considered as the particular cases of the proposed DO.
Based on the algebraic constraints, the observer design issue is transformed into the asymptotically stability
analysis problem. The sufficient criterion of the DO design is derived in terms of linear matrix equality
(LMI), by constructing a Lyapunov function to guarantee the H-infinity performance. A numerical example

is used to illustrate the performance of the proposed DO.

INDEX TERMS Dynamic observer, nonlinear system, uncertainty, LMI, H-infinity.

I. INTRODUCTION

The vehicle state information is important to the vehicle
stability control system. However, the direct measurement
of vehicle states requires expensive sensors which are not
available for commercial vehicles but for scientific research
only. Therefore, vehicle state observers, which can estimate
the vehicle state, have attracted considerable attentions over
the past decades. For example, in [1], a switched Takagi-
Sugeno observer was proposed to estimate the sideslip angle,
by using the nominal piecewise affine tire model and the
tire dynamic load to establish the vehicle lateral dynamics
model. In order to improve the control tracking performance,
the authors of [2] proposed an angular velocity observer to
estimate the steering angular of the front wheel. In [3], the
authors solved the cornering stiffness estimation problem,
for articulated vehicles. The lateral dynamics model of artic-
ulated vehicles was established by combining the bicycle
model, linear tire model and modified Dugoff model, and
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the cornering stiffness was estimated by using a dual linear
time-varying Kalman filter. For four wheel independent drive
electric vehicle, the authors of [4] investigated the estimate
problem of tire-road peak adhesion coefficient. Based on
the tire longitudinal force obtained by using recursive-least-
squares, an adaptive square root cubature Kalman filter and
partitioned similarity principle were designed estimate the
vehicle states and the tire road peak adhesion coefficient.
In the application of electric vehicles [5], by using a seventh
order polynomial fitting approach and two-RC equivalent
circuit model to represent the lithium-ion batteries, a nonlin-
ear observer was proposed to estimate the battery’s offline
parameters, which can be used to calculate the state of charge
of lithium-ion batteries.

In the application of observers, the uncertainty has
attracted considerable attention in the past years, which can
deteriorate the performance of control system. In the observer
design for uncertain systems, the difficulty is how to describe
the uncertain term. There are some results about uncertainty
representation. For the steer-by-wire system [6], a radial basis
function neural network was used to model the uncertain
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nonlinearity of automated vehicles, which was caused by
self-aligning torque and unknown friction torque. Then an
observer was designed to estimate the angular velocity of
the front wheel, by constructing Lyapunov function. In [7],
the authors introduced a lumped vector to represent the
uncertain term in practical vehicle model, which was caused
by the modeling errors on longitudinal position and the
potential communication delays, data packet losses. Then a
second-order sliding mode observer was designed to estimate
the uncertainty. The authors of [8] used a mathematical model
of dual input and dual output system to represent the uncertain
term in vehicle steering systems. Inserting the uncertainty
into the vehicle system, the authors designed an H-infinity
observer to solve the actuator fault diagnosis and reconfig-
uration problem. In [9], a Takagi-Sugeno fuzzy model was
applied to represent the vehicle lateral system with param-
eters uncertain, which caused by side wind force and road
adhesion coefficient variance. By treating the uncertainty as
a unknown input, the authors proposed a unknown input
observer to estimate the vehicle state and actuator faults,
simultaneously. The authors of [10] developed a machine
learning model to estimate the number of departing foreign
visitors from Tiirkiye to gain a deeper understanding of their
future behaviors. In [11], a distributed observer was designed
as feed forward compensation to attenuate the uncertainty
impact.

The external disturbance is another negative issue in the
control system, which is need to pay more attention. One
method to deal with the disturbance is to design an observer to
estimate the disturbance and the system state simultaneously,
and then take some measures to eliminate the negative influ-
ence. For example, in [12], by applying the Lyapunov theory,
anonlinear observer was designed for the anaerobic digestion
model. In [13], in order to eliminate the effect of disturbance
torque caused by the varying tire-road condition, a distur-
bance observer combined with the super-twisting algorithm
was designed to compensate the disturbance torque acting
on the front wheels. The authors of [14] proposed a sliding
mode observer to estimate the self-aligning moment distur-
bance without required information about the tire parameters,
by using Lyapunov stability theory. The authors of [15] pro-
posed a disturbance observer for steer-by-wire system with
unknown compound disturbances, which were caused by
external disturbance, Euler approximation errors and neural
network approximation error.

Another method to deal with the disturbance is H-infinity
approach, which by minimizing the H-infinity norm from
control variable to disturbance. In [16], an H-infinity observer
was proposed, which can suppress the particle depletion
during the execution of the standard particle observer after
compromising the weights of particles. In [17], the authors
proposed an observer-based control for path tracking problem
of autonomous ground vehicles. The observer was designed
to estimate both the sideslip angle and the vehicle yaw rate
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and the finite frequency H-infinity criteria was utilized to
attenuate the disturbances.

The observers introduced previously are the kind of pro-
portional observer (PO), which only has a proportional gain
of estimation error. It is well known that there always exists
static error in the estimation of PO. In order to reject the static
error, the proportional integral observer (PIO) has been devel-
oped, which contains an extra integral gain of the estimation
error. In [18], in order to improve the dynamic performance
for output voltage tracking, a moving discretized control-set
model predictive control with hybrid modulation was pro-
posed for three-phase dual-active-bridge, by using a PIO to
estimate the load current for the cost saving of the current
sensor. The authors of [19] proposed a proportional-integral
extend state observer for nuclear reactors, to estimate the
reactor process variables and coolant thermal hydraulics.
Moreover, a PIO, which can estimate both the measurement
system variables and the actuator faults, was designed to diag-
nosis the fault for nonlinear systems in [20]. The H-infinity
approach was applied to ensure robustness of PIO against
sensor noise and disturbances for vehicle [21], [22]. In order
to improve the tracking functional properties, the authors
of [23] proposed a modified PIO to reconstruct the magnetic
fluxes and the angular speed of induction motor for speed
control system. Besides, in [24], a developed PIO design
method was proposed for H-infinity state estimation problem
for a class of discrete-time recurrent neural networks with
time-varying delays, by considering the Bernoulli distributed
random variables with certain probabilities to implement the
observer. The authors of [25] and [26] investigated the appli-
cation of PIO for the state of charge estimation of lithium-ion
batteries.

More recently, a kind of dynamic observer (DO) has
been introduced, where there exists a dynamic variable in
the observer gain [27]. There are some interesting results
about DO. For example, in [28], a systematic constrained
fuzzy integral sliding mode controller was designed for
class of uncertain discrete-time nonlinear system, based on
a DO along with H-infinity performance to attenuate dis-
turbance. The authors of [29] proposed a robust anomaly
detection DO for continuous linear roesser systems, by using
the H-infinity performance indices to ensure the safety and
the reliability of industrial monitoring systems. In [30], the
DO was proposed for nonlinear systems for the first time.
For a class of nonlinear systems where the nonlinearity
was assumed to satisfy the Lipschitz condition, the authors
derived the DO design approach from the solution of the
linear matrix inequality (LMI). In [31], by using H-infinity
criterion, a unified H-infinity DO was developed to esti-
mate the damping force of an Electro-Rheological damper
in an automotive suspension system, where the nonlinearity
is bounded through a Lipschitz condition. Moreover, the
authors of [32] and [33] investigated the DO design for
semi-active suspension systems and automotive suspension
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systems, respectively. In [34], an H-infinity DO was designed
for nonlinear systems with unknown inputs and disturbances.

Among the above published literatures, to the best of our
knowledge, few results about DO design for nonlinear sys-
tems with both uncertainties and disturbances has been given.
For instance, the authors of [28] used a nonlinear function
to represent the matched uncertainty, without considering the
state vector uncertainty. The authors of [29] mainly focused
on the DO design for systems with disturbances. In [30],
the DO design problem for nonlinear systems without dis-
turbances and uncertainty has been solved. In [31] and [32],
the author only solved the DO design problem for nonlinear
systems with disturbances, where a nonlinear function was
added in input matrix, and then they extended the results to
nonlinear systems, where the state and input matrices both
depend on the parameter vector in [33]. In [34], the authors
proposed an H-infinity DO for nonlinear systems with distur-
bance and unknown inputs.

In summary, based on the analysis of the existing literature,
there are still the following problems need to be solved:

(1) There are no research results about the application
of DO for nonlinear systems with both uncertainties and
disturbances;

(2) In the application of DO for vehicle systems, the uncer-
tainty is not taken into account.

Motivated by the above observations, we will try to inves-
tigate the DO design problem for nonlinear vehicle systems
in the presence of both uncertainties and disturbances. This
study has the following main contributions:

(1) A unified form of DO is proposed for nonlinear systems
in the presence of disturbances and uncertainties. Different
from the previous research, the uncertainty and the nonlin-
earity are independent from each other, and the uncertainty is
represented by using a function with bounded condition;

(2) The uncertainty is assumed to exist in both system
matrix A and input matrix B, which is also different from
existence results and more generalized, since the uncertainty
can be bring in everywhere;

(3) By incorporating H-infinity disturbance rejection tech-
nique to attenuate the effect of disturbance and the Lyapunov
function approach, a LMI is reconstructed to solve the DO
design problem;

(4) The research results has been extended to vehicle sys-
tems, which are assumed to be nonlinear and in the presence
of disturbances and uncertainties.

The paper is organized as follows: The nonlinear uncertain
vehicle system model is constructed in Section II. Section III
describes the observer design problem. Section IV presents
parametrization results, of DO parameter matrices. Section V
solves the DO design problem for uncertain vehicle sys-
tems with disturbances. Simulation example is presented in
Section VI to illustrate the effectiveness and superiority of
the proposed observer. Finally, the conclusion is given in
Section VII.

Notation: R” represents the n-dimensional Euclidean
space; R"*™ represents the set of all n x m real matrices;
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AT denotes the transpose of matrix A; A is symmetric positive
definite if and only if AT = A and A > 0; AT denotes
the general inverse of matrix A which satisfies AATA = A;
I-lloo is the H-infinity norm; / denotes the identity matrix
of appropriated dimension and 0 denotes the zero matrix of
appropriated dimension.

Il. SYSTEM MODELING

To make the problem easy to analyze, the vehicle dynamic
system is simplified to a two-degree-of-freedom model [8],
which is shown in Figure 1. The two-degree-of-freedom
model contains the yaw rate and side slip angle param-
eters that describe the vehicle handling stability and
reflect the most basic characteristics of the required curve
motion. The two-degree-of-freedom model quantitatively
describes the key parameters that affect the lateral motion of
vehicle, such as the position of vehicle centroid and the tire
side deflection characteristics, which is the basis for the study
of vehicle operating stability. Many theories and experiments
have proved that the two-degree-of-freedom of a four-wheel
vehicle model can reflect the actual physical process of the
vehicle. In the figure, the vehicle is assumed to move to the
right. The two front wheels are combined into one wheel and
the two rear wheels are combined into one wheel. m is the
center of gravity. v is the real speed.

X N\
m N\
N N &Ix >
N -
/x N 6, Vy Vv >\ N 3
7/ 2 1

AN
b a

FIGURE 1. Two-degree-of-freedom model.

The major parameters of the two-degree-of-freedom vehi-
cle model are given as follows:

Fy; and Fy, are the lateral forces of the front and rear
wheels, respectively;

81 and §; are the front and rear steering angles, respec-
tively;

o1 and a» are the side angles of the front and rear wheels,
respectively;

wy 1s the yaw rate of the vehicle;

B is the sideslip angle of the vehicle;

vy is the longitudinal speed of the vehicle;

vy is the lateral speed of the vehicle;

a and b are the distances from the center of gravity to the
front and rear axles, respectively.

In order to obtain the vehicle system, based on Newton’s
second law, we can obtain the following equations:

mgvy(B + wr) = Fy1 + Fya, (1a)
Lw, = aFy| — bFy», (1b)
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where m, is the vehicle mass and I, is the yaw moment of
inertia around the center of mass.

Furthermore, the lateral forces of the front and rear wheels
Fy; and Fy; can be expressed by using the following
equations:

Fy1 = ki + o (t)Nki]ay, (2a)
Fys = [ka + o (t)Nkz a2, (2b)

where k; and k» are the given lateral stiffness values of the
front and rear wheels, respectively. N represents the deviation
from the lateral stiffness amplitude.

The term o (¢) is a time varying function, which is used to
represent the uncertainty in vehicle systems such as structure
errors or time-delays. It is assumed to satisfy the following
condition:

o(t) < 1. 3

Furthermore, the side angles «; and o can be expressed
by:

ai = B+ aw, vy — 8, (4a)

@ = f —boy [vy — 8, (4b)

Subsequently, by substituting the representations (3)

and (4) into vehicle system (1), we can obtain the following
new representation of vehicle system:

X =(A+ AA)x + (B+ AB)u, (5a)

y = Cx, (5b)

) ) .

"lu = U1, matrices A =
B 82
ak —bky _aky bk

L B= L L and C =1

aky—bly btk PPk ke =1

mgv,% Mg Uy Mg Uy Mg Uy
The uncertain terms AA and AB can be represented by

where vectors x =

a*k +b%ky
Uyl
aki—bky

AA = M;g(t)Ny, (©)
AB = Mg(1)N3, @)
a®Nki+b*Nky - aNki —bNky
. el A —
where matrices M| = |: aNkySENKs  Nkj Nk :|, My, =
mgv? Mg Uy
aNky  bNk
R I. o) 0
Mg Uy Mg Uy

On the othér(hand, the vehicle system is a nonlinear com-
plex system, and there always exist disturbances in the actual
driving [8]. Considering the above factors, we add the nonlin-
ear and disturbance terms in (5). Then the final vehicle system
model is described as follows:

X=A+AA)x+ B+ ABu+f(x)+Dw, (8a)
y = Cx 4+ Kw, (8b)

where vector w represents the disturbance of bounded
energy. D and K are known constant matrices of appropriate
dimensions.
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The nonlinear function f(x) is assumed to satisfy the fol-
lowing Lipschitz condition:

lfeo —f®| <y |x =%, ©9)

with Lipschitz constant y > 0.

Iil. PROBLEM FORMULATION
For system (8), we proposed the following DO:

=Fz+Jy+Hv+Eu+TfG), (10a)
b = Pz+ Qy + Gv, (10b)
X =Rz+ Sy, (10c)

where z € R? is the state variable of the observer, with
n—p < g < n,nis the dimension of system state x,
v € R’ is an auxiliary variable and X € R”" is the estimate
of x. Matrices F,J,H,E,T,P,Q,G,R and S are unknown and of
appropriate dimensions to be determined.

Remark 1: The observer design problem is to determine
all the parameter matrices of observer (10) such that:

o Forw = 0, the estimation error e — QOfor t — 00;
o Forw #0, |[Twelloo < A,

where ¢ = X — x, | Twelloo represents the transfer function
fromw to e, and Ais a positive scalar.

In order to solve the observer design problem, let us intro-
duce a new error variable ¢:

e =z—Tx, (11)
Then the derivative of ¢ is given as follows:
éE=z—-Tx
=Fe+Hv+ (FT +JC —TA)x + (E — TB)u

— TAAx — TABu+ JKw — TDw + T[f(X) — f(x)].
(12)

Furthermore, we can obtain the following results about the
derivative of v and system estimate X:

v="Pz+ Qy+ Gv=Pe+ (PT + QC)x + Gv + OKw
(13)

and
X =Rz+ Sy =Re + (RT + SC)x + SKw. (14)

From (12), (13) and (14), one can see that if the following
algebraic constraints are satisfied:

FT +JC—-TA =0,

E—TB =0,
PT + QC =0,
RT +5C =1, (15)

we can obtain the following equations:

¢ =Fz+Hv—TAAx —TABu
+ (K = TDw + T[f(X) —f(x)], (16)
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v = Pe + Gv + QKw, 17
e = Re + SKw, (18)

In this case, (16), (17) and (18) can be rewritten as the
following systems:

¢ = A +BAAx + BABu+ Dw + F[f (%) — f(x)], (19a)
e =Ct¢ + Ew, (19b)

e . FH
y , matrices A = |:PG1|,IB§ =

7)o (%) 5= [3) e horem

E =SK.
Remark 2: Based on the above analysis, the observer
design problem in Remark 1 is reduced to the asymptotically

stability analysis of system (19), in other words, to determine
matrices A, B, C, D, E and F such that:

o Conditions (15) are satisfied,

o Forw = 0, the estimation error e — QOfor t — 00;

o Forw #0, |Twelloo < A,

Next, we give the following lemma and assumption that
will be used in the sequel of the paper:

Lemma 1 ([35]): Let C, D and G be real matrices of appro-
priate dimensions and D satisfies DT D <I. Then for any
scalar p > 0 and vectors a, b € R", we have

2a7eDGh < p~taTCeTa + pbT GTGb. (20)

where vector ¢ =

Assumption 1: System 8 is asymptomatically stable
against the internal and external disturbances.

IV. PARAMETRIZATION

From observer (10) one can see that there are many parameter
matrices need to be determined. In order to simplify the calcu-
lation, some parametrization results will be presented based
on the algebraic conditions (15). Firstly, from conditions (15),
we have the following equation:

FJ T TA
PQ [ C } =] 0 ]. (21)
RS 1

The condition for (21) to have a solution is the following
rank condition

rank |:£i| =n (22)

must be satisfied.

Assume that we choose a matrix T to satisfy the condi-
tion (22), then by following the procedure in [30], we can
obtain the following results:

F =TAa; — Z1 b1, (23)
J =TAay — Z1 8, (24)
P=—7Zp, (25)
0=-2Lp, (26)
R=ay —Z3p1, (27)
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S =a, —Z3p. (28)

where
B =(1—22+)m, 29)

],ﬂzza—zv)[?] (30)

T
z:[c] 31y
zZy=[100]z, (32)
zZi=[100]z, (33)
zZi=[100]z (34)

and Z is an arbitrary matrix of appropriate dimension.

From the above analysis, one can see that once the matrix T
is determined, matrices o, oz, 81 and By can be deduced.
Moreover, once matrices Z 1, Z> and Z3 are determined, all the
matrices F', J, P, Q, R and S can be deduced. In this case, the
observer design problem is transferred to determine matrices
T,H,E,G,Z,Z; and Z3.

Remark 3: One can see from (19b) that estimation
error e — 0 when vector ¢ — 0 ,i.e., e is independent of
matric C . In this case, without loss of generality, we can fix
matrix Z3 = 0 and obtain

R=a,S§ =a.

Remark 4: According to the above results, we can rewrite
matrices A , C and D of system (19) as follows:

A [F H:| _ |:TAa1 —Z1B1 Hi| — A+ ZhA (35)

PG -Lpr G
. [ TAai 0 [z H _|-80
wzthAl—[ 0 0]Z_[Z2G],Az—[ 0 I]and
p=|Axw—-28-1TD|_n L/n 36
—ZB2
with D) = TAay —TD , Dy = NG and
0 0
C—[a0]. 37

Remark 5: Based on all the above results, one can see that
the unknown parameters H, G, Z1 and Z; are contained in one
matrix 7. If matrix 7 is determined, matrices H and G can be
obtained. Besides, by using the matrices Z| and Z, , matrices
E J, P and Q can be deduced according to (23), (24), (25)
and (26). Then, all the parameters matrices of DO (10) can
be determined. In this case, the observer design problem in
Remark 2 is reduced to determine matrix 7. such that

e Conditions (18) are satisfied,
e Forw = 0, the estimation error e — 0 for t — 00;
o Forw#0, |Tyello < A,
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V. MAIN RESULTS
In this section, the previous results will be used to solve the
DO design problem for uncertain vehicle systems in the pres-
ence of disturbances. For system (8), we give the following
theorem to determine matrix Z:

Theorem 1: For a given positive constant scalar A , if there
exist a symmetric positive definite matrix P1, a matrix P, and
a given positive scalar y , such that the following LMI holds

[ Q, P\BM, P\BM, PIF 0 0 27
* = 0 0 0 0 O
* * -1 0 0 0 O
x  x * —51 0 0 0 [<o0 (3%
* * * * NITNl 0 0
x % * * x NIN, 0
B * * * * * Q3
where
Qi = ATP + PIAT + ATPT + PA, + (1 +y)CTC,
(39a)
Q = P\D; +PD2 + (v + DC'E, (39b)
Q3 =(y + DETE — A°1. (39¢)
Then system (8) is asymptotically stable for w = 0,
and || Tyell oo < A for w # 0.
In this case, matrix 7 can be deduced by
Z=P;'P. (40)

Proof: According to the literature [36], the problem
presented in Remark 5 can be summarized as to construct
the Lyapunov function V such that the following inequality
must holds:

V+ele—2A2wTw <. (41)
Let us choose the following Lyapunov function:
V=¢"Py. (42)

where Pj is a symmetric positive definite matrix.
Then the derivative of V is given by

V=¢("Pic+¢"Pig
= {AZ + BAAx + BABu + Dw + F[f () — f ()1} Pig
+¢7Py {AC +BAAx+BABu+Dw + Ff &) — f(x)]}
= ¢TATP ¢+ ¢TPIAS + ¢TPDw +w DT Pyg
+2¢TP\BAAx + 20T P\BABu +2¢ T PIF[f(R) —f (x)].
43)

T

By inserting (35) and (36) into (43), we can obtain the
following equation
V =¢T[(A1 + ZA2) Py + Pi(A1 + ZAY)E
4+ ¢TPI(Dy + ZDy)w 4w (D) + ZDy)T Pi¢
+ 20T P BAAx+2¢T PiBABu+2¢T PIF[f(R) — f(x)].
(44)
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Furthermore, define the matrix P = P;Z yields

V= CT[AlTPl + P1A +Ag]P’T + PA]¢
+T(P1Dy + PDy)w 4+ w! (P1D + PDy) ¢
+ 20T PiBAAx+2¢T PIBABu+2¢ T PIF[f(R) — f(x)).
(45)

According to Lemma 1 and the representations (6) and (7),
by choosing p = 1, we can obtain the following inequalities:

20T P{BAAx = 20T PyBM, g(1)N x

< cTPiBM (P BM ) ¢ +x"NTNix, (46)
20T PIBABu = 2T P\BM2g(1)N-u

< (TPyBMy(P1BM) ¢ + u? NI Nyu. (47)

Subsequently, by considering the Lipshitz condition (9),
we have the following inequality:

20T PF[FR) — f ()]
=2|c"PiF| x ) - £
<2[¢PiF| x y x & - x|
=y x2|cTPIE| x Jel

2
<y x ([T PiE| + el
=y'PIF(PIF) ¢ + yele. (48)
Inserting inequalities (46), (47) and (48) into (45) yields
V < cTATP 4+ PiA + ATPT + PAL
+T(P1Dy 4 PDo)w 4+ w! (P1Dy + PDy) ¢
+ TPy BM (P BM) ¢ +xT N Nyx
+ " PIBMy(P\BM2) ¢ + ul NJ Nyu
+yeTPIFPIF) ¢ + yele. (49)
On the other hand, from (19b), we have

ele=¢TCTCe 4+ ¢TCTEW + w'ETCe + wE Ew.
(50)

By inserting (50) into inequality (49), we have

Vtele—22wlw
< TATP) + PiA + ATPT + PALC

+¢T(PyDy 4 PDy)w + w! (P1Dy 4 PDy)T ¢

+ TP BM (P BM) ¢ + xTNT N x

+ ¢ TPBMy(P\BM) ¢ + u” NI Nou + v ¢ PiR(PIF) ¢

+ @ +DeTcTce + ¢ "'CTEw + wl'ETCe + w ETEw)

—22wlw. (51)
Or equivalently,

Vtele—22wlw
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T

e Q0 0 e
X « NIN; 0 0 X
1
=l * 0k N2TN2 0 u (52)
w * % * Q3 w

where
Q' =ATP +PA +ATPT +PA,
+ PiBM;(P1BM,)T + PiBMa(P1BM,)"
+yPF(PiF) +(y + DCTC. (53)

It is obvious that a sufficient for (41) to be satisfied is the
following LMI must holds

Q0 0 2
x NINy 00
% N2TN2 0| < 0. 54)
* * * Q3

In this case, by using Schur complement, LMI (54)
becomes (38). The proof is completed

Remark 6: Based on the previous results, the observer
design can be summarized in the following design procedure:

1Y)
2)
3)

Choose the matrix T according to (22);
Compute the matrix ¥ according to (31);
Compute the matrices a1, o, B1 and By according

to (29) and (30);

4) Compute the matrices A1, Ay, Dy, Dy and C according
toRemark 5;

5) Compute the matrix 7 according to theTheorem 1;

6) Deduce matrices F, J, P and Q, according to (23), (24),
(25) and (26).

7) Deduce matrix E according (18).

VI. NUMERICAL EXAMPLE

In this section, a numerical example [8] is presented to show
the performance of the proposed DO. The initial system states
are x1(0) = 1 and x»(2) = 0.4. The nonlinear function
f(x) = [0.1sinx; 0.8sinxy 17. The parameters of system
uncertainty are 0 = 0.25 and N = 0.25. By following
the design procedure in Remark 7, we can obtain that A =
3.64 and y = 2.86.

The simulation results are shown in the following figures.
Figure 2 represents the disturbance and the control input,
which are added in the simulation. The external disturbance
w = sin 0.37¢ is a sine wave signal from time 12s to 24s. The
control input u is a step signal from time 15s to 35s.

Figure 3represents the original system state x| and the esti-
mate X obtained from DO. Figure 5 represents the original
system state xp and the estimate X, obtained from DO. The
solid line represents the original system state. The dashed
line represents the estimates obtained from DO. Figure 4
represents the estimation error e; obtained from DO. Figure 6
represents the estimation error e, obtained from DO.

From the above figures, one can see the performance of
the proposed DO. Take Figure 3 for example. Firstly, let us
see the case that the control input is absence and the external
disturbance is appearance (from time 12s to 15s). Due to the
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dashed line: DO).

appearance of disturbance signal, the estimate is not zero.
By using the H-infinity approach, the negative influence of
external disturbance on the estimation is limited.

Secondly, let us turn to the case that the control input
and the external disturbance are both appearance (from 15s
to 24s). In this case, similarly to case above, by using the
H-infinity approach, the negative effect on estimate is limited.
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Lastly, in the case that the control input is appearance and
the external disturbance is absence (from 24s to 35s). The
estimate obtained from DO can track the original system state
exactly.

Corresponding to the estimation of system state, the esti-
mation error shows more clearly the performance of the
proposed DO. Take Figure 4 for example. In the case that the
disturbance appears (from time 12s to 24s), by using the H-
infinity approach, the influence of disturbance on estimation
error is limited.

The comparison between the proposed DO and the PO
has also been done. The simulation results are shown in the
following figures. The external disturbance w = sin0.37¢ is
a sine wave signal from time 12s to 24s, which is shown in
Figure 7. The control input u is 0.

Figure 8 and Figure 10 represent the original system
states and their estimates obtained from DO and PO. The
solid line represents the original system state. The dashed
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line represents the estimates obtained from DO and the
dash-dotted line represents the estimates obtained from PO.

Figure 9 and Figure 11 represent the estimation errors
obtained from DO and PO. The dashed line represents the
estimation error obtained from DO and the dash-dotted line
represents the estimation error obtained from PO.

From the above figures, one can see the performances of
the proposed DO, compared with PO. For state x;, let us
turn to Figure 8. At the beginning of the simulation, there are
some oscillations in the estimation of PO, while there are no
oscillations in the estimation of the proposed observer. This
is because the existence of extra vector v in the proposed
observer, which can restrain the oscillation. In the case that
the external disturbance appears in the simulation, the pro-
posed DO has the same estimation error as PO for state x;.

For state x;, let us turn to Figure 10. At the beginning of
the simulation, there are some oscillations in the estimation
of PO, while there are no oscillations in the estimation of the
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proposed observer. Furthermore, in the case that the external
disturbance appears in the simulation, the proposed DO has
also small estimation error for state Xj.

VIi. CONCLUSION

This paper has investigated the DO design problem for non-
linear vehicle systems in the presence of uncertainties and
disturbances. The nonlinearity of vehicle systems is assumed
to satisfy Lipschitz condition, and the unknown uncertainty
is assumed to be dependent in both system state and control
input matrices. The H-infinity approach is utilized to mitigate
the disturbance effect on the estimation performance.

The vehicle system is constructed, based on the two-
degree-of-freedom model, which contains the nonlinearity,
the uncertainty and the disturbance.

Then the algebraic constraints of observer parameter matri-
ces are derived, based on the analysis of estimation error.
Based on the analysis of the algebraic constraints, we can
reduce the number of unknown parameter matrices. Firstly,
we obtain the expression of parameter matrices F, J, P, Q,
R and S. Then we found that if matrices Z; and Z, are
determined, matrices F, J, P and Q can be deduced. Then
the unknown parameter matrices are reduced to matrices Zj,
Z5, H and G. Furthermore, we put the four matrices into one
matrix Z, which can be obtained by solving the optimization
problem.

Next, the observer design problem is transferred into an
asymptotically stability analysis problem, by rebuilding the
state representation of estimation error. Sufficient conditions
for the existence of the DO is given in terms of LMI, based
on the Lyapunov function.

In the end, a numerical example is presented to illustrate
the performance of the proposed DO. From the simula-
tion results, it is proved the performance of the proposed
DO. By using the H-infinity method, the proposed DO can
deal with the influence of the disturbances. In terms of the
uncertainty, the proposed DO can keep robust. Furthermore,
compared with PO, the proposed DO also has good perfor-
mance. The results proves the reliability and the availability
of the proposed DO.

In the future, we will extend the research to the following
parts:

a. Observer design for systems with time-delay. Time-
delay is another inherent characteristic of practical system,
which can be caused by the system structure and informa-
tion transformation, and can deteriorate the performance of
control system. We will try to address the observer design
problem for time-delay systems, by finding a suitable repre-
sentation of time-delay.

b. Observer-based control. The proposed DO will be
extended to observer-based control for practical systems,
especially for vehicle systems. By using the proposed DO,
we can improve the estimation performance of the unmea-
sured variables of vehicle systems, such as sideslip angel, yaw
rate and tire-road peak adhesion coefficient.

48402

c. Fractional calculus theory. The fractional calculus theory
and concepts is a useful tool to solve control problem for
nonlinear systems [37], [38]. It can be one potential research
direction in the future. We will try to solve the fractional
observer design for non-linear systems, based on the research
results.
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