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ABSTRACT To solve the problems of polysemy and feature extraction in the text sentiment analysis
process, a BERT-CNN-BiLSTM-Att hybrid model has been proposed for text sentiment analysis. The
BERT pre-training model was established to break up the text input into words and obtain a dynamic
word vector that was then input into the CNN and the BiLSTM models respectively. Later, the local
features of the word vector, extracted using CNN, and the global features, extracted using BiLSTM,
were fused, and the key information of the Douban movie review dataset was highlighted using the
attention mechanism to realize sentiment categorization of the dataset. The results of comparison between
the constructed model and Word2Vec-BiLSTM, Word2Vec-CNN, Word2Vec-CNN-BiLSTM-Att, BERT,
BERT-CNN and BERT-BiLSTM models show that the model that runs against the test dataset has an
increased accuracy by 4.63%,4.37%,3.64%,2.63%,2.56% and 5.54% respectively. The experimental findings
reveal that BERT-CNN-BiLSTM-Att’s sentiment analysis method is more accurate in performing sentiment
classification.

INDEX TERMS BERT-CNN-BiLSTM-Att, sentiment analysis, hybrid model, film short text reviews
comments.

I. INTRODUCTION
In the era of Web2.0, a myriad of concise texts encapsulating
semantic nuances and subjective sentiments from users has
proliferated on the Internet. This voluminous data constitutes
a comprehensive portrayal and vital manifestation of users’
consciousness and viewpoints, significantly influencing neti-
zens’ opinions, attitudes, judgments, and decision-making.
More specifically, when selecting a movie on a digital plat-
form, netizens frequently turn to the opinions shared by
fellow moviegoers as their primary point of reference before
making a purchasing decision [1]. Short texts exist in various
forms such as text messages, product reviews, movie reviews,
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video captions, and subtitles, which can be found on Weibo,
Twitter, Douban, Facebook and other social media platforms.
Thus, how to utilize the computer technology precisely and
efficiently and analyze sentimental information from volumi-
nous short texts automatically is very important to product
analysis, topic monitoring, public opinion surveillance, user
modeling, opinion analysis, etc.

Sentiment analysis, often called as opinion mining, is a
technique to analyze people’s perspectives, attitudes, and
other subjective feelings about certain items and their asso-
ciated qualities. It relates to the judgment of emotional
tendencies in writings that contain subjective messages [2].
Depending on the number of emotional categories involved,
the emotion tendency analysis tasks are categorized into two
groups (positive, negative), three groups (positive, negative,
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neutral) and multiple groups (happy, excited, sad, angry, etc.)
[3]. Analysis of textual emotion tendency mainly contains:
text representation and feature extraction, model training and
analysis of the results [4]. Because of the characteristics of
short text such as randomness, high ambiguity, and brevity,
the problems of insufficient density, excessive noise, and a
lack of independent context arise from the process of rep-
resenting and extracting features from the text. As a result,
correct features cannot be extracted, and text representation
with richer contextual semantics becomes impossible [5].
Traditional methods completely separate text representation
and feature extraction from model training, and their work
focuses mainly on the former [6]. Traditionally, text represen-
tation and feature extraction are completed in a heuristic way,
which is typically to manually construct emotion dictionar-
ies (including Chinese emotion dictionaries [7] and English
emotion dictionaries [8]) or feature rules (including syntactic
features [9], emotion dictionary features [10], TF-IDF (Term
Frequence-Inverse Document frequency) features [11], etc.).
This traditional method, which first uses heuristics to

obtain text features and then combines with machine learning
classifiers for classification, highly relies on the construction
of heuristics and expert knowledge, and requires manual
intervention, which greatly reduces work efficiency and
limits the use of big data [12].

When tackling natural language processing tasks using
deep learning, it’s necessary to organize, digitize, and repre-
sent the text as word vectors for easy computer processing.
Because of its high dimensionality, sparsity, and restricted
ability to express features, the early word vector created
based on the bag-of-word model is not suitable for feature
extraction. Proposal of the word embedding-based distributed
word representation approachmakes it possible to analyze the
short text-based emotion trend using deep learning.

The proposed word embedding-based approach converts
short texts into low-dimensional real vectors after studying
a big corpus. Word vectors are then input into a deep neural
network to automatically extract contextual cues. The result-
ing codes are used to analyze the emotion trend. As the word
embedding approach has been continually being improved,
pre-trained language models have been proposed to deter-
mine word similarity.Word2Vec [13] was proposed in 2013,
GloVe [14] in 2014, OpenAI GPT [15] in 2016, ELMo [16]
and BERT [17]in 2018. In 2019, Transformer XL [18] and
XLNet [19] that relied on Transformers [20] architecture
were invented. Pre-training models that have been widely
applied to emotional tendency analysis of short texts include
Word2Vec, GloVe and BERT.

Deep learning model components that have been widely
applied to emotional tendency analysis of short texts include:
long short-term memory network (LSTM), convolutional
neural network (CNN), memory network (MN), capsule net-
work (CapsNets), graph convolutional neural network (GCN)
and attention mechanism [21]. Long short-term memory net-
works are often used to capture the global semantics of short
texts, while convolutional neural networks (CNNs) extract

local features from short texts by performing convolution
and pooling operations. The memory networks can better
solve the long-term memory problem by adding additional
storage units. The capsule networks learn the semantic rela-
tionship between words through dynamic routing, reducing
information loss.

The feature information and structure information in short
text can be fused by using graph convolutional neural
network (GCN). At last, the combined attention (Att) mecha-
nism is utilized to continue to learn the semantics between
the texts and to further capture some minor emotional
semantic information. Therefore, a BERT-CNN-BiLSTM-
Att-based sentiment analysis model is proposed in this study,
which is then trained against Douban film reviews. Through
comparison and analysis of the experimental results, the
BERT-CNN-BiLSTM-Att mixed model is proven to yield
texts with less semantic loss and be more accurate than the
BERT-CNN-BiLSTM method.

II. SENTIMENT ANALYSIS MODEL CONSTRUCTION
A. MODEL DESIGN
Convolutional neural networks (CNN) and recurrent neural
networks (RNN) are two deep learning frameworks that are
popular in the field of natural language processing (NLP)
[22]. In a text sentiment analysis challenge, the input is a
one-dimensional linear sequence of unknown length. It is
critical to evaluate not only the local structure and properties
of the words in the input text, but also their positional relation-
ships and temporal order. The CNN network, whichmines the
local structure between words using convolutions and other
processes, is well-suited to capturing local information of the
text. In CNN, signal propagation is limited to the top layer,
and the independent processing of samples makes it chal-
lenging to capture spatial and temporal information. RNN
networks with a linear sequence structure gather inputs from
front to rear. The outputs of a neuron can operate on itself
in a direct manner in the following cycle, achieving the goal
of time series modeling. In most RNN networks, the inputs
determine the network extension. The longer the length of the
inputs to the network, the deeper the RNN network becomes.
In some complex cases, the RNN network may be too deep
because of the expanded network, and as the distance between
the contexts increases, become more dependent in the long
run. This makes it unable to learn long-distance connection
information, resulting in the phenomena of ‘‘gradient dis-
appearance’’. To address the aforementioned issue, a short-
and long-term memory unit of LSTM (a variation of RNN
network) is proposed to complete the memory process in time
through the switch of the unit door and avoid ‘‘gradient dis-
appearance’’ [23]. LSTM networks outperform typical RNN
networks in terms of capturing longer distance dependencies.
However, both RNN and LSTM networks can only forecast
the output of the next moment using the preceding moment’s
time series information. In some circumstances, the output of
the present time may be tied to both the previous and future
states. To collect context information in sentiment analysis
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FIGURE 1. BERT-CNN-BiLSTM-Att model.

tasks, Bi-LSTM is typically used in conjunction with forward
LSTM and backward LSTM. Furthermore, in emotion analy-
sis applications, the dynamic word vector derived from the
BERT model can be used to tackle the polysemy problem
[24]. Therefore, based on the above single deep learning
network, this study integrates the advantages of CNNnetwork
[25] in extracting local text features, of Bi-LSTM network in
extracting global text features, and of Self-Attention mech-
anism in capturing various aspects of text structure, and
of the BERT network’s dynamic word vector to propose a
novel emotion analysis model of BERT-BiLSTM-CNN-Att
hybrid neural network coupled with multi-feature fusion of
self-attention mechanism [26].

B. OVERALL STRUCTURE OF THE MODEL
For the structure of the BERT-CNN-BiLSTM-Att model,
refer to FIG 1. The model comprises five layers: the
input, feature extraction, feature fusion, self-attention weight
adjustment, fully connected, and output layers.

(1) Input layer: mainly responsible for the vectorized rep-
resentation of text. In this study, the BERT model is selected
to transform the word vector, thus avoiding the ambiguity
caused by word segmentation and establishing the dynamic
word vector; the formatted expression is an input into the
feature extraction layer.

(2) Feature extraction layer: This layer takes charge of
extracting features from the text. On the basis of the dis-
tinctive characteristics of CNN and BiLSTM models, one
component extract local text features via convolutional oper-
ations, while another component utilizes BiLSTM to capture
global text features based on the contextual information.

(3) Feature fusion layer: In this layer, feature vectors estab-
lished via local CNN and global BiLSTM feature extraction
are combined.

(4) Self-attention weight adjustment layer: The attention
weight is computed using the self-attention mechanism to
finalize representation of text features.

(5) Fully connected output layer: The final features of
the text, computed by the Attention mechanism, are fed into

FIGURE 2. Input of BERT model.

the fully connected layer. To reduce overfitting problems, the
Dropout mechanism is incorporated. In order to get the results
of the emotion categorization, the text will finally run through
the SoftMax layer.

The working mechanism of each layer of the BERT-CNN-
BiLSTM-Att model and how each layer works together will
be further described in detail below.

1) INPUT LAYER
The input layer is of great significance to generating the
vectorized representation of text. The data of the collected
original corpus will be preprocessed before completion of
this representation. To address the challenge from word pol-
ysemy, the BERT model utilizes the Embedding layer to
extract the word sequence and convert it into word vectors.

A groundbreaking innovation of the proposed BERTmodel
is to employ the Transformer Decoder (containing mask
multiple attention) as an extractor and adopt relevant mask
training decoder methods. Despite lacking text generation
capabilities due to the dual encoding approach, BERT utilizes
the complete contextual information for each word to the
maximum extent during the encoding of the input text. BERT
exhibits a greater ability to extract semantic information than
a unidirectional encoder.

The input of the BERT model is a word vector that is
composed of an initial word vector, a segment vector, and a
position vector. The word vector typically contains randomly
initialized values that are learned during model training to
obtain the overall semantic messages of the text. The position
vector accounts for the variation in semantic information
conveyed by words appearing at different positions within the
text, efficiently resolving the problem of the attention mech-
anism’s disregard for word order. The BERT model assigns
distinct vectors to words in different positions, as shown in
FIGURE 2.

In BERT, the input text is marked with the [cls] symbol at
the beginning of the sentence. BERT divides English words
that are processed into more granular semantic units. For
example, the word ‘‘watch’’ is divided into ‘‘watch’’ and
‘‘watching’’. For a text in Chinese to be processed, however,
words are directly interpreted as the fundamental units of the
text, with no distinction made between tenses. The output of
the BERT model varies from different downstream text anal-
ysis tasks. The output of the [cls] symbol itself does not carry
explicit semantic information, but can effectively capture the
overall emotional information that a sentence contains. The
corresponding output vector of [cls] is commonly used for
text classification tasks.
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FIGURE 3. BERT model structure.

At the pre-training phase, the BERT model needs to
perform two tasks: the masking language model and the
subsequent sentence prediction. In the masking language
model task, BERT, which works as similarly as complet-
ing a ‘‘cloze’’ test, predicts the missing words according
to the context after randomly masking 15% of the words
in each sentence. The 15% masking rate is not negligible,
as it ensures that the model doesn’t overly rely on specific
words for downstream tasks. Masked words are substituted
by ‘‘[mask]’’ 80% of the time and a random word 10% of the
time, and keep unchanged 10% of the time. In the subsequent
sentence prediction task, BERT checks whether the second
sentence comes up behind the first to determine the sequen-
tial orders of pairs of interconnected sentences. These pairs
consist of 50% of the sentences that were located originally
in the subsequent place and 50% randomly selected from the
corpus. Introduction of the ‘‘subsequent sentence prediction’’
task aims to align with natural language processing tasks
in NLP that involve understanding the relationship between
two sentences. By performing these two tasks, the pre-trained
BERTmodel can output a word vector that can accurately and
comprehensively capture the semantic message of the entire
text.

As depicted in FIGURE 3, the BERT model follows a
series of steps. First, the results from Token embedding,
segment embedding, and position embedding are integrated.
Then, the text is sequentially passed through 12 Transformer
encoders as the input vector. In each encoder, there are
12 self-attention mechanisms comprising a multi-head self-
attention module that produces and maps enhanced semantic
vectors for each word in the text to varying semantic spaces.
Later, these enhanced semantic vectors are processed by lin-
ear transformation, layer normalization, and random dropout
before entering the fully connected layer. The ReLU function
serves as the activation function. Following this, another
round of linear transformation, layer normalization, and
random dropout is performed. The output is an improved

FIGURE 4. CNN-based local feature extraction.

semantic vector, of which the length is the same as that
of the original word vector. This vector serves as the input
for the subsequent Encoder and will be processed by the
remaining 11 Transformer encoders.

The symbol Wi is used here to represent words in the
text. Then, the BERT model transforms the word Wi into a
dynamic word vector that are identifiable to the computer.
Let Sj be a sentence composed of n words, k the dimension
of the word vector, and V (Wi) theK -dimensional word vector
for the word Wi. The, sentence vector representation of the
sentence Sj is shown in formula (1).

Sj = {V (Wn)} ∈ Rn∗k (1)

2) FEATURE EXTRACTION LAYER
According to the different characteristics of CNN network
and RNN network, the feature extraction layer is composed
of: CNN-based local feature extraction and Bi-LSTM -based
global feature extraction. The specific structure is as follows:

(1) CNN-based local feature extraction
The Convolutional Neural Network (CNN) was initially

developed as a type of feedforward neural network primarily
designed for computer vision tasks. However, as research
progressed, researchers began exploring its application in the
field of Natural Language Processing (NLP) by leveraging
convolutional windows and operations to extract local fea-
tures from text, yielding promising results. One of the key
characteristics of a CNN is its ability to share weights and
establish local connections. Additionally, it allows for the
utilization of different window sizes for multi-layer convolu-
tional operations and downsampling. A CNN is usually made
up of an input layer, convolutional layer, pooling layer, fully
connected layer, and output layer. In this study, the CNN
takes a sentence vector matrix Sj obtained by concatenating
the input layers. Convolution and pooling operations are per-
formed in CNN to represent the local features of the text. The
specific structure is displayed in FIGURE 4.

① Convolution layer
Convolution layer extracts local features mainly through

convolutional operations. Generally speaking, a CNN often
with several convolutional layers can guarantee comprehen-
sive extraction of text features through multi-layer convolu-
tions. Each convolution layer can set filters of different sizes
(convolution kernel) for different feature mappings of the
same text in a bid to learn more feature information. When
r × k size filters are adopted to extract the local features of
the sentence Sj, the results obtained after convolutions can be
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FIGURE 5. ReLU function image.

expressed as shown in formula (2).

Ci = f (A · V (wi:i+r−1) + b) (2)

Here, A represents the filter parameter, indicating the con-
volutional operation; V (wi:i+r−1) denotes the vector of r lines
from i to i+r−1, b the bias quantity, Ci the local eigenvector
obtained from i to i + r − 1 through the convolutional oper-
ation, and f (·) the activation function. When the text features
are collected by the CNN network, the width k of the filter is
consistent with the size of the word vector.

In this study, STEP length is set to 1, and three convolution
kerns of different sizes (3,4,5) are used to extract local fea-
tures of sentences 3-gram, 4-gram and 5-gram respectively.
To accelerate training convergence, the ReLU function serves
as the activation function in this study, with its mathematical
expression shown in formula (3).

f (x) = max(0, x) (3)

Activation functions are introduced in neural network models
to capture the nonlinear relationships within the network.
Common activation functions include Sigmoid, tanh, and
ReLU functions, among others. The ReLU function is essen-
tially a piecewise linear function, of which the graph is
depicted in FIGURE 5. Through unilateral inhibition, the
ReLU function allows the neurons inside the neural network
to be sparsely activated. Specifically, all negative values
and zeros are mapped to 0, while positive values remain
unchanged. When deep classification models are trained, not
all features are relevant to the target. Therefore, the model
sparsely activated by the ReLU function can better identify
relevant features and fit the training data more effectively.
Another advantage of the ReLU function is that it does not
exhibit saturation, and positive values are preserved with-
out a need for performing complex exponential operations.
Consequently, the ReLU function is free from the problem
of gradient vanishing. In general, the ReLU function over-
matches the Sigmoid and tanh functions in terms of the
convergence speed. In this study, the ReLU function is chosen
as the activation function.

After the filter performs convolutional operations on the
sentence Sj from top to bottom in accordance with STEP =

1, the local eigenvector set Cset of the sentence Sj is finally
obtained, which is expressed as formula (4).

Cset = {C1,C2, · · · ,Ci+r−1} (4)

FIGURE 6. BiLSTM network model structure diagram.

② Pooling layer
The pooling layer is commonly known as the down-

sampling layer. Its primary purpose is to downsample the
extracted features and preserve the essential information
using specific methods. This downsampling process serves
multiple purposes, including reducing the number of param-
eters, achieving feature dimension reduction, preventing
overfitting, and enhancing the model’s fault tolerance. Cur-
rently, the maximum pooling and average pooling are the
two most popular pooling techniques. While the maximum
pooling selects the maximum value from each region, the
average pooling is used to figure up the average value within
each pooling region. These pooling methods help capture the
most salient features from the extracted feature maps while
discarding less significant details.

By incorporating pooling layers into the model, the overall
complexity of the network is reduced, and the model becomes
more robust and efficient in handling variations and noise
in the input data. In this study, the MaxPooling method is
chosen to replace Ci with the maximum eigenvalue in the
local eigenvector obtained by the convolutional operation,
which can be expressed as formula (5).

di = Max(Ci) (5)

Finally, the final feature representation result dset of the
CNN-based module for local feature extraction is obtained
by fusing all the features obtained through convolution of all
filters after pooling operation.

(2)Bi-LSTM global feature extraction
The Long Term Dependency and ‘‘Gradient Disappear-

ance’’ issues with the typical RNN recurrent neural network
are resolved by the LSTM, a unique type of recurrent neural
network, which incorporates input, forgetting, output, and
memory gates. In essence, BiLSTM is a two-layer LSTM
structure. The structure of LSTM is displayed in FIGURE 6.
As can be seen from FIGURE 6, BiLSTM is made

up of a layer of forward LSTM network structure and
a layer of reverse LSTM structure. In FIGURE 6,
V (W1) ,V (W2) , · · · ,V (Wn) is the input, hl_l represents
the forward LSTM, hr represents the reverse LSTM,
h1, h2, · · · , hn is the output. If the output vector of BiLSTM
hidden state at time t is ht , the computational formula of ht is
shown as follows.

ht = hlt ⊕ hrt (6)
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where hlt is the forward LSTM hidden layer output vector at
time t, hrt the output vector of the reverse LSTM hidden layer
at time t, and the symbol ⊕ denotes vector concatenation.
By using Bi-LSTM to extract the global feature from sen-

tence Sj and fusion, the final feature of the Bi-LSTM global
feature extraction module is expressed as BLset.

3) FEATURE FUSION LAYER
The feature fusion layer mainly fuses the local feature vec-
tors dset and BLset obtained by the feature extraction layer
composed of CNN and Bi-LSTMmodules. Finally, the global
feature vector F that contains both the local features of the
text is obtained. F is represented as shown below.

F = dset ⊕ BLset (7)

where, the symbol ⊕ represents vector concatenation.

4) SELF ATTENTION MECHANISM WEIGHT ADJUSTMENT
LAYER
Inspired by biological observation behavior, the attention
mechanism is a mechanism which aligns internal experiences
with external sensations to enhance the precision of focus-
ing on specific areas. In the context of machine learning,
the attention mechanism is employed to efficiently extract
important features from sparse data. As a result, it has
been widely applied to natural language processing tasks,
particularly machine translation tasks. The self-attention
mechanism, as an improved attention mechanism, is less
dependent on external information and can effectively capture
internal correlations among data or features. Consequently,
it has gained popularity in various text classification tasks.
In tasks such as emotion analysis, each word in the text
contributes differently, with emotion-related words playing
more critical role than ordinary words. By leveraging the self-
attention mechanism, we can uncover internal relationships
and similarities between words or phrases in the text, thereby
facilitating the extraction of more representative text features.
In this study, the self-attention mechanism is utilized for
training and updating model parameters. This mechanism
enables the model to focalize important elements within the
text and enhance the ability to capture relevant information
effectively. The Attention calculation formula is shown in
equation (8).

Attention = softmax(
Q · KT
√
dk

) (8)

In self-attention, Q=K=V corresponds to the n-dimensional
vector output by the feature fusion layer. In the above
formula,

√
dk is the regularization factor that can prevent

Softmax values from being either 0 or 1 due to excessive
dot product values of Q·KT , when the results are normalized
using the Softmax function.

5) FUll CONNECTION LAYER AND OUTPUT LAYER
The self-attention mechanism weight adjustment layer pro-
vides valuable features that are given into the fully connected

TABLE 1. Part of movie review data.

layer of the model, which is eventually meant to resolve
the classification issue. This allows the Softmax classifier
to produce the final classification results. A Dropout mecha-
nism, which discards some trained parameters during model
training, is placed between the fully connected layer and the
Softmax layer to prevent from overfitting.

6) BERT-CNN-BiLSTM-Att MODEL
To put it briefly, the BERT-CNN-BiLSTM-Att model extracts
the dynamic word vector from the input text by segmenting it
with the pre-training BERT model. It then feeds the vector
into the CNN and BiLSTM models, respectively, extract-
ing the local and global features for feature fusion. Finally,
it combines with the attention mechanism to highlight the
important information and realize sentiment classification of
the Douban movie review dataset.

III. EXPERIMENTAL DESIGN AND RESULT ANALYSIS
A. EXPERIMENTAL DATA ACQUISITION AND
PRE-PROCESSING
In this experiment, the Scrapy crawler is used to extract
28 movie review datasets from the Top250 Douban website
for emotion categorization, and the data is stored as csv files.
Data preparation is critical to deep learning model training,
as it improves accuracy and reduces execution time. The data
is pre-processed in the following four ways: 1) Determine
the positive and negative sentiment of sentences. 2) Remove
sentences with comment characters more than 30. 3) Remove
comments that are all in English, all in characters, and all in
emoticons. 4) Remove uncommon characters. After random
extraction of the pre-processed data, the dataset of this exper-
iment consists of 400,000 movie reviews. The labeled data
sets are then split into training set, validation set, and test set
in an 8:1 to 1:1 proportion, and each review is categorized as
‘‘positive’’ or ‘‘negative.’’ Positive ratings are given a value
of one, while negative reviews are given a value of zero.
Some of the statistics are presented in Table 1. Finally, test
sets are utilized to ensure that the model functions properly.
This study employs various key toolkits that are designed for
counting evaluation metrics and creating the workflow in a
bid to evaluate and analyze the effectiveness of the proposed
model.

B. EXPERIMENTAL PARAMETER SETTING
To carry out the experiment, a number of mathematical and
statistical tools are used. After the mathematical model is
established, Python3.8 programming language is used to code
the model. To build and train the network model to operate
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TABLE 2. Main parameter settings of the model.

and process the corpus, the nn module of Torch, especially its
automatic derivation mechanism, is used in this study to build
the neural network. The self-defined network can be con-
structed by rewriting the __init__ function and the forward
function without a need for backpropagation. Torch’s optim
module provides several optimization algorithms for training
models. With the data reader created by Torch Dataset and
DataLoader, the data can be read and scrambled in batches
automatically. To train the model, we import bert models,
tokenizer encoders, configuration files, and optimizers from
the transformers’ library. Use pandas to read csv files for
building data readers. Use the matplotlib library to complete
the drawing. Regarding the hyperparameters, set the learning
rate as 1e-4, and the number of training rounds as 1,000;
utilize the Adam optimizer for optimization, and adopt the
batch_norm approach for regularization.

The settings of experimental parameters include the param-
eters of BERT model, and the experimental parameters of
CNN and BiLSTM-Att model. The model parameters are
shown in Table 2.

C. EXPERIMENTAL EVALUATION INDEX
In this study, the model is tested on test data sets. The
experimental effect is evaluated using three indicators: Accu-
racy (A), Recall (R) and F1 (F1-score). Accuracy means the
percentage of the reviews accurately classified in the review
text. Recall rate means the percentage of all real reviews that
are correctly classified in the sample. The geometric mean
divided by the arithmetic mean yields the value of F1. The
formula for calculating the evaluation indicators is presented
in formula (9) to (11).

Accuracy =
TP + TN

TP + FN + FP + TN
(9)

Recall =
TP

TP + FN
(10)

F1 =
2 × P× R
P+ R

(11)

TP and TN denote the number of positive and negative
categories correctly predicted, respectively. FP and FN the

TABLE 3. Experimental results.

FIGURE 7. Comparison of experimental results.

number of positive and negative categories that are incor-
rectly predicted, respectively. In this experiment, the positive
category is treated as the positive sample, and the negative
category is treated as the negative sample to assess the preci-
sion rate of the model in emotion categorization.

D. EXPERIMENTAL RESULTS AND ANALYSIS
In this study, two separate pre-training models, namely
Word2vec and BERT, are utilized to transform the word vec-
tor, and the two pre-training models are trained on the same
data set, and the results of comparison demonstrate BERT’s
powerful capability of text representation. The models
under consideration includeWord2Vec-BiLSTM,Word2Vec-
CNN, Word2Vec-CNN-BiLSTM-Att, BERT, BERT-CNN,
BERT-BiLSTM, BERT-CNN-BiLSTM-Att, and so on. The
impact of various word vectors and models on emotion cate-
gorization accuracy is determined through a comparison of
emotion categorization accuracies to validate whether the
proposed BERT-CNN-BiLSTM-Att model is more accurate
in terms of emotion categorization than the traditional deep
learning models.

Movie review data set consists of 80% training set, 10%
validation set and 10% test set. In this study, the proposed
model is trained using the training set before being assessed
using the test set. BERT selects features based on word
context and updates the term vector dynamically as con-
text changes. The comprehensive index demonstrates that
the BERT pre-training model is more advantageous to the
proposed model in terms of extracting text information. As a
result, a BERTmodel with high text representation capability
is chosen for this model to realize text feature representation.
The results could be found in Table 3.
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TABLE 4. Experimental results on jingdong.

FIGURE 8. Comparison of experimental results on Jingdong.

When it comes to verifying the accuracy of the model
constructed in this study, the proposed method is found
to yield achieved remarkable results. To represent the
word vector, this study selects a BERT model that can
use context information of words to extract features and
dynamically adjust word vectors according to different con-
text information. When processing time series, conventional
LSTM tends to ignore the previous context information.
BiLSTM can process text from both directions. However,
not all words contribute equally to text analysis, and the
attention mechanism can highlight important words in the
text. The model constructed in this study is compared
withWord2Vec-BiLSTM,Word2Vec-CNN,Word2Vec-CNN-
BiLSTM-Att, BERT,BERT-CNN, BERT-BiLSTM, BERT-
CNN-BiLSTM-Att. The comparison results are displayed in
FIGURE 7.

As sown in FIGURE 7, the BERT-CNN-BiLSTM-Att
model has a 2.63% higher accuracy than the BERT model,
because the BERT-CNN-BiLSTM-Att model integrates the
advantages of BERT, CNN, BiLSTM and attention mecha-
nism. This proves that a multi-model feature enhancement
approach works better than a single-model one. The BERT
model has the shortcomings of overfitting and poor gen-
eralization ability because of many parameters involved
in the pre-training process, and less change of internal
parameters in subsequent natural language processing tasks.
In addition, FIGURE 7 also reveals a higher experimen-
tal accuracy of BERT as the pre-training language model,
compared to Word2vec. This means that BERT’s pre-training
model is powerful. It has been demonstrated that both the
self-attention mechanism and the multihead self-attention

mechanism are capable of efficiently integrating the perti-
nent context-specific information, or even the entire phrase,
into the current word vector. The precision rate of BERT-
CNN-BiLSTM-Att model goes up by 5.58% compared
to BERT-BiLSTM model. The model employs BiLSTM
to extract global features concurrently with local features
extracted by CNN. To make emotion categorization more
accurate, an attention mechanism that gives varying weights
to different areas of the text is added.

To validate the BERT-CNN-BiLSTM-Att model’s gener-
alization capacity, 4000 Jingdong reviews are crawled, and
then divided in a proportion of 8:1:1 for training, validation,
and testing. The comparison results of the various models are
displayed in Table IV and FIGURE 8.

In summary, the BERT-CNN-BiLSTM-Att model can
more accurately classify emotional reviews than the previ-
ous six models to some extent, indicating that the BERT
pre-training model is more conducive to the model’s extrac-
tion of text information. Therefore, this study combines
BERT, CNN, BiLSTM and attention mechanisms to form a
combined model. The experimental findings show that the
BERT-CNN-BiLSTM-Att model is superior to other models
in emotion categorization.

IV. CONCLUSION
In this study, a BERT-CNN-BiLSTM-Att sentiment analy-
sis model is proposed to analyze short text movie reviews.
It is trained on Douban movie review dataset to verify its
effectiveness. This study assesses the effectiveness of the
proposed model with three indicators: precision rate, recall
rate, and F1 value. To summarize, BERT-CNN-BiLSTM-Att
has the highest emotion categorization accuracy among the
comparison models. Performance of these models can be
improved by using together with other machine learning tech-
niques. Through this study, we can expect to extend the same
techniques to a wide range of deep learning applications and
investigate how different model-combined approaches work
on small amounts of data when combined with appropriate
deep learning strategies to achieve more satisfactory results.
As this study only considers sentiment analysis of binary
classified texts rather than multiclassified texts, a further
work on sentiment analysis of multiclassified texts will be
performed to get richer semantic text information. And we
can expand the scope of the related data to cover colorful
characters, emoticons, secluded characters, etc. To summa-
rize, the model can be further explored through a variety
of experiments to obtain emotion categorization results in
a more accurate and faster manner. Thus, merchants can
get real customer feedback through these reviews, finding
out the product’s problems, and formulating reasonable sales
strategies to produce greater economic results.
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