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ABSTRACT With the development of bio-informatics, visual prostheses have become an effective method
for low vision people to restore visual function. To meet the visual needs of visual implant recipients, this
study explored the problem of in vitro image processor image recognition and classification. It selected the
convolutional neural network framework VGG as the technical core, introduced the fruit fly optimization
algorithm for optimizing the VGG recognition model, and constructed a visual prosthesis image recognition
model on the ground of improved VGG. The experiment demonstrated that the improved fruit fly search
algorithm had an average absolute error and root mean square error values lower than 0.4, which was superior
to other intelligent optimization algorithms. The performance of the improved image recognition model has
been significantly improved, with a maximum AUC value of 0.942, a recognition accuracy range of 68.29%-
97.23%, and a stable fitness curve of around 97.00. The maximum F1 value of the image recognition model
designed in the study reached 91.47%, and the loss function curve converged to the minimum value. In the
application of visual prostheses, the recognition accuracy and R-squared performance of this model were
both the best. Compared with natural human vision, the contrast and functional visual effects matched well,
the processing speed was faster, and the delay time did not affect the actual application of visual prostheses,
achieving high user satisfaction. This study can enrich and improve the theoretical foundation of visual image
analysis and visual prosthetics, and help visually impaired groups improve their lives and quality of life.

INDEX TERMS Visual prostheses, convolutional neural network, VGG, image recognition, Drosophila

optimization algorithm.

I. INTRODUCTION

Vision is the main sensory pathway for humans to obtain
external information, and the presence of visual impair-
ments can seriously affect individuals’ normal life and
work. For human ocular visual pathologies, traditional visual
restoration techniques include contact lenses, laser therapy,
corneal transplantation, retinal surgery and retinal lasers. For
example, Viberg et al. performed corneal limbal stem cell
transplantation, Van der Wekken-Pas et al. also conducted a
study on the treatment of Candida keratitis and endophthalmi-
tis after corneal transplantation, and Obata et al. performed
anti-vascular endothelial growth factor therapy and laser
therapy for Retinopathy of Prematurity. However, physical
assistance as well as pharmacologic surgical treatment can
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only slow down the progression of ocular lesions and do not
accomplish complete repair of the visual senses [1], [2], [3].

Visual Prosthesis is an implantable medical electronic
device that is currently the most promising technical means
to assist patients with visual impairment or severe low vision
in restoring visual function [4]. Visual prostheses perceive
and recognize light and images through the transmission and
stimulation of electrical signals, and use tiny electrodes to
convert the light and images captured by external devices into
electrical signals. They are then transmitted to the patient’s
optic nerve to activate the visual cortex [5]. Meanwhile, the
internal device of the visual prosthesis is implanted in the
patient’s eye or visual system to directly stimulate the retina
or optic nerve, thereby achieving the patient’s perception of
light and image [6], [7]. However, the implementation and
clinical practice of visual prostheses still face some diffi-
culties and limitations. People’s understanding of the brain’s
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visual processing process is limited, and the surgical risks
of artificial visual prostheses implanted in the eye or brain,
as well as the stability and safety issues of neural interfaces,
limit the application of visual prostheses. Due to the limi-
tation of the number of implanted chips and electrodes, the
resolution and clarity of visual prosthetic images cannot reach
natural visual levels [8], [9]. Therefore, to meet the visual
needs of visual prosthesis users, an in vitro image processor
is usually used to extract image features using computer
algorithms to complete image recognition and assist in the
work of visual prostheses. Recently, Convolutional Neural
Networks (CNNs) have been extensively utilized in many
terms like detection, recognition, and classification. How-
ever, with the complexity of their structure, the improvement
of computational efficiency and accuracy of network mod-
els remains an urgent challenge in image processing [10],
[11]. On the ground of this, this study takes the classic
CNN architecture Visual Geometry Group (VGG) designed
by the VGG as the technical core, and introduces the Fruit
Fly Optimization Algorithm (FOA) for meeting the applica-
tion requirements of visual prostheses. Firstly, the FOA is
optimized and improved using Gaussian backbone and aban-
donment mechanism. Then, on the ground of the improved
FOA, the image classification model VGG was improved, and
an improved VGG recognition algorithm for visual prosthetic
image recognition technology was developed. The contribu-
tion of the research mainly lies in optimizing the FOA while
improving the VGG network. This enriches the theoretical
study of FOA and VGG, and is conducive to the visual pros-
thesis for better in vitro image processing tasks. At the same
time, it promotes the progress and development of image
processing technology and expands the potential of image
recognition applications.

The research consists of four parts. The first is a review of
the current research status of visual prosthesis technology and
image recognition processing both domestically and inter-
nationally. The second part proposes an image recognition
and classification model on the ground of FOA and VGG.
The third part conducts testing experiments and analysis on
the performance of the recognition algorithm. The fourth
part summarizes and summarizes the experimental results.
This study is expected to improve the technical difficulties
of visual prostheses and promote their clinical application.

Il. RELATED WORKS

The research on visual prostheses involved multiple fields
such as computer vision, machine learning, and pattern recog-
nition, which helped to promote innovation and progress
in medical research and eye disease treatment. The related
research has received widespread attention worldwide, and
numerous researchers have conducted extensive research on
visual prostheses. Visual prosthetic devices are commonly
used to treat low vision. To determine patient acceptance and
the risk-reward balance of visual prostheses, Karadima et al.
conducted a study on the attitudes of low vision people in
Athens, Greece. Through questionnaires, guided discussions,
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and quantitative data reporting, the study found that patients
still perceive the risks of visual prostheses to outweigh the
benefits. The retinal approach was found to have the least neg-
ative perception, while the cortical approach was perceived
the most negatively [5]. The use of visual prostheses cur-
rently had limitations in restoring vision. Further research and
pre-clinical work was necessary to improve the devices and
stimulation strategies used to induce neural activity for visual
perception. Spencer et al. devised a methodology for evaluat-
ing candidate strategies and devices. The experimental results
showed that when there is a large amount of overlap in the
neural activity generated by different electrodes, the method-
ology devised in the study can provide accurate assessment
results. This can help to select faster and more accurate
improved devices and neuro stimulation strategies [12].
Wang et al. designed an energy-efficient dynamic scene pro-
cessing framework for implantable visual prosthesis. The
framework used a combination of spike representation coding
technique and bio-inspired spike recurrent neural network
to achieve smart processing and low power consumption.
The experimental results showed that the Pearson correlation
coefficient of this method was 0.93, which was better than
the state-of-the-art retinal prosthesis processing framework.
Compared with convolutional recurrent neural network pro-
cessing, the power consumption was reduced by a factor of 8,
alleviating the accuracy and power consumption problems of
retinal prosthesis [13]. Facial perception and cognition are
key functions of low vision retinal prostheses, and the limita-
tions of electrode arrays result in poor image pixels provided
by visual prostheses, seriously affecting the relevant expres-
sion. For enhancing the comprehensibility of limited pixel
facial images with visual prostheses, Xia et al. constructed a
facial semantic information conversion model on the ground
of deep neural networks to convert real faces into pixel faces,
solving the semantic loss under limited pixels. Then the
researchers built a pixel face database designed for visual
prostheses. The experiment showcased that the model has bet-
ter recognizability in features and expressions than existing
technologies [14]. The optic nerve was the first choice for
the placement of visual prostheses, and the effectiveness of
visual prostheses was closely related to the combination of
stimulus parameters. It is necessary to determine the target
cortical activation mode of visual prostheses and associate
them with the visual stimuli of the subjects. Regarding this,
De et al. performed ten different visual stimuli on three mice,
using wide field calcium imaging technology to record the
primary visual cortex responses of the mice, and used CNN to
classify visual stimuli in wide field images. The experiment
showcased that the classification accuracy of the CNN was
75.38% =+ 4.77%, and the classification model had excellent
generalization [15]. The human eye had excellent adaptive
abilities such as wide field of view and low aberration, as well
as the ability to pre-process perceived visual information.
Long et al. attempted to integrate unfiltered color vision,
in device pre-processing, and optical adaptability into visual
prostheses, and achieved the ability to reconstruct full-color
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images by adjusting color selectivity through bias [16].
Choi et al. designed a visual prosthesis chip with temporal
intra pixel image processing function, which can effectively
generate edge extraction stimuli. To reduce time-domain pro-
cessing power consumption, a pulse width modulator on the
ground of leakage current was designed. The visual pros-
thesis chip adopted local echoes on the ground of bipolar
stimuli, minimizing image dispersion and surpassing existing
advanced image processing visual prosthesis chips [17].
Image processing technology was the key to the application
of visual prostheses, and various experts and scholars have
conducted extensive research on visual image processing
technology. To optimize the performance of multi differential
image fusion in detecting ultra high resolution remote sensing
images with complex targets and rich texture information,
Luo et al. proposed a multi difference image fusion change
detection model, which used change vector analysis and spec-
tral gradient difference to construct differential images, and
used a visual attention model to obtain differential saliency
images. The model was combined with a wavelet transform
fusion algorithm to fuse two salient images. After verification
with two different datasets, the model had fewer missed
alarms and false alarms, and had strong robustness and gen-
eralization ability. The three feature extraction modules of
the model played a key role [18]. Ping et al. designed an
intelligent prosthetic hand on the ground of image recog-
nition. The prosthetic hand used CNN to identify objects
that need to be grasped, and the recognition results served
as control trigger signals. The experiment demonstrated that
the new intelligent bionic hand can achieve five types of
human body movements, and the relevant recognition control
accuracy was high [19]. Hyperspectral image classification
methods on the ground of graph convolutional networks often
ignore pixel level spectral spatial features. To address this
issue, Ding et al. proposed a multi feature fusion network
using different convolutional networks, which reduced com-
putational power requirements while extracting multi-scale
spatial and pixel local features to complete hyperspectral
image classification. The experiment validated the superiority
of the network model [20]. The loss of photonic devices
limited the scalability of optical deep networks. Ashtiani
et al. designed an integrated end-to-end photon deep neu-
ral network that directly processed light waves from pixel
arrays on impact plates and performed sub nanosecond image
classification when light waves propagate through neural
layers. This achieved the scalability of large-scale photon
deep neural networks, with an image classification accuracy
of up to 93.8% [21]. The detection and recognition of traffic
signs had potential value as well as application prospects.
Yu et al. on the ground of the fusion model of YOLO-V3 and
VGG19 networks, utilized the relationships between multiple
images for recognizing traffic signs. After verification on a
public dataset, the proposed model can achieve an accuracy
of over 90%, which was superior to existing advanced image
recognition models [22]. Khaldi et al. designed a framework
for generating adversarial networks and CNN models on the
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ground of conditional deep convolution, which was used to
complete the coloring and classification of grayscale and dark
images. The importance of this framework has been validated
through dataset evaluation [23].

In summary, the analysis of various application technolo-
gies and image processing technologies for visual prostheses
has been very extensive, but there are still insufficient
research on image recognition and processing technologies
in the field of visual prostheses. And image recognition and
classification are very important for the application of visual
prostheses, so research has explored the application of CNN
models in visual prosthetic image recognition.

Ill. DESIGN OF A VISUAL PROSTHESIS IMAGE
RECOGNITION MODEL ON THE GROUND OF

IMPROVED VGG ALGORITHM

Visual cortex visual prosthesis is an artificial organ that arti-
ficially processes and encodes image information, implants
micro-electrode arrays to stimulate the relevant system,
as well as helps visually impaired patients recover partial
vision. The in vitro image processor of visual prostheses
belongs to the key research areas in the application of visual
prostheses. To improve the image recognition rate of visual
prostheses, this study used the CNN framework VGG to build
an image recognition algorithm for visual prosthetic image
processing modules. Then it further optimizes the network
model with the help of an improved fruit fly (FF) algorithm.

A. DESIGN AND CONSTRUCTION OF IMAGE
RECOGNITION NETWORK STRUCTURE ON
THE GROUND OF VGG MODEL
CNN is a deep learning model including convolutional lay-
ers, pooling layers(PL), and fully connected layers (FCL).
It could markedly learn the characteristics of images as well
as other high-dimensional data, and has excellent perfor-
mance in areas. The classification process of CNN contains
an input layer, a multi-layer convolutional layer, a PL, and a
FCL. The sliding convolutional kernel (CK) performs pixel
multiplication and summation calculations on the feature
image, and the depth of the CK is decided by the depth of
the input feature image [24], [25]. A schematic of the VGG
model, one of the CNN architectures, is shown in Figure 1.

The size calculation of the output feature map (FM) of
the convolutional layer as expressed by equation (1), where
Nour and Ny, respectively represent the size of the output and
input FM. k represents the size of the CK. p represents the
filling unit of the FM, which avoids the loss of edge position
features in the output image. s represents the sliding step size
of the convolutional window.

Now = "0 X% 4 M

After activation, the final output FM is obtained, and the
PL performs a down-sampling operation on the FM. The PL
decreases the size of the FM through taking the maximum
or average values at different windows, i.e. average pooling
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or maximum pooling. The schematic of the operations of
convolution and pooling is shown in Figure 2. The size of
the pooling window determines the size of the output feature
image. Through the down-sampling operation of the PL, the
image can extract more stable features. In CNN, the number
of CK gradually increases with the complexity of the network
model and the depth of the network, resulting in an explosive
increase in the quantity of FM with the calculation of the
network model. The role of PL greatly reduces the dimen-
sionality of feature images, reduces network parameters and
computational complexity. The FCL connects the FM output
from the convolutional and PL to one or more FCL for final
classification or regression [26].

414
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1111313 2.512.5
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Schematic diagram of pooling operation
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FIGURE 2. Schematic diagram of convolutional and pooling operations.

The commonly used CNN architectures include LeNet-5,
AlexNet, GoogLeNet (Inception v1, Inception v3), VGG-16,
ResNet-50, etc. LeNet-5 belongs to the earliest CNN archi-
tectures, including alternating convolutional and PL, FCL,
with fewer network parameters and lower complexity, mak-
ing it suitable for simple handwritten digit classification
and recognition. AlexNet is a CNN architecture that has
made a breakthrough in the ImageNet image classification
competition. Compared to the LeNet-5 architecture, AlexNet
introduces ReLU nonlinear activation functions, Dropout
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FIGURE 1. Schematic diagram of CNN structural models.
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regularization, and GPU parallel computing acceleration
modules. GoogleNet adopts the Inception module, which
improves the stability and accuracy of the network by serial-
izing and paralleling multiple CK of different sizes. ResNet
is an architecture that solves the gradient vanishing problem
in deep CNN by introducing residual connections [27].

The VGG model is a classic CNN model proposed by
a research team at the University of Oxford. The major
characteristics is the utilization of multiple 3 x 3 smaller
CK and PL to deepen the quantity of layers in the network
model. It is mainly divided into VGG16 and VGG19. The
stacking of network structure layers enables the network for
gradually learning more complex and abstract characteris-
tics, thereby enhancing the classification. The VGG model
possesses the merits of simple structure, easy understanding
and implementation, and good generalization [28]. Compared
to VGGNet-16, the depth of the network of VGGNet-19
is deeper, which makes VGGNet-19 capable of learning
and capturing more complex image features with better per-
formance on image visual recognition tasks, so the CNN
architecture used in the study is VGGNet-19 considering the
large-scale tedious task of visual prosthesis image recog-
nition. The application process of VGGNet-19 in visual
prostheses is shown in Figure 3. The external device worn
by the user captures visual information through a micro-
camera. This information is then processed and recognized
using the VGGNet-19 architectural model. The encoded
image recognition information is wirelessly transmitted to
the micro-current stimulator, which decodes the electrical
signals and transmits them to the patient’s optic nerves. This
activation of the visual cortex stimulates the phantom vision,
resulting in artificial vision.

The VGGNet-19 network model uses a 3 x 3 small CK,
which to some extent reduces the computational time and
storage resources of the model. This study adopts a square
CK, and the relevant calculation of the convolutional layer
parameters as expressed by equation (2), where D; and Dy
respectively represent the quantity of input and output chan-
nels in the convolutional layer. k represents the size of the CK.

Convparam = Do x (k2 x D; + 1) )
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FIGURE 3. The working mechanism of visual prostheses.

The calculation amount of each convolutional layer as
expressed by equation (3), where FLOPs represents the
floating-point operation amount, while W and H serve as
the elements of the feature image, respectively. Through the
operations of equations (2) and (3), it can be seen that the
computational resources of the 3 x 3 small CK are signifi-
cantly lower than those of other sizes.

FLOPs=[(D,» x kz)—i—(Di ¥ k% — 1) + 1] x Do x W x H
3

The calculation of FCL parameters for VGGNet-19 as
expressed by equation (4), where I and O respectively rep-
resent the input and output neurons of the FCL. I x O serves
as the number of weights in the FCL. 41 represents bias.

FLOPs=[I+ I -1 +1]x0=2xIx0 (4

However, the images involved in the visual prosthesis project
are mainly low resolution images. If there are too many
convolutional layers designed for the VGGNet-19 network
model, the size of the feature image in the later stage of
network structure extraction will be reduced to 2 x 2, which
is smaller than the size of the small CK, and the network
model cannot capture the minimum receptive field. Mean-
while, in order to accelerate the training speed of network
models, existing research usually optimizes the FCL, using
batch processing computing techniques to process the FCL.
However, this operation increases the pressure on storage
and computing resources of computing hardware, and needs
to achieve a balance with the transmission data bandwidth.
In this regard, the study optimized the clipping of VGGNet-
19 and constructed a four segment VGG convolution. And it
used average pooling instead of FCL optimization. In order to
reduce the negative impact of readjusting convolutional layer
features on the slow convergence speed of the network, the
study used 1 x 1CK to compress the number of FM channels,
reduce a large amount of convolutional computation, and
achieve the goal of improving network prediction speed. This
is to achieve faster image recognition and classification speed
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FIGURE 4. Schematic diagram of optimized VGG network structure.

while ensuring the visual needs of the visual prosthesis. The
optimized VGGNet-19 network model structure is shown
in Figure 4.

In the traditional VGGNet-19 model, the FCL parameters
account for the majority of the entire network parameters. For
low resolution images, the number of neurons output from the
FCL can be reduced or the FCL could be further layered. This
is to decrease the quantity of FCL parameters and accelerate
the calculation speed of the FCL, but the hardware storage
requirements are higher. Therefore, as shown in Figure 4,
this study replaced the FCL with an average PL, reducing
the number of parameters while also reducing the demand
for hardware storage resources. Meanwhile, this study used
a 1 x 1 size CK for compressing the quantity of FM chan-
nels, further reducing the convolutional computation. At this
time, the parameter calculation of the convolutional layer as
expressed by equation (5), where m serves as the quantity
of compressed input channels of the FM and the quantity
of 1 x 1 CKs.

Pi=pim+pix=mx(d;i+1)+dy x (k2 xm+l) (®)]

Finally, the ReLu activation function in the traditional
VGGNet-19 model is modified to ReLu6 to ensure the numer-
ical resolution of the network model and reduce accuracy
loss.

B. DESIGN OF IMAGE RECOGNITION MODEL ON THE
GROUND OF IMPROVED DROSOPHILA ALGORITHM
OPTIMIZATION
For enhancing the image classification accuracy of the
VGGNet-19 model and achieve accurate recognition of visual
images, this study introduces the FOA to further improve the
optimized VGGNet-19 model. FOA is a heuristic optimiza-
tion algorithm that simulates the foraging behavior of FF.
It seeks the optimal solution through simulating the forag-
ing behavior and information transmission of FF during the
foraging process. The foraging process of FF populations is
showcased in Figure 5 [29], [30].

The FOA algorithm is simple and easy to implement, with
little dependence on initial solutions. It has shown good appli-
cation performance in fields such as function optimization,
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FIGURE 5. Foraging process of FF population.

image processing, and machine learning. The entire workflow
of FOA is shown in Figure 6.
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FIGURE 6. Schematic diagram of the workflow of the FF algorithm.

Firstly, it sets the population size and maximum iteration
of FF. The FF population forages in the j-dimensional space,
and the position coordinates of the FF are represented as
X, = (X,;],X,;z, . ,X,"j) and Y¥; = (Yi,l, Yio,..., Yi’j). The
population of FF is randomly searched, and the process of
updating individual positions as expressed by equation (6),
where X_,ys and Y_,, ;s respectively represent the position
coordinates of the FF at the previous moment.

(6)

X; = X_4is + RandomValue
Y; = Y_,vis + RandomValue
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The relevant calculation of FF as expressed by equation (7),
where D;;, represents the distance from the FF to the origin.
S; represents the odor concentration judgment value.

The odor concentration value is solved on the ground of
the objective function set by the model, and the calculation
process as expressed by equation (8).

Smell; = function (S;) 8)

It identifies the FF with the best taste concentration value in
the FF population, retains the odor concentration and position
coordinates of this FF, and the FF population approaches
the optimal FF. The calculation process as expressed by
equation (9).

Smellbest = bestSmell
X_axis = X (bestindex) 9
Y_ovis = Y (bestindex)

The initial process of FOA requires a large quantity of
parameters to be set. The parameters affect each other.
However, there is no clear reference standard for setting
parameters, and how to set reasonable parameters to achieve
ideal optimization efficiency has become the key to the
Drosophila algorithm. According to the fitness function of the
FF algorithm, the mutation probability of the FF population is
low. When the iterations grows, the diversity of the population
gradually reduces, and the search space is limited, leading to
the FF algorithm often falling into local optima. In addition,
in traditional FF algorithms, the FF population searches for
food within the search range with a fixed step size, resulting
in slower convergence speed of the algorithm [31], [32].
Therefore, in combination with the needs of visual prosthetic
image recognition models, this study introduces Gaussian
backbone mutation mechanism, dynamic step size mecha-
nism, and random abandonment strategy to improve FOA.
It places the improved FF algorithm before the soft max clas-
sification layer to optimize the classification performance.
The workflow diagram of the optimized FF algorithm for
improving VGG is shown in Figure 7.

This study utilizes the Gaussian backbone mutation mech-
anism for enhancing the sustained search capability of the
Drosophila algorithm. Firstly, it generates a random number
V (i, j) with a Gaussian distribution, and the calculation pro-
cess as expressed by equation (10), where u represents the
parameter representing the mean. o represents the standard
deviation of the parameter.

= (X_axis (j) + X (i,))) /2
o = abs (X_axis (j) + X (i, ))) (10)
V (i, j) = normrnd (mu, sigma)
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FIGURE 7. Optimized drosophila algorithm for improving VGG process.

After introducing the Gaussian backbone mutation mecha-
nism, the position calculation of the Drosophila population
as expressed by equation (11), where k is a random number
within the range of (0, 1). Both k1 and k2 represent random
integers within the range of [1, sizepop]. Then it calculates the
odor concentration of FF and updates the individual’s fitness
value. The Gaussian backbone mutation mechanism expands
the search space of the Drosophila population, to some
extent avoiding Drosophila individuals from falling into local
optima during search.

V (i,)) =X_axis () + k « (X (k1,)) = X (k2,j)) (11)

A fixed step size can easily make it difficult for the
algorithm to approach the location of the food source in
the later stage of iteration. This study introduced a dynamic
learning factor to convert the fixed step size in the traditional
FF algorithm into a dynamic step size. The calculation of the
learning factor ds as expressed by equation (12).

ds = 0.5 % ones (30, 1)

+ 0.1 tan (pi * (rand (sizepop, 1) — 0.5)) (12)

The calculation of the random distribution position of
the FF population as expressed by equation (13), where
r1 and r2 both represent random numbers within the range
of [0, popsize]. The transformation of dynamic step size
enhances the global search capability of the Drosophila
algorithm, and collaborates with the Gaussian backbone
mechanism to prevent the algorithm from falling into local
optima too early.

[ Xij = Xawis +ds. 5 Ko =X D +X02)

Yij = Yauis +ds. % Yauis — Y (r1) + Y (r2))

When the FF algorithm calculates the optimal concentration
value, the flight route determined by the FF population has
strong randomness and fuzziness, and the convergence speed
of the FF algorithm is slow, with low optimization accuracy.
In this regard, the study introduced a abandonment strategy to
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select the location of FF. It utilizes a Gaussian distribution for
generating a judgment factor cr, and determines the calcula-
tion method for updating the position of FF on the ground of
the size of the judgment factor cr. When cr < 0.5, the current
position of FF is calculated according to equation (13). When
cr > 0.5, it calculates the position of the FF on the ground of
the optimal solution, as expressed by equation (14).

cr = normrnd(nu_cr, 0.1)
X (i,7) = X_axis (j) + cr (j) * tempx
Y (i,)) = Y_axis (j) + cr (j) * tempy

(14)

The improved FF algorithm is optimized for the VGGNet-19
model, and after being optimized and solved by intelli-
gent optimization algorithms, the image recognition accuracy
is expected to be improved. Meanwhile, the improved
VGG model subtracting the variance after subtracting the
average of the three-channel pixels from the RGB when
pre-processing low resolution images, and then inputs them
into the Imp-FOA-VGGNet-19 model for image classifica-
tion and recognition.

IV. PERFORMANCE TESTING OF IMAGE RECOGNITION
ALGORITHM ON THE GROUND OF VGG MODEL

For testing the image recognition model designed in the
study, different performance testing experiments and image
recognition effect analysis experiments were designed.

A. PERFORMANCE TEST OF DROSOPHILA IMPROVED
VGG IMAGE RECOGNITION MODEL

It selected the CIFAR-10 dataset, ImageNet, Cate-
gory_Flower, and Caltech10 as the test experimental dataset.
CIFARI10 is a small dataset for recognizing pervasive objects
put together by Hinton students Alex Krizhevsky and Ilya
Sutskever. The entire CIFAR-10 dataset includes 60000
32 x 32 sized RGB images of different categories. There
are currently 14197122 images in ImageNet is a large com-
puter vision dataset that was started by Stanford University
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FIGURE 8. Error comparison of different intelligent optimization
algorithms.

and other organizations in 2007. ImageNet, divided into
21841 categories, with an average image resolution of 469 x
387 pixels. The Caltech10 dataset was filmed and labeled
for publication by the videographer, the Caltechl10 dataset
contains 101 types of images, each with approximately 40-
800 images, and each image has a size of approximately 300 x
200 pixels. Category_Flower is a dataset of 17 categories of
common flowers in the UK, published by the VGG at the
University of Oxford. Each containing 80 flower images. The
dataset contains a training set and a testing set in a 7:3 ratio.

The step size of all convolutional layers in the Imp-FOA-
VGGNet-19 model designed for research is 1, and the number
of CKs for the four convolutional segments is 96, 192, 384,
and 384, respectively. The pooling window size is 2 * 2,
and the sliding step size is 2. The third and fourth con-
volutional segments are used for channel compression. All
network models and optimization algorithms are written on
the ground of the Python platform. Firstly, an optimized VGG
model performance analysis experiment was conducted to
evaluate the application effect of the improved Drosophila
algorithm in the model. It will compare the improved FOA
studied and designed with Whale Optimization Algorithm
(WOA), Firefly Algorithm (FA), and Grey Wolf Optimizer
(GWO) to evaluate the optimal solution error of the intelligent
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optimization algorithm in the VGG model. Then it selects
Mean Absolute Error (MAE) and Root Mean Squared Error
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FIGURE 10. Performance comparison of VGG models improved by different intelligent optimization algorithms.

(RMSE) as evaluation indicators, and the relevant outcomes
are showcased in Figure 8.

Both MAE and RMSE represent the size of measurement
errors, and RMSE is greatly affected by outliers. RMSE is
chosen as a supplement to the MAE index to compare the
optimization and optimization errors of different intelligent
optimization algorithms. Figure 8 shows that there are signifi-
cant differences in MAE and RMSE among several intelligent
optimization algorithms under different datasets. The two
error indicators of the improved FOA are significantly lower
than the other three algorithms. As shown in Figure 8 (a),
the median values of the improved FOA solution for MAE
on different datasets are all below 0.4. From Figure 8 (b),
it can be seen that the median values of the RMSE solved
by the improved FOA are all below 0.3 on different datasets,
indicating a low level of error convergence. It can be seen that
in the process of optimizing the VGG model, improving FOA
can demonstrate lower optimization errors, which possesses
an essential influence on improving the recognition accuracy
of the image recognition model.

VOLUME 12, 2024

It selects Area Under the Curve (AUC) under the Receiver
Operating Characteristic Curve (ROC) as the evaluation indi-
cator to examine the AUC size of VGG models optimized by
different algorithms on the CIFAR-10 dataset. The relevant
outcomes are showcased in Figure 9. AUC is commonly used
in binary classification problems, representing the probabil-
ity that a correctly classified positive sample ranks before
a mis-classified negative sample, with AUC values rang-
ing from 0 to 1. Figure 9 (a)shows that the ROC curve
of the Imp-FOA-VGGNet model is located at the top of
the coordinate axis, with a maximum AUC value of 0.942.
In Figures 9 (b) and (c), the AUC values of the WOA-VGG
model and FA-VGG model only reached 0.802 and 0.897,
respectively. As can be seen from Figure 9 (d), the ROC curve
of GWO-VGG is located at the bottom of the coordinate axis,
with a minimum AUC value of only 0.661. The larger the
AUC value, the more excellent the classification effect of
the model, and the model can distinguish between positive
and negative samples well. It showcases that the performance
of the Imp-FOA-VGGNet model designed in the study is
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superior to the VGG recognition model optimized by other
algorithms.

The iteration number of all VGG models is set to 180, and
the accuracy and optimal fitness curve results of different
optimized VGG image recognition models are showcased
in Figure 10. Figures 10(a), (b), and (c) showcases that
on the Category_Flower dataset, the fitness value curves of
WOA, GWO, and FA intelligent optimization algorithms still
improve in the middle and late stages of the iteration. The
fitness curve of the Imp FOA algorithm converges at the
beginning of the iteration and stabilizes at around 97.00%
of the highest value. This indicates that different intelligent
optimization algorithms have jumped out of the current fit-
ness value in the optimization of improving the VGG model.
The algorithm has optimized the VGG model’s ability to
recognize correct samples. But as shown in Figure 10 (d),
the Imp FOA algorithm designed for research has a fast
convergence speed and the optimal value. By comparing the
improved VGG models with different algorithms, it can be
found that the Imp-FOA-VGG model in Figure 10 (d)has the
highest recognition accuracy range, ranging from 68.29% to
97.23%, and has better overall performance.

It compares the performance of the Imp-FOA-VGG model
designed for research with existing advanced image recog-
nition models, including the traditional CNN VGG, image
classification model EfficientNet, and GoogLeNet, using
the F1 value and loss curve of the model as evaluation
indicators. The F1 indicator is the harmonic average of
accuracy and recall, and classification models often find
it difficult to achieve a balance between these conflict-
ing indicators. Therefore, this study selected the F1 value
to evaluate the image recognition model. The average test
results of four different datasets are showcased in Figure 11.
Figure 11 (a) showcases that the F1 value curve of the Imp-
FOA-VGG model designed in the study is located at the
top of the coordinate axis, reaching a maximum value of
91.47%, which is 14.06 percentage points higher than the
minimum value of 77.41% in the Efficient Net model. The F1
values of the other two image recognition models are in the
range of 80% -90%. As shown in Figure 11 (b),comparing
the loss function curves of different models, the Imp-FOA-
VGG model’s loss function curve converges to the minimum
value, and the convergence curve steadily decreases, with the
fastest convergence speed of the loss curve. The loss function
represents the degree of consistency between the predicted
and true values of the model. The smaller the loss function
value, the higher the fitting degree. Therefore, the overall
performance of the Imp-FOA-VGG model is better.

B. ANALYSIS OF THE APPLICATION EFFECT OF
DROSOPHILA IMPROVED VGG IMAGE RECOGNITION
MODEL

To verify the application effect of the image recognition
model designed in the study on visual prostheses, and con-
sidering the daily needs of users, the recognition accuracy
and R-squared index of different recognition models are
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FIGURE 11. Performance comparison of different image recognition
models.

analyzed. The R-squared index reflects the degree of fit
between predicted values and true values. The relevant out-
comes are showcased in Figure 12. Figure 12 showcases
that the Imp-FOA-VGG model designed on four differ-
ent publicly available datasets has the highest recognition
accuracy and R-squared metrics. On the Category_Flower
dataset in Figure 12(a), the highest accuracy of the model
reached 96.45%. In Figure 12 (b), the model’sR-squared
index reached 0.94. The evaluation index values of the other
three models are mostly below 80%, significantly lower than
the Imp-FOA-VGG model. This indicates that the Imp-FOA-
VGG model has high practicality in image recognition in
different fields, high recognition accuracy, and high consis-
tency with real images. This is crucial for image conversion
and clinical application of visual prostheses.

It applies the Imp-FOA-VGG model designed in the
research to the visual prosthesis image processor and com-
pares it with the visual effect of real vision. This study
randomly selects 10 experimental personnel who did not
have obvious eye diseases for human visual contrast testing,
with visual examination angles including contrast vision and
functional vision, and set a test sample size of 500. On the
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ground of the work experience of industry experts or doctors,
the relevant outcomes are showcased in Figure 13. Figure 13
showcases that the algorithm designed in the experiment
has achieved significant results in the application of visual
prostheses. Compared with human natural vision, the contrast
visual acuity in Figure 13(a) differs less from the functional
visual acuity in Figure 13(b). The image processing and
perception level are relatively consistent, and there is no
significant deviation. This indicates that the model can play
a key role in visual prosthetic image processors and promote
the application of visual prostheses.

The information collected by normal human vision is
transmitted through nerves to the brain for processing with
only a very small time difference, and the human body
can hardly perceive the delay in the data processing. The
test results of image processing speed and brain perception
delay time of visual prostheses are showcased in Figure 14.
Figure 14 showcases that in visual prostheses, as the num-
ber of image processing samples increases, the model time
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tends to increase. Compared with artificial natural vision, the
speed of image processing is significantly faster. However,
as the number of samples increases, the processing delay
time of visual prostheses also shows an upward trend, but
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the maximum value is still less than 1 second. This study
suggests that this is a minor delay that does not affect the
image recognition of visual prostheses and does not interfere
with the user experience.

The image processing model designed in the study was
simulated and used in visual prostheses. 10 patients who were
implanted with visual prostheses were randomly selected and
followed up for a long-term satisfaction period of 45 days.
User experience was collected through a questionnaire sur-
vey. The relevant outcomes are showcased in Figure 15.
Figure 15 showcases that before the introduction of the
recognition model, the satisfaction curve of users with visual
prostheses was generally below the 6-point range, indicating
poor satisfaction. Satisfaction fluctuates significantly over
time, with an increase in satisfaction in the later stages, possi-
bly due to the patient’s adaptation to visual prostheses. After
introducing the image recognition processing algorithm, the
user satisfaction score has significantly improved, all above
6 points, with a maximum satisfaction of 8 points. This
indicates that the image recognition model has achieved good
feedback in the practical application of visual prostheses.

V. CONCLUSION

Due to limitations in electronic and optical technologies,
the resolution and clarity of visual prosthetic images have
been negatively affected to a certain extent. To improve
the image processing performance of visual prostheses, the
study selected the CNN framework VGG as the foundation,
introduced three improvement mechanisms to optimize the
FF algorithm, and completed the improvement of the VGG
recognition model. A visual prosthetic image recognition
model on the ground of the improved VGG was constructed.
The experiment demonstrated that the average absolute error
and root mean square error of the improved FOA were sig-
nificantly lower than the other three algorithms, with values
below 0.40. The improved image recognition model had
the best performance, with the Imp-FOA-VGGNet model’s
ROC curve located at the top of the coordinate axis and the
maximum AUC value of 0.942. The recognition accuracy
fluctuated between 68.29% and 97.23%, and the fitness curve
converges at the beginning of the iteration, stabilizing at
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around 97.00%. The F1 value curve of the Imp-FOA-VGG
model was located at the top of the coordinate axis, reaching
a maximum value of 91.47%, which was 14.06 percentage
points higher than the minimum value. And the loss func-
tion curve converges to the minimum value, with the fastest
convergence speed. In the application of visual prostheses,
the recognition accuracy of this model and the R-squared
index performed the best on different datasets, with an accu-
racy of 96.45% and an R-squared index of 0.94. Compared
with natural human vision, the contrast and functional visual
effects were highly consistent, and the processing speed was
fast. The delay time did not affect the practical application
of visual prostheses, and has achieved high user satisfac-
tion in long-term monitoring testing. This study helped to
promote the practical application of visual prostheses, but
it did not focus on targeted improvements in image recog-
nition efficiency, which can be a focus of future research
work.
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