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ABSTRACT This paper aims to develop a defect-background separated generative adversarial network
(GAN) using deep learning and GAN to enhance the accuracy of battery exterior defect inspection. In actual
battery production lines, the occurrence rates of defects vary by defect type, making it challenging to create
a large, uniform defect dataset due to the time required for defect acquisition. This leads to a reduction in
the accuracy of battery exterior defect inspection. To construct a large, uniform defect dataset, this paper
proposes a defect-background separated GAN based on the principles of GANs. The defect-background
separated GAN performs effective defect and background separation learning by referring to the segmenta-
tion labeling of defects. Through dataset augmentation using the defect-background separated GAN, the
performance quality of newly generated synthetic defect images has improved, and accuracy in battery
exterior defect inspection can be enhanced through extensive dataset training. Experimental results show the
lowest Fréchet inception distance score among various other methods for the battery exterior defect dataset,
and it generates clear synthetic defects perceptible to the human eye. By training defect segmentation on
this large, uniform defect dataset, an accuracy of 96.1% and an intersection over union value of 0.71 were
achieved. Ultimately, applying this defect inspection network to the actual production line demonstrated a
72% improvement in time efficiency. This demonstrates the stability and robustness of the large, uniform
defect dataset generated through the defect-background separated GAN.

INDEX TERMS Battery exterior defect inspection, deep learning, defect segmentation, generative adver-
sarial network, synthetic defect.

I. INTRODUCTION
The fourth industrial revolution is ushering in significant
changes in areas applying innovative technologies such as
deep learning. One of these transformative shifts is the
increasing automation in the field of defect inspection. In the
past, manual inspection and machine vision inspection were
primarily employed for scrutinizing product defects. Manual
inspection relies on human labor to visually identify prod-
uct defects, depending on the senses and rich experience
of skilled workers. While this method can provide accuracy
and reliability, it is susceptible to subjective judgments and
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errors due to human factors and fatigue. Additionally, it may
be challenging to swiftly process large quantities of prod-
ucts. Machine vision inspection involves analyzing images
or video data using computer vision technology to detect
defects [1], [2], [3]. This method enables automation and
high-speed processing, delivering consistent results. How-
ever, in the early stages, it was limited in accuracy compared
to manual inspection due to the constraints of image process-
ing algorithms. Moreover, there were challenges in operating
under various lighting and environmental conditions.

Deep learning is emerging as an innovative technology that
harnesses the advantages of visual inspection and machine
vision in the realm of defect detection [4], [5]. Deep learning
models can assimilate knowledge from extensive datasets,
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autonomously discerning patterns for accurate defect inspec-
tions. Furthermore, these models exhibit robust performance
under diverse environmental conditions, ensuring consistency
by eliminating subjective human judgments. As deep learning
continues to evolve, it solidifies its position as a technology
effectively applicable in real production environments. In this
manner, the progress of the fourth industrial revolution is
ushering in a deep learning-based inspection technology that
enhances efficiency and accuracy through the collaboration
between humans andmachines in the field of defect detection.
This is expected to contribute significantly to the improve-
ment of product quality and increased productivity.

Defect inspection methods based on deep learning typ-
ically employ three main techniques: Classification, Seg-
mentation, and Object Detection [6]. Classification involves
assigning given input data to predefined categories. In the
context of defect inspection, a pre-trained deep learning
model is utilized to determine whether defects are present
in products. The model, having learned from each defect
class, identifies and classifies the type of defect. This method
is primarily employed to confirm the presence of a single
defect. Segmentation is a technique that divides individ-
ual objects or defect areas at the pixel level in images or
videos. This approach precisely identifies the location and
area of defects, providing detailed information about multi-
ple defects or their shapes. In applications such as battery
exterior defect inspection, segmentation proves beneficial
for accurately identifying the position and size of defects.
Object detection is a technology that identifies the location
and bounding boxes of individual objects in images or videos.
It is applied to locate defects or faulty areas. Object detection
typically uses bounding boxes to indicate the location of
defects, allowing for a precise understanding of the position
of defective parts.

We utilize segmentation technology, which detects defect
areas at the pixel level, for battery exterior defect inspection.
Segmentation precisely identifies the shape and location of
defects, enabling accurate judgments in automated defect
inspection systems. In the context of battery exterior defect
inspection, segmentation plays a crucial role in improving
product quality and enhancing defect detection accuracy.
One of the significant challenges in defect segmentation
is the heavy reliance on the deep learning model’s perfor-
mance on the quantity and quality of training data. Deep
learning models require extensive and diverse datasets for
effective training, but in reality, data for defect inspection
are often limited and unevenly distributed. This limited and
uneven dataset is a major factor compromising the accuracy
of deep learning-based defect inspection. Particularly, when
deep learning models are trained on imbalanced data, the
recognition rate for defects or faulty parts decreases. The
model may fail to sufficiently learn specific defect patterns
or features, leading to decreased accuracy and instances of
missing defects. Overcoming such challenges necessitates
the creation of additional data for segmentation training.

Ideally, this additional data should encompass various defect
types and originate from diverse environments. Through this
approach, themodel can grasp awide range of defect patterns,
thereby acquiring stronger defect inspection capabilities.
Improving the quantity and quality of data is a crucial strat-
egy for enhancing the performance of deep learning-based
defect inspection, contributing to increased accuracy and
rapid detection of faulty areas.

Various methods have been employed in the past to gener-
ate data. These methods are utilized to train deep learning
models by either collecting real data or synthesizing data.
Data synthesis involves using computer graphics software
to simulate defects, generating virtual data through mock
experiments. While this method allows for easy adjustment
of the shape and size of defects, there may be differences
from realistic defects. Data augmentation is a technique for
creating new data by transforming existing data through
operations like rotation, resizing, and adding noise, ensuring
diversity in the dataset. The generative adversarial network
(GAN) stands out as one of the most innovative and powerful
methods for data generation [7]. GAN employs two neural
networks, the generator and discriminator, to generate syn-
thetic data. The generator strives to produce data similar to
real data, while the discriminator aims to distinguish between
generated and real data. Through this process, the generator
gradually generates synthetic data that is challenging to dif-
ferentiate from real data. GAN has the advantage of creating
synthetic data that closely resembles real data, enhancing data
quality. However, as GAN is based on unsupervised learning,
it may be challenging to create defects of desired shapes and
types. Additionally, GAN training can be unstable, requiring
careful tuning of hyperparameters. Despite these challenges,
GAN can contribute significantly to the training of deep
learning models by generating high-quality synthetic data
that is nearly indistinguishable from real data. GAN has
become an innovative technology widely used in the field of
data generation, and it is anticipated to play a crucial role in
the realm of deep learning-based defect inspection.

We propose a defect-background separated GAN that
utilizes GAN principles to construct a comprehensive and
uniform defect dataset. The defect-background separated
GAN, through separate training on defects and backgrounds,
addresses the issues of defect generation failures commonly
observed in conventional GANs. Furthermore, it incorpo-
rates segmentation labeling as input, allowing the generation
of defects with desired shapes and types against specific
backgrounds. Evaluation metrics are employed to assess the
quality of the generated images, providing a quantitative
measure of the similarity between synthesized and real data.
The primary objective of this research is to enhance the
performance of defect segmentation learning using the gener-
ated large and uniform defect dataset, thereby improving the
accuracy of defect inspection. Training with synthetic data
enhances the model’s generalization capabilities and plays
a vital role in improving the reliability of defect inspection
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systems. Ultimately, the defect inspection network developed
in this study is applied to real production lines, verifying the
stability and robustness of the generated large and uniform
defect dataset. The experimental results validate the practi-
cal applicability of the developed system, demonstrating its
potential impact in the fields of manufacturing and quality
improvement. This contribution aims to enhance the accu-
racy and efficiency of defect inspection technology, making
significant strides in the realm of manufacturing and quality
improvement.

II. RELATED WORK
A. DEFECT INSPECTION IN INDUSTRY
Several techniques have been developed and employed for
defect inspection, yet some researchers are investigating
unique methods. Standard image-processing methods for
fault detection in aluminum castings use a bank of filters to
generate an error-free reference image [8]. A new method for
autonomously evaluating aluminum castings is based on a
series of radioscopic images obtained at different points of
the casting. When the real radioscopic image is compared to
this reference image, defects are identified in pixels where
there is a significant discrepancy. However, the arrangement
of each filter is heavily influenced by the dimensions and
form of the casting structure being examined. Additionally,
a newly developed deep neural network-based metal surface
flaw inspection system is presented [9]. The goal of this
data-driven technique is to automatically classify flaws in
metal surfaces using a unique convolutional neural network
(CNN) architecture. A substantial amount of learning data
is required to achieve good performance in such a deep
CNN model, and, in particular, the amount of data for each
class should be comparable. However, due to the nature of
the industrial sector, there are numerous instances in which
the occurrence of each fault varies. This work proposes a
variational autoencoder-based data augmentation technique
to address the issue of unbalanced data. To enhance the
performance of image production, a convolutional layer is
incorporated into the network instead of a fully connected
layer. Another novel method utilizes convolutional neural
networks to identify microstructural flaws in Li-ion battery
electrodes [10]. Demonstrating the capability of CNNs to
yield satisfactory results without prior task understanding, the
study showcases their ability to identify numerous flaws in
battery micrographs without requiring manual feature engi-
neering. Meaningful features, such as the presence of foreign
particles or a distorted collector layer indicating the existence
of faults, are characteristics that the system can learn on its
own.

B. DEFECT INSPECTION USING DEEP LEARNING
To ensure product quality, production efficiency, and market
share in industrial manufacturing, surface defect testing is
essential. To reduce costs, minimize waste, and enhance fac-
tory reputation, research focuses on the quick and accurate

identification of flaws. In the industry, manual inspection
is the initial technique used to inspect surfaces for defects.
Due to human energy and attention limitations, product
surface defect inspection is not only inaccurate but also time-
consuming, significantly increasing labor expenses and hin-
dering the advancement of production efficiency. As artificial
intelligence and machine learning have advanced, image-
based autonomous surface defect assessment has become
more commonplace in various industrial settings, taking over
the role of manual inspection. The two primary categories
of current surface defect inspection techniques are deep
learning-based techniques with automated feature extraction
and conventional techniques with manual feature extrac-
tion [11]. While deep learning-based approaches automati-
cally extract defective features after learning from a given
number of defect samples, traditional methods extract defect
characteristics through image processing, image analysis, etc.
There are three types of learning-based approaches: super-
vised, unsupervised, and semi-supervised [12]. Learning-
based techniques operate optimally when extensive datasets
are available, and supervised methods perform best when the
dataset contains an adequate number of samples from each
class.

Large datasets containing labeled defect-free and faulty
samples in a training set are essential for supervised detec-
tion. The labeling of all training data enables extremely high
detection rates. However, it should be noted that due to the
unequal class distribution in the dataset, supervised detec-
tion might not always be the optimal strategy. Supervised
learning techniques utilize various datasets, including the
railroad dataset [13], the fabric dataset [14], and the factory
fault dataset [15]. The structures of feature extraction and
classification techniques in supervised methods, as well as
deep neural networks, vary. For instance, literature suggests a
two-layer neural network for identifying cross-category faults
without the need for retraining. This method learns differen-
tial features based on structural similarities between image
pairs, potentially resulting in structural similarities between
various classification objects. Experiments conducted with
real industrial datasets have demonstrated the efficacy of
this strategy in detecting problems across different types of
factories.

Researchers have begun exploring unsupervised
approaches to address the limitations of supervised meth-
ods. In the absence of labeled information, machines can
autonomously discern inherent characteristics and connec-
tions by assimilating the intrinsic qualities of the input
training data. Consequently, the system automatically clas-
sifies the input training data based on the patterns identified
within these unlabeled data [16]. Utilizing innate traits
and relationships among the data, it automatically catego-
rizes these unlabeled data. Among unsupervised learning
techniques, reconstruction and embedding similarity-based
methods are most commonly employed to identify sur-
face flaws. The frequently utilized techniques include
reconstruction-based methods such as autoencoders and
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GANs. Several popular algorithms, such as PaDIM [17],
SPADE [18], PatchCore [19], and others, have been devel-
oped. A study proposed an algorithm based on deep belief
networks to detect flaws in solar cells [20]. The fine-tuning
network of the backpropagation algorithm utilized supervi-
sion data from both training and reconstructed images.

Semi-supervised methods amalgamate the advantages of
supervised and unsupervised approaches. In semi-supervised
defect detection, only normal samples are used as train-
ing data. A defect-free boundary is learned and defined,
with samples outside of it deemed abnormal. This approach
proves valuable as obtaining defective samples is infrequent.
However, in terms of defect identification, this approach
is less precise than supervised approaches. Semi-supervised
techniques can automatically generate unlabeled sample
data without requiring human participation [21], [22], [23].
A methodology for detecting flaws in PCB solder joints has
been presented in the literature [24]. It utilizes a sample query
suggestion algorithm for classification and integrates active
learning and self-training. It has been demonstrated that this
framework enhances classification accuracy while reducing
the need for human annotations.

C. DEFECT INSPECTION USING GAN
A class of generative models is called GAN, initially pre-
sented by Goodfellow. This implies that GANs can generate
newmaterial using their training data. A GAN consists of two
neural networks, the generator, and the discriminator, which
compete with each other [7].While the discriminator assesses
the legitimacy of each newly created data instance, the gen-
erator generates new ones from the latent space. Samples or
data from the original dataset, as well as those produced by
the generator, are fed into the discriminator. The discrimina-
tor then attempts to predict the origin of each sample. The
generator assesses the quality of the data it creates by learning
to map a latent space to the distribution of the original data it
seeks to replicate, as evaluated by the discriminator.

GANs are popular in various image processing fields [25].
They have been applied to the development of newmolecules
for oncology, while other researchers have used them to
generate high-resolution images. However, training GANs
is known to pose difficulties, as the two-player objective
function often leads to artifacts and mode collapse, espe-
cially when generating high-resolution images. An automated
optical inspection system is also built on semi-supervised
deep learning for the inspection of IC metal package sur-
face defects [26]. In contrast to earlier inspection techniques,
a fully multi-scale inspection framework is suggested to
conduct assessments of flaws at various scales. To effec-
tively capture the inherent patterns of eligible samples at
various scales, a highly intricate multi-scale GAN with a
transformer is created, integrating many innovative modules.
To adequately extract features from the IC metal package
image, a multi-scale CNN encoder with a new feature extrac-
tion strategy and a cross-scale feature fusion module is

developed. Researchers present a novel CVAE-GAN model
in the literature for the creation of finely detailed cate-
gory images [27]. Its higher performance on three separate
datasets demonstrates the ability to generate diverse sorts of
objects. The suggested approach supports a wide range of
applications, including picture generation, attribute morph-
ing, image inpainting, and data augmentation for improving
face recognition models. In a specific defect research, the
author [28] generated faulty images using a GAN. A novel
surface defect image-generation method, named SDGAN,
has been developed based on features from an industrial
defect dataset. SDGAN aims to generate defect samples
solely from defect-free industrial images. Faulty datasets
with high single-image quality and diversity were created
using SDGAN. Anomaly detection and defect classification
models were trained on the augmented dataset, incorporating
SDGAN and other image-generation algorithms.

The defect-background separated GAN proposed in this
paper demonstrates a remarkable improvement in accuracy
in the field of battery exterior defect inspection and stands
out in constructing extensive and uniform defect datasets.
In contrast to previous research, this GAN adopts a method
that separates and trains defects and backgrounds within the
generator network, leading to the creation of a more effective
defect generation model. Consequently, the quality of gener-
ated defects has increased, and the GAN’s ability to generate
defects has been enhanced. The ability for users to customize
synthetic defects by setting desired shapes and backgrounds
means they can efficiently tailor datasets according to their
needs. This flexibility allows for the selective synthesis of
data that was previously lacking in real industrial settings,
leading to more significant benefits in the segmentation train-
ing of defects.

III. METHODOLOGY
A. DEFECT-BACKGROUND SEPARATED GAN
GAN is an effective artificial intelligence network capa-
ble of continuously generating synthetic defect images. The
basic GAN consists of a generator and a discriminator. The
defect-background separated GAN proposed in this paper
aims to enhance the defect generation performance and create
more precise synthetic defects by improving the structure
of the GAN’s generator. Figure 1 illustrates the structure of
the defect-background separated GAN.While using the basic
GAN structure, improvements in the generator network’s
structure and training approach were made to enhance the
overall performance of the GAN. The latent matrix con-
tains information about the defect to be generated. In cases
where the features of defects and backgrounds are being
learned, the latent matrix receives segmentation labeling
information. When generating defects in the GAN using the
learned features of defects and backgrounds, either random
defect-background information or user-specified defect label-
ing is input. The encoder in the defect-background separated
GAN processes the input labeling information for defects and
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FIGURE 1. Structure of defect-background separated GAN.

backgrounds, producing individual defect and background
images. Ultimately, the generator seamlessly combines these
individual defect and background images to generate a final
synthetic defect image.

The latent space used in GAN represents an abstract space
that the generative model utilizes to generate data. This space
acts as the input space for the generative model, taking ran-
dom or latent vectors as input to generate data resembling
real-world examples. The latent space is filled with latent
vectors extracted from various probability distributions or
random numbers, and the generative model uses these latent
vectors to produce diverse data. GANs efficiently manipulate
this latent space, allowing the synthesis of images with var-
ious characteristics by aligning them with the latent space.
Typically, the latent space is initially composed of random
values, making it challenging to predict what defects will be
generated from these values. In this paper, we make the latent
space more intuitive as input, enabling users to conveniently
modify and create defect types and shapes directly. The latent
matrix used as input in the defect-background separated GAN
expands the latent space. It contains information about the
features of defects to be generated for each pixel. Through
pixel-wise information input, users can ultimately create
defects of the desired type and shape. In the context of battery
exterior defect inspection, there are two main backgrounds
and six defect types. Backgrounds are classified as body and
outside, while defects include groove, spore, folding, leakage,
white dot, and black dot, as illustrated in Figures 2 and 3. The
latent matrix allocates an 8-array for each pixel to represent
background and defect types. Among the eight arrays, the
first two represent the background, with values [1,0] for body
and [0, 1] for outside. The subsequent six items indicate the
presence of each defect type.

The latent matrix has a size of 8 x width x height for each
image. In Figure 4, a scenario is depicted where a folding
defect occurs in the body region. To designate the entire
pixel space as the body region, the first two values for all
pixels are represented as [1,0]. For pixels affected by the
folding defect, the last six values are denoted as [0,0,1,0,0,0].
In other words, the latent matrix for pixels with defects is
[1,0,0,0,1,0,0,0], while the latent matrix for pixels without

FIGURE 2. Battery background type: (a) Body, (b) Body and outside,
(c) Outside.

FIGURE 3. Defect type: (a) Groove, (b) Spore, (c) Protrusion, (d) Leakage,
(e) White dot, (f) Black dot.

FIGURE 4. Class C defect on body region.

defects is [1,0,0,0,0,0,0,0]. Since the latent matrix contains
information about defect presence at the pixel level, it aligns
with the labeling information for defects. Conversely, by seg-
menting the defect region through direct user labeling, this
information can be converted into the latent matrix format,
serving as the input for the GAN.Users can input their desired
background and defect shapes into the latent matrix, enabling
the GAN to generate defects according to user specifications.

The encoder plays a crucial role as a component in the
field of AI. Essentially, the encoder is responsible for trans-
forming various forms of raw data into a format that the
model can understand and process. For instance, data such as
text, images, and sounds are converted through the encoder
into vectors or other numerical forms, enabling subsequent
machine learning algorithms or neural networks to handle
them. Another essential function of the encoder is to extract
the core features or patterns of the data. Through this pro-
cess, the model captures important information in the data
while ignoring unnecessary parts or noise. This is particularly
crucial when dealing with complex datasets. For example,
in image recognition, the encoder identifies key objects in
a photo and filters out background noise. In summary, the
encoder significantly enhances the performance and effi-
ciency of the model through various functions within the AI
system, including data transformation, extraction, reduction,
and compression. The role of the encoder is essential for the
model to effectively address complex problems.
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In this paper, we introduce an encoder to enhance the prob-
ability of defect generation in GAN by isolating the defect
and background during training. GANs possess the advan-
tage of generating synthetic data that closely resembles real
data, thereby improving data quality. However, as GANs
operate on unsupervised learning, creating defects of the
desired shape and type can be challenging.Moreover, training
can be unstable, requiring appropriate hyperparameter set-
tings and tuning. The proposed defect-background separated
GAN addresses the shortcomings of conventional GANs by
independently training the defect and background, thereby
reducing instances of defect generation failures observed in
traditional GANs. Defect generation failures refer to cases
where defects and backgrounds are mixed in synthesis or,
in some instances, defects are not visually synthesized at all.
Additionally, utilizing segmentation labeling as input allows
for the creation of defects of the desired shape and type on
specific backgrounds.

The inserted encoder aims to independently learn defects
and backgrounds, extracting features for each and generating
images containing only defects and backgrounds, respec-
tively. The encoder takes the segmentation labeling of defects
and backgrounds, which is also the user-specified defect
information in the form of a latent matrix, as input. It converts
this information into labels for defects Ld and backgrounds
Lb outputting individual images for defects Xd and back-
grounds Xb. The latent matrix contains information about
the type and shape of the defect to be generated, which can
be set by the user or specified randomly. During the defect
training of the GAN, the latent matrix contains segmenta-
tion labeling information provided by the operator, while
during the defect generation of the GAN, it includes user-
specified defect information as input. The GAN, operating
as unsupervised learning, automatically learns the charac-
teristics of defect images and consistently generates similar
defect images. To enhance the success rate of defect image
generation and extract the features of defects and back-
grounds separately, a dataset with segmentation labeling for
defects was modified and incorporated into the GAN using
a semi-supervised approach. This extensive dataset of defect
segmentation serves for both the GAN’s defect synthesis
learning and defect segmentation learning. In summary, the
encoder learns the features of defects and backgrounds sep-
arately through the training of a dataset with segmentation
labeling. It generates defects and backgrounds matching the
user-specified latent matrix. The structure of this encoder is
briefly depicted in Figure 5.

The input latent matrix contains information about the type
of defects and background for each pixel. Due to this charac-
teristic, the latent matrix can be represented in the format of
an 8 x width x height array or a width x height segmentation
labeling. The initial part of the encoder converts this input
data format into segmentation labeling of width x height,
separating it into defect labels and background labels. Sub-
sequently, each label undergoes training to generate images
specific to defects and backgrounds. This separation training

FIGURE 5. Encoder structure.

of defects and backgrounds prevents blurring of the edges
and enables sharp defect generation in the final image. Each
defect and background is composed of convolution layers,
as outlined in Table 1. An encoder with this configuration
generates defects and backgrounds of size 512 × 512 ×

1 from a label of size 512 × 512 × 1. It is fundamentally
composed of convolution layers, ReLU, pooling layers, and
transposed convolution layers. The convolution layer applies
filters to the input data to extract features, ReLU acts as
an activation function to maintain non-linearity and sparsity,
pooling layers are used to reduce the data size, and trans-
posed convolution layers perform the inverse operation of
convolution layers, increasing the spatial size of the input
data. The encoder ultimately transforms the 512 × 512 ×

1 label image to a dimension of 128× 128× 512 and, through
transposed convolution, amplifies the image size back to the
final 512 × 512 × 1 defect or background image for training.
Firstly, four convolution groups were employed to transform
label images of size 512 × 512 × 1 into 128 × 128 × 512,
while learning the characteristics of defects or backgrounds.
The purpose of these convolution groups is to reduce image
size while increasing depth to gradually learn the features of
defects and backgrounds. Each convolution group consists
of two convolution layers, two ReLU activations, and one
pooling layer. Each convolution layer utilizes a 3 × 3 filter
with a stride of 1 to maintain the size of the input and output
data, while increasing depth. Zero padding was applied with
the same setting to preserve input and output data sizes.
ReLU activation functions play a crucial role in adjusting
the distribution of activation values within the network by
zeroing out negative values. Pooling layers were utilized with
a 3× 3 filter and a stride of 2 tomaintain the depth of the input
data while halving the image size. The convolution groups in
this paper generally reduce input data size while increasing
depth, and the size and depth can be adjusted based on
hyperparameters such as filter type, padding type, and stride.
This utilization of convolution groups aids in generalizing the
model compared to using a single convolution layer, thereby
helping to avoid overfitting. Through the four convolution
groups, the input data size transitions from 512 × 512 × 1 to
128 × 128 × 512, with intermediate sizes of 256 × 256 ×

64, 256 × 256 × 128, and 128 × 128 × 256. The output data
of size 128 × 128 × 512 is further transformed into defect
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TABLE 1. Configuration of the encoder.

and background images of size 512 × 512 × 1 through an
additional set of four convolution groups. These convolution
groups are similar in structure to the ones described earlier,
but they utilize transpose convolution instead of pooling lay-
ers. While pooling layers halve the size of the data while
maintaining its depth, transpose convolution doubles the size
while preserving the depth. Transpose convolution employs
a 3 × 3 filter with a stride of 2, allowing for an increase
in output size without the use of zero padding. Through the
four convolution groups, the input data size transitions from
128 × 128 × 512 to 512 × 512 × 1, with intermediate sizes
of 128 × 128 × 256, 256 × 256 × 128, and 256 × 256 × 64.
Finally, the output data is trained to be of size 512× 512× 1.
The encoder utilizes combined defect and background label
data as input, enabling training through size and depth adjust-
ments, and ensuring that only the corresponding defects and
backgrounds are outputted for each label.

The loss function employed in this process is the mean
squared error (MSE) loss [29]. The MSE loss function is
commonly utilized in tasks involving the generation or recon-
struction of original images. By minimizing the difference
in pixel values between the generated images during training
and the ground truth images, the model for image generation
can be effectively trained. The formula for the MSE loss is
identical to Equation (1), where N represents the total number
of data points or pixels, yi is the actual ground truth image,
and ŷi is the image generated by the learning model. The
MSE calculation involves squaring the difference between
predicted values and actual values for each data point, sum-
ming these squared differences across all data points, and
then dividing by the total number of data points to obtain the
mean. A smaller MSE indicates that the model’s predictions
are closer to the actual values.

MSE =
1
N

N∑
i=1

(
yi − ŷi

)2 (1)

The generator of the defect-background separated GAN
synthesizes the background and defect images output by the
encoder, seamlessly creating defects within the background.
The goal is to combine the two images, Xd and Xb, pro-
duced by the encoder representing the defect and background,
respectively, to generate a final defect image. This generated

FIGURE 6. Generator structure.

image is then input into the GAN’s discriminator for com-
parison with real defect images. The network structure of the
generator is depicted in Figure 6.

The generator takes input defect and background images of
size 512 × 512 × 1 and ultimately generates a single defect
image of the same size. The generator is composed of con-
volution layers, ReLU activation functions, pooling layers,
and transposed convolution layers as shown in Table 2. Since
the encoder generates defects from the defect label and back-
grounds from the background label, their labels or feature
maps do not overlap during training. In contrast, the generator
needs to create one image from two inputs, so a concatenate
layer is added to combine the two feature maps. The 512 ×

512× 1 defect image Xd and background image Xb generated
from the encoder are dimensioned through convolution layers
to form 32 × 32 × 512 feature maps. Then, through concate-
nation, the two 32 × 32 × 512 feature maps are combined
into a single 32 × 32 × 1024 feature map. The transposed
convolution process of this combined feature map ultimately
generates a natural combination of a 512 × 512 × 1 defect
and background image. Similarly, the MSE loss is used as
the loss function for synthesis, minimizing the difference
between the ground truth defect image and the defect image
generated through training in a progressive learning process.
The detailed network structure of the generator, which syn-
thesizes defect and background images, is as follows. The
architectures for extracting features from defect images and
background images are identical. Both networks transform
the generated 512 × 512 × 1 defect and background images
into 32× 32× 512 featuremaps at the encoder. Each network
consists of a total of 4 convolution groups. Each convolu-
tion group comprises one convolution layer and one ReLU
function. The generator’s convolution groups have lower
complexity compared to the encoder, as the learning task is
relatively simpler. Additionally, to expedite convergence, the
filter size of the convolution layers was set to 4 × 4, and they
were performed with a stride of 2. Applying zero padding
in the convolution groups allowed for increasing the depth
while simultaneously reducing the feature size. Through the
four convolution groups, the input data size transitions from
512 × 512 × 1 to 32 × 32 × 512, with intermediate sizes of
256 × 256 × 64, 128 × 128 × 128, and 64 × 64 × 256. The
defect and background images are concatenated into a single
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TABLE 2. Configuration of the generator.

32 × 32 × 1024 feature map through a concatenate layer,
each generated through their respective networks, resulting
in a 32 × 32 × 512 feature map. This combined feature
map integrates the feature information of both defect and
background images. Subsequently, the next network utilizes
this feature map to generate defect images seamlessly onto
the synthesized background. Similar to the previous network,
this network consists of 4 convolution groups, with each con-
volution layer comprising transpose convolution and ReLU
functions. The filter size of the transpose convolution is set
to 4× 4, with a stride of 2 and no zero padding, resulting in an
increase in feature map size while reducing depth. Through
the four convolution groups, the input data size transitions
from 32 × 32 × 1024 to 512 × 512 × 64, with intermediate
sizes of 64 × 64 × 512, 128 × 128 × 256, and 256 × 256 ×

128. The final convolution layer generates the ultimate defect
image from the feature map using a 4 × 4 filter and a stride
of 1. Through this network, a final grayscale defect image of
size 512 × 512 is ultimately generated.

In this paper, the aim is to augment the quantity of the
entire battery dataset by generating 50,000 synthetic defect
images from 10,000 battery defect images using the pro-
posed defect-background separated GAN. Simultaneously,
the quantity of each class is intended to be uniformly adjusted.
As the segmentation performance of defects is proportional
to the quantity and quality of the dataset, synthesizing
the dataset becomes a crucial element in the segmentation
training process. A single generator and discriminator are
employed in the defect-background separated GAN. The gen-
erator of this GAN utilizes a total of 47 convolution layers,
which is fewer than those found in open-source models like
CycleGAN, StarGAN, and StyleGAN. Additionally, while
high performance in other GANs is achieved through numer-
ous generators, discriminators, residual blocks, or high-
dimensional latent vectors, the defect-background separated
GAN consists of relatively simpler networks. Consequently,
it is expected that the number of training hyperparameters in
the defect-background separated GAN is the lowest, leading
to relatively faster training speeds.

The defect-background separated GAN is effectively
trained using GPU (Graphics Processing Unit) for image
processing. When not utilizing GPU, training relies on
CPU memory, necessitating smooth performance coordina-

tion between the CPU and GPU. In this paper, GAN training
was conducted on a workstation equipped with an i9 32GB
CPU and an RTX 3080TI GPU. The defect-background
separated GAN was developed programmatically using the
Python programming language, which is widely used for
building and training deep neural networks due to its rich
AI libraries and various open-source resources. The proposed
GAN in this paper defined network architecture and under-
went training utilizing libraries such as TensorFlow, OpenCV,
PyTorch, and scikit-learn. Furthermore, GPU acceleration
libraries like NVIDIA CUDA and cuDNN were installed to
leverage TensorFlow on GPU for parallel model training.
Through such code optimization and parallel GPU setups,
a development environment facilitating more convenient and
efficient GAN training was established.

When training with the actual 10,000 defect images, addi-
tional image processing was conducted to augment the defect
dataset, aiming to incorporate a wider range of defects into
the training. Augmentation of the training dataset promotes
performance enhancement and the generalization ability of
the model. By applying various augmentation techniques, the
diversity of data is increased, overfitting is mitigated, and
the robustness of the model is improved. Moreover, effective
learning from small datasets can enhance the model’s perfor-
mance. This allows for the development of models that can be
more effectively applied in real-world environments. In the
defect-background separated GAN, augmentation of defect
images was performed by adding rotation, translation, scal-
ing, inversion, and various noises, programmed and applied
using the Python library OpenCV. Ultimately, to generate
50,000 synthetic defect images from the 10,000 defect images
using the defect-background separated GAN, training was
conducted for 1,000 epochs with a learning rate set at 0.005.
Results from training various GANs on the same PC environ-
ment revealed that the net or ckpt file size from training with
the defect-background separated GAN was the smallest, and
the training speed was also the fastest. Detailed comparisons
among GANs will be further discussed in the experimental
chapter. The generated synthetic defect images are utilized
for defect segmentation training. This synthetic defect dataset
allows for defect generation with desired labels, enabling
segmentation training without additional labeling work by
workers, as labels and images are generated as a set. The final
dataset of 60,000 defect images enhances defect detection
performance and can be discussed with performance metrics.

B. TRAINING DEFECT SEGMENTATION
In the defect inspection process, segmentation is a crucial
technique for accurately detecting the area, position, and
size of defects. This technique proves particularly useful in
image analysis tasks and offers significant advantages in
applications such as battery exterior defect inspection. Seg-
mentation is employed due to its ability to precisely extract
object or defect, enabling accurate identification of their size
and position. Unlike other image classification tasks, where
determining the location and size of objects or defects can be
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challenging, segmentation processes each pixel individually,
accurately classifying whether it belongs to a specific object
or defect. Consequently, this approach provides precise infor-
mation about the defect’s location and size.

The basic structure of the segmentation network primar-
ily relies on a CNN [30]. CNNs are particularly effective
in image processing tasks, utilizing multiple convolutional
layers and pooling layers to extract various features from
images. Segmentation networks typically comprise two main
stages: an encoder and a decoder. The encoder takes the
image as input and extracts feature maps containing detailed
information about the image. The decoder then utilizes the
featuremaps obtained from the encoder to perform pixel-wise
segmentation of the image, assigning each pixel to its cor-
responding class or object. Segmentation training involves
using labeled training data, which includes images along with
pixel-wise class or defect information. The network is trained
to minimize a loss function, enabling it to achieve accurate
segmentation results.

We employed HarDNet, selected from a variety of
open-source segmentation networks, for defect segmenta-
tion [31]. HarDNet has firmly established itself as a highly
effective tool due to its unique features. One of the rea-
sons for choosing this network is its rapid learning speed.
Defect segmentation tasks are complex and computationally
expensive, and a slow learning speed can prolong the time
required for experiments and model development, posing
challenges for application in actual battery production lines.
HarDNet, short for harmonic DenseNet, is designed to opti-
mize memory usage efficiently and make effective use of
computational resources. This design enables the model to
be effectively utilized in resource-constrained environments,
providing a significant advantage by reducing the model size
whilemaintaining result quality. Additionally, HarDNet helps
reduce memory traffic while preserving defect segmentation
performance. This effectively utilizes the network, lessen-
ing memory burden during both the training and inference
phases while maintaining high accuracy. Figure 7 compares
the performance and inference speed of various networks.
The x-axis represents inference fps corresponding to training
time, and the y-axis shows the average accuracy of segmen-
tation. HarDNet, located in the top right corner of the chart,
demonstrates the fastest speed among various networks while
maintaining accuracy performance. HarDNet proves to be
an ideal solution for computationally expensive tasks such
as defect segmentation, and its combination of fast learning
speed and outstanding performance makes it highly valuable
for real-time tasks in both research and industrial settings.

Labeled training data is employed when conducting train-
ing for defect segmentation using HarDNet. This data
comprises images along with pixel-wise class or defect infor-
mation for each corresponding image. The labeling task is
performed by operators before defect segmentation training,
aiding in understanding and defining the data. This task helps
determine the necessary information from each image in
the dataset and precisely identifies which objects or areas

FIGURE 7. Segmentation performance comparison for various model.

FIGURE 8. (a) Labeling process, (b) Defect label and background label.

need to be distinguished. Furthermore, labeling information
is utilized for the training of the segmentation network. The
segmentation network learns the relationship between the
image and the labeled defect areas, enabling it to predict
and locate defects in new images based on this acquired
knowledge. Without labeling information, the model cannot
comprehend which parts are defects, making it challenging to
accurately segment defect areas or detect objects within the
image. Labeling provides the model with precise indications
of regions, enabling it to perform such tasks. Additionally,
labeling information is crucial for evaluating and improving
themodel’s performance.With accurate labeling information,
the model’s results can be compared to the actual defect
locations to assess its accuracy.

Figure 8 provides an example of the labeling performed for
defect segmentation training.Workers use tools such as paint,
Photoshop, or dedicated labeling programs to color the defect
areas in the upper image set, as shown. This information is
then utilized as labels for the defect and background parts,
as illustrated in the lower image set. Typically, when conduct-
ing segmentation for defects, the training involves learning
to output defect labels from images containing defects. The
defect-background separated GAN, aiming for more pre-
cise feature learning by separating defects and backgrounds,
undergoes training at the generator stage using both defect
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labels and background labels. The proposedGAN learns from
a dataset labeled with defects in a semi-supervised format,
storing the characteristics of defects and backgrounds sepa-
rately. The generator refers to this information to synthesize
defect and background components.

C. PERFORMANCE EVALUATION FOR GAN
Evaluating the performance of the defect-background sepa-
rated GAN in generating synthetic defects poses a challeng-
ing task. Traditionally, the quality assessment of generated
synthetic defects has relied on subjective evaluation by
human assessors who visually inspect the output. However,
this approach becomes impractical for large datasets. To over-
come this limitation, objective performance metrics such as
PSNR, SSIM, Fréchet inception distance (FID) score, and
inception score are employed [32], [33]. PSNR and SSIM
have traditionally been used in image and video compression
and restoration processes. While PSNR and SSIM serve as
metrics for measuring image quality, they may struggle to
detect subtle improvements in image generation since they
operate at the pixel level between images. Specifically, GAN-
generated images may exhibit high resolution and intricate
details that PSNR and SSIM might not effectively capture.
For a comprehensive evaluation of GAN defect generation
performance, the FID Score is considered the most widely
used metric.

The FID score is a crucial metric for evaluating the quality
of images generated using GANs. This metric quantifies the
dissimilarity between real and generated images, providing
a quantitative assessment of a GAN model’s performance.
The FID score captures the distinction between two key
distributions: the distribution of real images and the dis-
tribution of generated images. To calculate the FID score,
the process involves generating images using a GAN model
tailored to produce images of a specific class. Subsequently,
a pre-defined feature extractor, typically utilizing Inception
v3, is employed to extract features from both the generated
and real images. The FID score then calculates the Fréchet
distance between these two feature distributions, offering an
assessment of the quality of the generated images.

FID (Ir , Is) = ||µr − µs∥ + TR (6r + 6s − 2 (6r6s))
1/2

(2)

µr and µs represent the characteristics of the real and
synthesized images, respectively, while6r and6s denote the
covariance matrix values for the real and synthesized images,
respectively. Equation (2) assesses the statistical difference
between the two datasets by calculating variations in mean
and covariance. These statistical characteristics reflect the
diversity and quality of the datasets.

The evaluation methodology for GAN performance using
FID score is as follows. Initially, real and synthetic images
are collected, and crucial features are extracted from these
images. Subsequently, the FID score is computed using the
extracted features. This score is generally better when lower,

indicating that a lower FID score corresponds to a smaller dif-
ference between real and generated images. This implies an
enhancement in the GAN model’s performance. FID scores
serve as a valuable tool for quantifying and comparing the
performance of GAN models. A high FID score may signal
the need for further improvements in the GANmodel, provid-
ing insights for directions to enhance and refine the model.

Next, to assess the effectiveness of the augmented dataset
generated using GANs in real-world processes, it is crucial
to quantitatively evaluate the segmentation performance of
defects. In defect inspection through deep learning, classifi-
cation or segmentation is commonly employed. In our battery
production process, we conducted exterior defect inspection
using segmentation, enabling the extraction of information
about the presence and location of defects. Therefore, accu-
racy and intersection over union (IoU) become important
metrics in the defect inspection process [34]. Accuracy
measures how overall accurate the model’s predictions are,
providing an assessment of the overall performance of the
model. However, in cases of class imbalance or specific
scenarios, accuracy alone may not precisely reflect the actual
performance of the model. Hence, in defect segmentation
tasks, IoU plays a more crucial role. IoU quantitatively mea-
sures how well the model’s predictions align with the actual
object’s location, evaluating how successfully the model
delineates the boundaries of the objects.

Accuracy is a fundamental metric for evaluating the perfor-
mance of a machine learning model, representing the ratio of
correctly predicted results to the total number of predictions
made by the model. It is expressed by Equation (3), where
the numerator denotes the number of samples accurately pre-
dicted by the model, and the denominator represents the total
number of samples predicted by the model. While accuracy is
easy to comprehend and interpret, it may present challenges
when dealing with datasets exhibiting imbalanced class dis-
tributions. For example, when one class contains significantly
more samples than others, the model may exhibit a tendency
to favor the majority class, leading to inflated accuracy.
In such cases, relying solely on accuracy to evaluate model
performance might not be appropriate, and other evaluation
metrics should be considered. Therefore, while accuracy is
valuable for assessing model performance, it should be con-
sidered alongside other metrics, especially in the presence of
class imbalances or specific scenarios.

Accuracy =
Number of Correct Prediction
Total Number of Prediction

(3)

IoU is a crucial evaluation metric for assessing the perfor-
mance of models in image processing tasks, such as object
segmentation. This metric measures how well the model’s
predicted results align with the actual location of objects. IoU
is calculated by dividing the intersection of the predicted and
ground truth areas by their union, as defined by Equation (4).
Here,AreaPred represents themodel’s predicted segmentation
area, and AreaGT denotes the actual segmentation area or
ground truth. The IoU value falls within the range of 0 to 1,
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where a higher IoU indicates a closer match between the
model’s prediction and the actual object location. Typically,
an IoU value exceeding 0.5 is considered indicative of an
accurate prediction by the model. A lower IoU implies that
the model fails to precisely delineate the object’s boundaries,
indicating a lower quality of segmentation. IoU is widely used
in various image processing tasks, including object detection,
segmentation, and tracking, providing a useful measure of a
model’s accuracy and precision. In particular, in object seg-
mentation tasks, IoU serves as a crucial metric for assessing
how successfully a model separates the boundaries of objects.

IoU =
AreaPred ∩ AreaGT
AreaPred ∪ AreaGT

(4)

By concurrently employing the two metrics mentioned
earlier, it becomes possible to comprehensively evaluate the
model’s performance. Accuracy assesses overall correctness,
while IoUmeasures the accuracy of object segmentation. The
use of both these metrics enhances the model’s performance,
enabling the achievement of high accuracy and precision in
defect inspection tasks.

IV. EXPEIRMENT
A. DEFECT INSPECTION SYSTEM
In this paper, a defect-background separated GAN was
applied to conduct defect inspection using the structure
depicted in Figure 9 on an actual battery production line.
The process of deep learning-based defect inspection can
be broadly divided into offline and inline components. The
offline process involves initially training the segmentation
network for defect inspection. Images of battery objects,
which are the inspection targets, are captured from line-scan
cameras, and a labeling process is conducted to identify the
defects present in these images. Subsequently, the object
images and labeling information are input into HarDNet to
train the segmentation network for defect inspection. This
model performs segmentation by taking images as input and
outputting defect information. The defect-background sep-
arated GAN is incorporated to enhance the performance of
defect segmentation and generate a large, uniform dataset
for additional training. The optimized and trained model is
then utilized in the inline process, which involves inspect-
ing defects in the actual objects during the real production
process. Images of the inspection targets are acquired from
line-scan cameras, and the previously trained segmentation
network is applied to inspect defects in these images. Finally,
the type, size, and location of defects are output as inspection
results.

Various metrics were utilized to assess the performance
of the defect inspection system in the described process
and the proposed defect-background separated GAN. The
quality of the constructed large and uniform dataset in
the offline process was scrutinized, and the performance
of the segmentation network was enhanced through addi-
tional training on this dataset. The accuracy and IoU of
the segmentation network were analyzed to benchmark its

FIGURE 9. Defect inspection system.

FIGURE 10. Pouch-type battery image and grid.

performance against alternative approaches. Ultimately, the
outcomes of deploying deep learning-based defect inspection
with the defect-background separated GAN on an actual
battery production line were summarized, affirming the effec-
tiveness and robustness of this approach.

B. DEFECT DATASETS
The product targeted for defect inspection in this paper
is pouch-type batteries. Pouch-type batteries are high-
performance batteries primarily utilizing lithium-ion tech-
nology, characterized by their flat and lightweight design.
Due to this design, these batteries effectively utilize space
and offer high capacity with a high energy density, making
them widely used in various fields. In recent years, the elec-
tric vehicle industry has experienced rapid growth, primarily
driven by efforts to provide an environmentally friendly driv-
ing experience, with high-performance batteries being a key
component of these efforts. Pouch-type batteries are crucial
components in the battery packs of electric vehicles, and as
the market share of electric vehicles continues to rise, there
is a growing demand for improved efficiency in battery pro-
duction processes. Enhancing the efficiency of these battery
production processes is considered a key element supporting
the sustained growth and development of the electric vehicle
industry.
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The pouch-type batteries used for inspection have dimen-
sions of 2700 × 1000 mm, and the images captured through
the optical system have a pixel size of 5400 × 2000, as illus-
trated in Figure 10. Inputting the entire 5400 × 2000-pixel
image into the segmentation network at once poses chal-
lenges in terms of memory and processing time. Additionally,
the characteristics of deep neural networks, which involve
downsizing large images while extracting features, can result
in significant resolution loss, proving disadvantageous for
training. To mitigate these issues, images were acquired by
moving a 512× 512 size grid throughout the entire inspection
area, and training and testing were performed based on the
generated 512 × 512 size images. In the training of defect
segmentation, only defects with sizes larger than 10 mm
(20 pixels) were considered for learning and testing, as it
is challenging to confidently determine smaller defects as
definite faults.

The major defects addressed in the inspection of battery
appearance, as illustrated in Figure 3, can be broadly cate-
gorized into six types. These appearance defects on battery
exteriors may indicate the potential for battery malfunctions.
Consequently, an initial visual inspection for exterior defects
is conducted to classify battery cells with potential defects,
followed by a subsequent conductivity test to further assess
battery malfunctions. The segmentation network used for
defect inspection plays a crucial role in accurately identifying
the defective parts of the battery by analyzing its image.
To maximize the performance of this model, a large and uni-
form dataset is essential. However, practical defects occurring
in battery production lines can vary widely depending on the
type and may arise in uneven proportions. This non-uniform
distribution is a significant challenge that can compromise the
accuracy of deep learning-based defect inspection. To address
this issue, we developed and applied a defect-background
separated GAN to generate a large and uniform battery
dataset. This dataset, constructed in this manner, considers
various defect types while maintaining a uniform distribution
of defect types to ensure that the trainedmodel maintains high
accuracy in diverse situations. The task of distinguishing and
classifying defects is a crucial step in training deep learning
models, and the composition of the dataset for this purpose
plays a vital role in enhancing the model’s performance.

Another functionality of the defect-background separated
GAN is its capacity to enable users to generate defects with
the desired shape and background. The proposed GAN is
trained in a semi-supervised format using a labeled dataset
of defects that captures the characteristics of both defects
and backgrounds. This information is referenced during the
generation of synthetic images by the generator. An addi-
tional feature of the defect-background separated GAN is
its ability to seamlessly synthesize defects and backgrounds
corresponding to the user’s desired shape and background.
Users can input the desired background and shape of the
defect into the latent matrix, which serves as the input to the
GAN. This results in the generation of defects that naturally
integrate with the specified background. Figure 11 depicts an

FIGURE 11. (a) Custom defect label, (b) Synthetic defect.

example image generated by the model based on the user’s
desired defect shape.

Utilizing the defect-background separated GAN, we gen-
erated a dataset in the quantities outlined in Table 3. In the
existing battery production line, datasets tend to be biased
toward more common defects. Specifically, defects like B,
E, and F have significantly low occurrences, making it chal-
lenging to ensure segmentation performance even with their
inclusion in the training set. To address this issue, we syn-
thetically generated additional instances of these less frequent
defects to align both the absolute quantity and relative propor-
tions of all defects. In this study, we augmented the dataset
by generating an additional 50,000 synthetic defect images,
supplementing the initial set of 10,000 real defect images,
resulting in a total of 60,000 defect images for training and
testing. For training, a learning rate of 0.005 was set, and
the model underwent 1,000 epochs. Ultimately, by apply-
ing the defect-background separated GAN to a limited and
imbalanced dataset, we aimed to create a large and balanced
dataset, thereby enhancing the performance of battery exte-
rior defect inspection.

C. PERFORMANCE MEASURES
Synthetic battery defect images generated using various
GANs are illustrated in Figure 12. When utilizing the
defect-background separated GAN, it demonstrates a more
efficient defect generation capability, allowing users to create
defects according to their preferences. Typically, images gen-
erated from GANs are created using random latent vectors,
making it challenging for users to directly produce the desired
defects, and there is a possibility of generation failure. In con-
trast, the defect-background separated GAN can generate
sharper defects without failure, as it is based on the input
latent matrix provided by the user.

The FID scores are applied to evaluate the defect images
generated using the defect-background separated GAN.
Table 4 presents the analysis results of the FID score for
various GANs [35], [36], [37]. The defect-background sep-
arated GAN achieved the lowest FID scores for all defects
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TABLE 3. Composition of train data.

FIGURE 12. Synthetic image using (a) CycleGAN, (b) StarGAN,
(c) StyleGAN, (d) Proposed GAN.

except class F. This indicates that, overall, it provides the best
quality and diversity of defects for most types. Examining the
FID scores for each class demonstrates superior performance
improvement, particularly for defects in classes B, C, and D,
which had high FID scores in other GANs. As classes B, C,
and D involve complex shapes among defects, they gener-
ally yield high FID scores. Through the defect-background
separated GAN, the generation of the most precise synthetic
defects is achieved. For the remaining defects in classes A, E,
and F, which have relatively simple shapes, the FID scores are
generally lower, and the differences in FID scores between
each GAN are minimal. Using the defect-background sepa-
rated GAN to separately learn the characteristics of defects
and background, and generating defects matching the spec-
ified latent matrix by the user has effectively enhanced the
defect generation performance.

The training speed of GANs for generating synthetic defect
images is also a crucial factor to consider. As the avail-
able time for training and the resources of PCs or servers
are limited in industrial settings, a GAN that can maintain
defect generation performance while achieving fast training
speed is considered practical for real-world use. Table 5
compares various open-source GANs trained in the same
environment. To facilitate diverse GAN training, an equal
number of 10,000 defect images were prepared, and for
CycleGAN, an additional set of 10,000 normal images was
prepared since it requires both defect and normal images

as a set. When comparing the model sizes, it is evident
that the defect-background separated GAN has the smallest
capacity. Generally, a larger model size indicates that the
model is deep and complex, with many hyperparameters to
train. StarGAN and StyleGAN, having various domains and
conditions for generators and discriminators, and incorpo-
rating additional CNNs for generating high-quality images,
are heavier models compared to other GANs. These GANs
with such characteristics were trained in an i9 32GB CPU,
RTX 3080TI GPU environment. The training time tends
to be influenced by the complexity of the model and the
quantity of training data. In comparison to other GANs,
the defect-background separated GAN demonstrates a fast
training speed of 26.8 min/epoch. This can be attributed to
the proposed GAN using a simple single generator and dis-
criminator and having a relatively small amount of defect data
required for training.Moreover, employing a semi-supervised
GAN format, which provides additional input labeling for
the input defect during GAN training, facilitated faster and
more stable training. This approach eliminated the need for
the GAN to generate all the information for each defect.

To assess the effectiveness of the augmented dataset using
the defect-background separated GAN in actual processes,
it is crucial to quantitatively understand the segmentation per-
formance of defects. In this paper, to evaluate the efficiency
of the defect-background separated GAN, we analyzed the
accuracy of defect segmentation before and after dataset
augmentation. Table 3 presents the dataset composition ratios
before and after dataset augmentation throughGAN. Through
the defect-background separated GAN, the overall quantity
of defects was augmented, aiming to generate a uniformly
distributed number of defects for each class and avoid bias-
ing the segmentation network towards one class of defects.
Each GAN was utilized to train the segmentation network,
HarDNet, with a total of 60,000 images. For the HarDNet
segmentation training, the settings included a learning rate of
0.001, a batch size of 16, and 1,000 epochs.

Figure 13 illustrates the accuracy performance of defect
segmentation when trained on defects generated using var-
ious GANs. When trained on the uneven and limited
dataset before dataset augmentation, the overall defect
detection accuracy across classes is low, with particu-
larly lower accuracy for Classes B, E, and F, which had
a smaller training amount. This demonstrates, as men-
tioned earlier, that an uneven and limited dataset degrades
the performance of deep learning-based defect inspection.
To enhance defect inspection accuracy, synthetic defects were
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TABLE 4. Comparison of FID score.

TABLE 5. Comparison of training time.

FIGURE 13. Comparison of defect inspection accuracy.

generated through CycleGAN, StarGAN, StyleGAN, and
the defect-background separated GAN, forming a uniformly
large dataset for defect segmentation training. As a result,
there was an overall increase in accuracy for battery defect
inspection across all GANs. The accuracy improvement
was particularly notable for Classes B, E, and F defects,
which initially had low accuracy values. Constructing a large
dataset and optimizing its composition ratio is a fundamental
approach to maximizing the performance of defect inspec-
tion in deep learning-based systems. Specifically, in cases
where images were trained from defects generated by the
defect-background separatedGAN,which exhibited the high-
est quality of synthetic defects, the accuracy was the highest.

IoU measures how accurately the model represents the
defect area on a pixel-by-pixel basis. The IoU value ranges
from 0 to 1, with a generally positive assessment of the
model’s performance when the IoU value is above 0.5.
A higher IoU implies that the segmentation network more
accurately predicts the defect area on a pixel-by-pixel basis.
A lower IoU

indicates that the segmentation results do not precisely
delineate the boundaries of the defect, signifying a decrease
in the quality of the segmentation task. Table 6 presents
the average IoU values when defects generated by vari-
ous GANs were used for segmentation training. The IoU
values were lowest when segmentation training was per-
formed using a small and uneven dataset. Augmenting the
defect dataset using GANs showed an overall increase in

FIGURE 14. IoU result using (a) CycleGAN, (b) StarGAN, (c) StyleGAN,
(d) Proposed GAN.

IoU values. In particular, defects amplified using the pro-
posed defect-background separated GAN exhibited higher
FID scores and sharpness, resulting in even higher IoU values.
The defect-background separated GAN, which references
and separates defect and background labeling during train-
ing, demonstrates a more precise pixel-wise segmentation
analysis, showcasing its ability to achieve a higher level of
accuracy.

Figure 14 illustrates the defect detection results for the
same image when segmentation training was conducted using
various GANs. This particular image was chosen to highlight
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TABLE 6. Comparison of IoU.

the most significant variations in segmentation detection
performance across different GANs. Defects with simpler
shapes in classes A, E, and F exhibited minimal differences
in IoU values regardless of the GAN employed. The segmen-
tation analysis was primarily focused on defects in classes
B, C, and D, where the complex shapes allowed for the
observation of changes in IoU values. Among the diverse
GANs, those generated by the defect-background separated
GAN most accurately captured the synthetic defect images,
visually showcasing the highest IoU values in segmentation
results.

Table 7 below summarizes the IoU analysis results for each
class. When employing traditional fixed-parameter machine
vision analysis programs, they often exhibit vulnerability
in detecting defects with varying brightness, shape, and
color. In the testing of various defects, IoU values generally
fall below 0.5, indicating challenges in detecting defects
with diverse characteristics. Performing defect inspection
using the small and imbalanced dataset before augmenta-
tion results in an overall increase in IoU values compared
to machine vision programs. However, this phenomenon is
more pronounced for classes A, C, and D, where there is
sufficient training data, while the increase in IoU values
is less prominent for classes B, E, and F, which have rel-
atively fewer training examples. Ultimately, employing the
defect-background separated GAN to generate a large and
uniform defect dataset for segmentation leads to an increase
in IoU values for all defects. Particularly, for defects in
classes B, E, and F, where the quantity of defects was limited,
successful IoU values are achieved. This suggests that aug-
menting datasets through the defect-background separated
GAN has a positive impact on the efficiency and performance
enhancement of deep learning-based defect inspection.

In this study, a defect-background separated GANwas pro-
posed to enhance battery exterior defect inspection. Similarly,
various GANs and CNNs are being researched to improve
defect detection performance across diverse industries such
as construction, agriculture, apparel, and more. Recent stud-
ies include the development of various GANs and CNNs
for defect detection, including widely compared models like
CycleGAN, StarGAN, and StyleGAN. This chapter com-
pares and analyzes the performance of the proposed GAN
model with the latest defect detection GANs and CNNs.
Specifically, we investigated cases where defects occur on
backgrounds using datasets resembling characteristics sim-
ilar to battery defects, such as apparel, leather, and road
datasets. Such research aims to provide practical solutions for
real-world industrial challenges. This experiment primarily
focused on evaluating GANmodels for defect detection, with
an emphasis on GAN models with code implementations.

First, Defect-GAN introduces a strategy based on layer
composition to generate real defects with various textures
and appearances in diverse image backgrounds [38]. This
defect generation capability is useful for mimicking various
defects found in actual industries. Moreover, it can simulate
random variations of defects and flexibly control the location
and category of defects in the image background, aiding
in the inspection of various defects occurring in real-world
environments. Next, GAN and CNN training methods for
detecting pavement cracks from small samples were inves-
tigated [39]. This approach involves using images generated
by the GAN model to expand the original small sample
dataset and simultaneously constructing a CNN model for
detecting defects. Transfer learning methods were employed
to train the defect dataset for defect inspection. Such methods
are effective in detecting defects even with limited datasets
and have garnered significant interest in the manufacturing
industry.

Table 8 presents the results of performing battery exte-
rior defect inspection using various GANs and evaluating
their performance. For the segmentation learning of battery
exterior defects, HarDNet was used as the base model and
experiments were conducted accordingly. Additionally, the
defect dataset was augmented using Defect-GAN, pavement
crack GAN, and background-defect separated GAN, fol-
lowed by segmentation learning of defects using HarDNet.
In cases where only HarDNet was used for defect learn-
ing, without the use of GANs for synthesis, FID scores and
GAN training time were not considered. The performance
of defect inspection for four methods was further evalu-
ated. It was observed that applying GAN to augment the
defect dataset significantly increased accuracy compared to
HarDNet learning without GAN. It was evident that both
dataset quantity and quality were crucial factors for defect
segmentation learning, with GAN application showing higher
IoU values. Augmenting the dataset ultimately increased the
quantity of trainable defect images and their corresponding
labeling, thereby enhancing both defect classification accu-
racy and defect area detection performance. The proposed
defect-background separated GAN exhibited the most signif-
icant improvements in both accuracy and IoU, indicating its
ability to generate the most realistic synthetic defect images
by separately learning defects and backgrounds. This per-
formance evaluation was also reflected in the FID scores,
where a lower score indicates superior performance in GAN’s
synthetic defect generation. Although defect-background
separated GAN showed the lowest FID score, it required
more training time compared to other Defect-GAN and pave-
ment crack GANs. This implies that while the networks of
Defect-GAN and pavement crack GAN are relatively simple,
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TABLE 7. Comparison of IoU by defect.

requiring less time for feature learning, their defect genera-
tion performance is inferior. Overall, when considering the
results of comparing CycleGAN, StarGAN, and StyleGAN
experiments, defect-background separated GAN proved to be
the most efficient in terms of performance and reasonable in
terms of time. Due to its characteristic of separately learn-
ing backgrounds and defects, defect-background separated
GAN is effective for defects such as those in battery datasets
where defects occur in specific backgrounds. Additionally,
the ability for users to select the shape and type of defects
is advantageous not only in research but also in industrial
applications.

Using the defect-background separated GAN to generate
additional synthetic defects can be seen as enhancing defect
images to create defects under more diverse conditions. Since
the quality and quantity of defect images directly influ-
ence defect detection training, this paper ensures diversity in
images through two main approaches. Firstly, by leveraging
the proposed GAN to generate defect images anew. In actual
battery production processes, the occurrence frequency and
quantity of defects may vary depending on the defect type.
The GAN compensates for such variations, efficiently bal-
ancing the quantity and distribution of defects. Secondly,
augmentation through image processing during HarDNet
segmentation training. This method involves rotations, trans-
lations, flips, resizing, brightness adjustments, and noise
addition, among others. Such augmentations alter defect
image characteristics through real defect image processing,
enabling rapid generation of diverse defect images. However,
as the algorithm does not consider defect characteristics dur-
ing image processing, synthetic defects may not resemble
actual defects. Therefore, this paper emphasizes the use of
defect-background separated GAN to mass produce synthetic
defects resembling real defects, and applies various image
processing techniques to maximize dataset augmentation per-
formance in segmentation based defect detection. Through
this approach, dataset quantity and quality are improved,
leading to enhanced performance of defect detection models.

To generalize the application of defect-background sep-
arated GAN and image processing, it is crucial to assess
how well the initially occurring defects can be detected.
Separating the defects used for training from those unused,
and evaluating the defect detection performance on various
unused defects, is essential to verify their applicability in
real industrial processes. Figure 15 demonstrates the results
of applying various image processing techniques to unused
battery defects for inspection. By applying various image pro-
cessing techniques to unused defects, the aim is to simulate
newmeasurement environments or new defects. This visually

confirms how robust defect detection is for newly occur-
ring defects in diverse environments. These images were
selected from the test set used in performance measurement
experiments, and defect inspection tests were performed by
applying image processing such as rotation, flipping, resiz-
ing, and brightness adjustment to actual defects. The defect
segmentation areas in Figure 15 show accurate IoU for all
defects regardless of the image processing technique. Par-
ticularly, with an average IoU of over 0.7 on the test set,
considerable overlap with the ground truth of actual defects is
confirmed. This verifies the reliable defect inspection capa-
bility of the proposed method even for battery defects with
different characteristics measured in diverse environments.
Additionally, datasets with entirely different characteristics
from battery defects were also trained and evaluated, the
details of which can be found in Section E.

D. PRODUCTION LINE APPLICATION
The segmentation network, trained on the extensively aug-
mented and uniformly labeled defect dataset generated
through a defect-background separated GAN, was applied
to the actual battery production line. Figure 16 illustrates
the structure of the defect inspection system before and
after implementing the deep learning-based defect inspection
system in the battery production line. The provided values
represent compiled results from the defect determination
outcomes over one month on two battery production lines.
Before introducing the deep learning-based defect inspection,
eight workers spent 12 hours a day visually inspecting exte-
rior defects on batteries. Initially, out of the total 100% of
battery cells, 81% were classified as acceptable, and 19%
were identified as defective for subsequent testing. Upon
the introduction of deep learning-based defect inspection,
a two-step process was adopted: the primary stage involved
the application of deep learning-based defect inspection,
followed by a secondary visual inspection conducted by
workers for verification. Examining the defect inspection
results, it can be observed that out of 100% of battery
cells inspected, 72% were classified as acceptable, and 28%
were deemed defective. Considering that falsely classifying
acceptable products as defective is a more significant issue
in deep learning-based defect inspection, the threshold score
for defects during segmentation network training and testing
was set low to increase the detection of defects. In the second
visual inspection stage, workers conducted visual inspections
on the 28% of products identified as defective in the first
stage of deep learning-based defect inspection. This resulted
in a final determination of an additional 9% as acceptable,
maintaining the original 19% as defective. Consequently,
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TABLE 8. Comparison of GANs.

FIGURE 15. Defect segmentation result for image processing: (a) Original, (b) Rotation,
(c) Scaling, (d) Shearing, (e) Coloring, (f) Brightening.

FIGURE 16. Inspection flowchart: (a) Before applying proposed GAN,
(b) After applying proposed GAN.

the workload for visual inspectors reduced, and in practical
terms, the line was operated with two workers, each work-
ing 12 hours a day. The defect inspection system proved to
be efficient in long-term personnel management, providing
consistent inspection results. This highlights the stability
and robustness of the extensively augmented and uniformly
labeled defect dataset generated through a defect-background
separated GAN. Furthermore, it emphasizes the crucial role
of such datasets in enhancing the performance of defect
inspection.

E. OTHER DATASETS
The proposed defect-background separated GAN is trained
using various open-source datasets other than the battery
defect dataset to evaluate scalability. This allows evalua-
tion of the model’s inspection accuracy and performance.
In this experiment, open datasets such as BTAD, ELPV,

VISA, MVTec AD, MVTec LOCO AD, KolektorSDD2,
NEU_Cluster, and CODEBRIM are considered. Additional
experiments are conducted using datasets providing a suf-
ficient amount of data for training and including segmen-
tation labeling of surface defects among various datasets.
In this chapter, the focus is on evaluating the scalability of
the defect-background separated GAN using the MVTEC
AD and KolektorSDD2 datasets. MVTEC AD contains
high-resolution images captured in real manufacturing envi-
ronments, capturing various types of anomalies occurring in
diverse manufacturing processes. Additionally, the Kolek-
torSDD2 dataset, provided by the Kolektor Group, is a
surface defect detection dataset containing various types of
defects. Both datasets provide labeling of defect images
and defect areas as shown in Figure 17. Through these
experiments, assessment of the generalization ability of the
proposed model and its applicability in real manufacturing
environments is possible, further substantiating the research
findings.

The defect-background separated GAN was trained using
the defect images and labeling information from the MVTec
AD and KolektorSDD2 datasets. Similar to the training
method for the battery dataset, the defect-background sep-
arated GAN was applied to separate the background and
defects for training and aimed to generate new synthetic
defects. For training, a learning rate of 0.005 was set, and
training was conducted for 1,000 epochs. The training of the
proposed GAN increases the quantity of the entire defect
images and adjusts the relative balance between dataset
classes. As shown in Figure 18 below, training on the MVTec
AD and KolektorSDD2 datasets effectively generates new
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FIGURE 17. MVTec AD and Kolektor dataset (a) Defect, (b) Labeling.

FIGURE 18. Synthetic defect for MVTec AD and Kolektor dataset.

synthetic defects. To confirm the general enhancement of
defect detection ability by the proposed GAN, amplified
defect datasets were trained using the defect-background sep-
arated GAN, and the defect detection performance before and
after amplification were analyzed. For defect segmentation
training, HarDNet was used with a learning rate of 0.001,
batch size of 16, and 1,000 epochs, similar to the battery
dataset. Table 9 shows the results for defect detection accu-
racy and average IoU before and after dataset amplification.
It can be observed that the defect detection accuracy increased
in both datasets. Particularly, for the KolektorSDD2 dataset,
where the characteristics of background and defects were rel-
atively ambiguous, the increase in IoU is more pronounced.
Since defect segmentation training is proportional to the
quantity and quality of the training dataset, the dataset ampli-
fication method using the defect-background separated GAN
positively impacts defect detection performance. Moreover,
the proposed GAN can be generalized to apply to surface
defects with defects in the background, and it can be robustly
utilized across various datasets.

The investigation into the extended applicability of the pro-
posed defect-background separated GAN involved utilizing
datasets beyond battery datasets with characteristics similar
to MVTecAD and Kolektor datasets. These datasets typically

FIGURE 19. Synthetic defect images (a) CODEBRIM, (b) Display panel.

FIGURE 20. CODEBRIM dataset segmentation result: (a) Original,
(b) Before applying GAN, (c) After applying GAN.

feature defects occurring in relatively simple backgrounds.
For this evaluation, datasets other than the battery dataset
were employed to assess defect detection performance.
Firstly, the CODEBRIM dataset, a multi-target multi-class
concrete defect dataset, was utilized. It classifies defects
into five categories: crack, spallation, efflorescence, exposed
bars, and corrosion. This dataset offers both image patches
for multi-label classification and full-resolution images with
cropped patches. Moreover, it presents more diverse back-
grounds compared to the battery dataset, reflecting com-
plexity in industrial environments. Additionally, the display
panel dataset, comprising defect images from actual display
panel production, was utilized. The majority of defects in
this dataset appear as black foreign substances due to the
nature of defect measurement methods. Given its complex
backgrounds where defects occur, this dataset was deemed
suitable for further comparative analysis. To train these
datasets, types of defects and backgrounds were classified
and labeled using the commercial labeling program Labelme.
Through this exploration, we aimed to assess the diverse
potential applications of the proposed GAN model and its
relevance in real-world industrial settings.

Like other datasets, each labeled dataset was utilized
to generate additional synthetic defect images using the
defect-background separated GAN. The learning rate was
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TABLE 9. Performances for other datasets.

set to 0.005, and training was conducted for 1,000 epochs.
The training of the proposed GAN increases the quantity of
overall defect images and adjusts the relative balance between
dataset classes. The newly generated defect images are
depicted in Figure 19. It’s evident that the synthetically gen-
erated defects closely resemble actual defects visually. The
amplified defect images via GAN are further used for defect
segmentation training through HarDNet. Figure 20 illustrates
the defect detection regions before and after applying the
defect-background separated GAN for comparison of defect
detection performance. Images showing significant differ-
ences in results among the test images of the CODEBRIM
dataset were selected. After applying the defect-background
separated GAN, it’s observed that the defect regions are
more accurately delineated for all defects. Similar to other
datasets, defect segmentation training for defect detection
is proportional to the quantity and quality of the training
dataset. Therefore, the dataset augmentation method using
the defect-background separated GAN positively impacts
defect detection capabilities. Through application and valida-
tion experiments on various datasets, it’s confirmed that the
defect-background separated GAN can effectively be applied
not only to limited datasets but also to complex cases in
industrial settings. In conclusion, this research demonstrates
that the defect-background separated GAN operates reli-
ably in industrial environments and has a broad applicability
range. This model can be effectively utilized across diverse
datasets and contribute to solving complex defect detection
problems in industrial settings. Thus, these results underscore
the efficacy of the defect-background separated GAN as a
powerful tool applicable to defect detection and segmentation
in engineering and industrial fields.

V. CONCLUSION
In this paper, we propose a defect-background separated
GAN to enhance the performance of battery exterior defect
inspection. Typically, the performance of the segmentation
network used for battery exterior defect inspection is directly
proportional to the quantity, uniformity, and quality of the
training data. The defect-background separated GAN con-
tributes to constructing a balanced dataset by increasing the
overall quantity of the defect segmentation dataset, address-
ing the shortage of defect instances. Notably, a significant
advantage of the defect-background separated GAN is its
ability to allow users to customize the types and shapes of
defects and backgrounds. The quality of generated synthetic
defect images is analyzed through a comparison of FID
scores. The results of defect inspection, augmented by incor-
porating synthetic defect images into the training, are further

analyzed using accuracy and IoU. Experimental evaluations
were conducted by generating synthetic defects using various
GANs, aiming to replace conventional methods currently
utilized in real battery production lines. The generated images
exhibited the lowest FID score, and the performance of the
trained defect inspection model demonstrated an accuracy
of 96.1% and an IoU of 0.71. The ability to selectively
synthesize additional data that was lacking in actual industrial
settings proved to be particularly effective in defect seg-
mentation training. Through on-site application experiments,
the defect-background separated GAN demonstrated the sta-
bility and robustness of generating a massive and uniform
defect dataset. These experimental results validate the prac-
tical applicability of the developed system, highlighting its
potential impact on manufacturing and quality improvement.
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