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ABSTRACT This study evaluates the risk level of human-machine collaborative driving takeover in
a highway environment under the interaction of non-driving related tasks and takeover request prompt
scenarios. Using a driving simulator, a 5 x 5 factor analysis examined non-driving tasks and takeover prompts.
Takeover impact and risk indicator features were extracted, with risk indicators weighted using an improved
ANP method. On this basis, the XGBoost algorithm was employed to identify crucial variables that reflect
the level of takeover risk and to construct a driver takeover risk assessment model. The evaluation results
indicate that the risk indicator feature with the greatest influence on the takeover risk level was the minimum
TTC, which had the highest correlation (r=—0.81); the scene factor in the takeover influence feature had the
highest correlation with the takeover risk level (r=—0.78), which had the greatest influence on driver takeover
safety; Although non-driving related tasks exhibited a weak correlation with takeover reaction time, steering
reaction time, and minimum TTC, the effect was minor. The XGBoost algorithm-based risk assessment
model demonstrated superior performance over LightGBM and SVM, with 87.1% accuracy. Overall, this
study highlights the significant influence of takeover scenes and minimum TTC on collaborative driving
risk, enabling accurate risk modeling.

INDEX TERMS Human-machine driven vehicles, improved ANP-XGBoost algorithm, takeover risk
assessment.

I. INTRODUCTION arising from both the failure of the autonomous driving sys-

In SAE Level 3 vehicles in autonomous driving mode,
the system is capable of performing all dynamic driving
tasks independently, thereby freeing the driver to engage in
activities such as watching videos or playing games with-
out needing to attend to the steering wheel and pedals
[1], [2]. However, given the current stage of autonomous
vehicle development, it is necessary to consider the risks
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tem and the unintended consequences of human error and
environmental interference in situations where the system
may not be sufficiently functional for the given environ-
ment, which is referred to as Safety Of The Intended
Functionality (SOTIF) [3], [4]. In the event of a complex
situation beyond the control domain, the driver is required
to takeover control of the vehicle, which may lead to an
accident if the driver is unable to respond in time or ensure
vehicle stability after taking over [5], [6]. As such, it is
necessary to conduct an in-depth study of the factors and
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interaction mechanisms that influence the level of takeover
risk [7].

In previous studies, the impact of non-driving related tasks
(NDRTSs) on the quality of takeover has been extensively
explored [8], [9]. Wu et al. [10] investigated the effect of
different non-driving-related tasks and different takeover sce-
narios on takeover quality in a highway, and the experimental
results showed that the effect of non-driving-related tasks on
driving load was more significant than takeover scenarios.
Shi and Bengler [11] found that the similarity of NDRTSs
to driving tasks can affect the takeover time, with similar
tasks resulting in shorter takeover times. For instance, playing
Tetris results in less takeover time and less maximum longi-
tudinal acceleration than watching a documentary or reading
and typing a summary.

Other scholars have also studied the effect of takeover
request mode and takeover request time on takeover qual-
ity [12], [13]. Bazilinskyy et al. [14] investigated and found
that in high urgency situations, multimodal takeover requests
(TORs) were the most popular choice. In contrast, auditory
TORs were preferred in low urgency situations. Tan and
Zhang [15] conducted a network-based supervised experi-
ment and showed that longer TOR lead times had a positive
effect on driver situational awareness to regain control and
exit the highway, with the effect plateauing at lead times
of 16-30 s. Xu et al. [16] investigated driver takeover per-
formance and workload at different levels of automation,
time budgets, and road curvature. Their results showed
that drivers in level 3 takeovers performed worse and had
higher workloads than level 2 takeovers when entering curves
with limited time budgets. Shi et al. [17] conducted driv-
ing simulation trials and found that shorter request times
(6 s to 3 s) and larger secondary task loads (audio-visual
combinations) significantly reduced takeover performance.
Kaye et al. [18] analysed driver reaction time and vehi-
cle lateral position and found that the use of a handheld
mobile phone under human-machine cooperative driving
conditions did not negatively affect the quality of vehicle
takeover.

The impact of personal characteristics on takeover perfor-
mance has also received considerable attention. Li et al. [19]
found that females showed a smaller proportion of emergency
takeovers, faster reaction times, and more stable steering
operations compared to males. However, Loeb et al. [20]
reached the opposite conclusion based on experimental data
from a driving simulation trial of 60 drivers, where they found
that males had fewer crashes (38%) than females (43%).
Several studies have concluded that older people take longer
to take over vehicles than younger people [21], [22], [23],
[24]. On the other hand, Zhang et al. [25] conducted a meta-
analysis of 129 studies and found no consistent evidence of
age’s effect on takeover quality. Chen et al. [26] designed a
driving simulation test to compare the takeover performance
of novice and experienced drivers. The study results showed
that novice drivers were less stable and less adaptable in
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taking over, although driving experience did not significantly
affect takeover time or minimum crash time.

There has not been focused research on the evaluation of
the quality of human-machine collaborative driving takeover.
Some scholars have used takeover quality indicators to
assess the takeover risk. Gold et al. [27] investigated the
takeover performance in the takeover scenarios of Level 3
conditional autonomous driving and proposed a regression
model with four takeover indicators, including takeover time,
shortest time to collision (TTC), braking application, and
probability of collision. Happee et al. [28] investigated the
aftereffects of autonomous driving in takeover scenarios.
It was found that the minimum time to collision (TTC)
and the clearance towards the obstacle are complimentary
surrogate safety metrics for obstacle avoidance behaviour.
Katharina Wiedemann et al. [29] evaluated the quality of
the takeover using several metrics of the takeover time, the
takeover of the lateral control (e.g., the standard deviation
of the steering wheel angle) and the longitudinal control
(e.g., the standard deviation of the speed). Wu et al. [30]
investigated the effect of different emergency situations and
takeover request lead times on takeover performance and
safety. They found that within a certain range, longer takeover
request lead times produced shorter takeover response times,
but the surge in driving load causes a reduction in takeover
safety. Xian et al. [31] developed a driving subtask safety
evaluation model based on network analysis and used the
evaluation model using network analysis and found that sub-
task driving, sub-task type and driving experience can affect
driving safety. Lin et al. [32] conducted a takeover scenario
test with various subtasks and constructed a takeover safety
evaluation model using binary logistics regression. The eval-
uation test results showed that subtasks increase the takeover
reaction time and reduce the safety of takeover to some extent
but have no effect on the stability of takeover. However,
understanding the relationship between certain factors and
takeover performance is not enough to assess predicted driver
takeover performance in the real world since many influenc-
ing factors may inherently interact with each other.

The current research on the direction of man-machine
co-driving takeover is mostly aimed at the analysis of the fac-
tors affecting the takeover quality, and there are fewer studies
on the takeover risk assessment, and most of the studies on
the assessment of automatic takeover use a single subjective
or objective assessment method, and lack of a comprehensive
assessment of the indicators. Most of the existing studies
use statistical models, which are usually subject to strict
assumptions during the data processing phase, and failure to
follow the assumptions may lead to unreasonable evaluation
results. Compared with statistical methods, machine learning
is more capable of handling large-scale and high-dimensional
data, and can dig deeper into the interactions between factors
for comprehensive risk assessment [33].

This paper aims to develop a risk assessment model
that highlights the importance of subjective risk indicator
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features while reflecting objective takeover data information,
and to evaluate the level of takeover risk associated with each
takeover prompt scenario when performing different NDRTs.
Firstly, we have designed a test featuring a gradient decrease
in takeover prompting effectiveness for different NDRTs.
Based on this, we developed a takeover risk assessment model
that integrates subjective and objective evaluations through an
improved ANP method and an integrated learning algorithm.
This paper explores the characteristic variables that affect
driver takeover risk and the degree of influence, providing
a scientific basis and theoretical support for predicting the
level of driver takeover risk and enhancing the safety of
autonomous driving. The assessment framework is depicted

in Figure 1.
Driving simulation
takeover trial data

Takeover impact features
(Gender/ age/ driving experience /
driving mileage/NDRT/scenario)

(TRT/SRT/minimum TTC
/maximum synthetic acceleration)
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FIGURE 1. Assessment framework.

Il. MATERIALS AND METHODS

A. EXPERIMENTAL DESIGN

1) THE NON-DRIVING RELATED TASKS

Engaging in NDRTS causes the driver to be unable to regain
baseline ability to react and control immediately when faced
with a hazardous situation [34]. To investigate the impact
of realistic NDRTSs on takeover risk, the trial selected four
typical task categories for testing: listening to the radio,
playing games, watching videos and listening to the radio +
playing games (Table 1). During the automated driving phase,

TABLE 1. The NDRT.

# NDRTS Description & Requirements
In both automated and manual driving phases,
1 notask the driver has to monitor the driving

environment at all times.
listening to the Auditory load - Music and news radio
radio broadcasts were played throughout.
Visual load - Driver playing mobile game
"Animal Restaurant".
Audiovisual load - Driver watching a laptop
showing the documentary "Tongue Tied" in
the right front.
Audio-visual load - radio broadcast while
playing mobile phone mini-games.

3 playing games

4 watching videos

listening to the
5 radio and
playing games
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participants who engaged in visual or audiovisual loads were
not permitted to observe the driving environment. Using
chi-square test evaluation, there were no significant differ-
ences in the distribution of gender(p=0.987), age(p=0.641),
driving experience(p=0.742), and driving mileage(p=0.450)
among participants in the five task groups.

2) TAKEOVER SCENARIOS

The test drive was on a 45km long two-way 6-lane motorway,
each lane 3.75m wide. The speed limit of the road was
120km/h. The traffic flow was set to a thin traffic flow of
300 vehicles/h in one direction, operating at an average speed
of 100km/h. To prevent weather conditions from affecting
the test, clear, dry, and windless weather conditions were
selected. The scenario intervals and road lengths were varied
to avoid too regular intervals between scenarios.

To investigate changes in takeover risk level for scenarios
where the urgency rises and the prompting effectiveness gra-
dient decreases, the takeover request prompt was designed for
6s, 5s, 4s, 3s and no prompt [35]. In the 6s, 5s, 4s and 3s
request time scenarios, a broken-down vehicle with a speed
of 0 km/h appears in front of the vehicle, accompanied by a
takeover request message: auditory (“‘ding-ding”’ sound) and
visual (‘‘Please be aware of the takeover vehicle’’). As vehicle
speeds on highways are faster than on city roads, SOTIF
problems are more likely to occur when the system cannot
detect obstacles in time. In the SOTIF scenario, a wild animal
suddenly appears in front of the vehicle, moving from the
right side of the lane to the left, at a speed of Skm/h. The
driver is not prompted to take over. Reference to these test
scenario is illustrated in Figure 2.

Please takeover the vehicle
NDRTs:
Listening +playing
listening to the radio
playing games

watching videos

no task

FIGURE 2. General layout of the test scenario.

This trial used a mixed design of 5 (5 NDRTs) x 5
(5 takeover scenarios) with 25 categories of trials. The
NDRTs were the between-group variables and the takeover
request prompts were the within-group variables. In the trials,
each of the 5 takeover scenario trials completed while each
test group performed one non-driving related task.

B. APPARATUS AND PARTICIPANTS

The study was conducted with a simple stationary driving
simulator, as shown in Figure 3. The test scenario is displayed
by the driving simulation display device. The driver controls
the simulated vehicle via the Fanatec steering wheel-pedal
set. The simulator was set to automatic mode, and when the
driver developed a desire to take over, the red button next
to the steering wheel could be pressed to switch between
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FIGURE 3. Driving simulation equipment.

automatic and manual modes. The tests were carried out using
UC-win/Road software for scenario building. The data was
collected based on the Log plug-in provided by UC-win/Road
and the driving data was collected at 25 Hz.

A total of 62 subjects completed the driving simulation test
(18 females, 44 males). The mean age of the subjects was
35.29 years (SD = 6.88), the mean driving experience was
9.85 years (SD = 5.21) and the mean driving mileage was
38,700 km (SD = 15,500).

C. PROCEDURE

Prior to the formal trial participants were asked to sign an
informed consent form and to complete a demographic ques-
tionnaire mainly including information on the participant’s
gender, age, driving experience, driving mileage and so on.
Then, participants were trained in NDRT's and simulator driv-
ing, and were trained in driving simulations of other scenarios
before the start of the formal trial. During the formal test, the
automatic vehicle driving and NDRTs start simultaneously.
The driver takes over according to the different takeover
scenarios. Participants completed a subjective rating scale at
the end of the trial.

This research was conducted in accordance with the guide-
lines of the “Helsinki Declaration” and was approved by
the Review Committee of the School of Architecture and
Transportation Engineering, Guilin University of Electronic
Technology (Approval Number: 2021PS03). Informed con-
sent was obtained from all participants involved in the study.

D. EVALUATION METRICS

We developed two types of features, takeover impact features
and risk indicator features. The takeover impact features
were extracted o provide a thorough and multi-perspective
analysis of takeover performance, including six factors: driver
gender, age, driving experience, driving mileage, takeover
scenario, and NDRTs. Risk indicator features were used
to directly characterize takeover performance, including
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takeover reaction time, steering reaction time, minimum
TTC, and maximum synthetic acceleration. These metrics
have also been widely used in previous studies [36]. Descrip-
tions of each risk indicator feature are shown in Table 2.

TABLE 2. Risk indicator characteristics and descriptions.

Metrics Definition

Driver Take-Over Performance

Time elapsed between TOR and
deactivation of the automation (by button
press, brake pedal or steering).

Time elapsed between TOR and turning the
steering wheel to take over the vehicle.
vehicle take-over steady state

Minimum time-to-collisions to the broken-
down vehicle in the avoiding scenarios.
Maximum arithmetic square root of the sum
of the squared lateral and longitudinal
accelerations before successful avoidance or
accident after TOR.

take-over reaction time

steering reaction time

minimum TTC

maximum synthetic
acceleration

Ill. MODEL DEVELOPMENT

A. FEATURE SUBJECTIVE WEIGHTING

The Analytic Network Process (ANP) is an extended develop-
ment of the Analytic Hierarchy Process (AHP), proposed for
analyzing multi-criteria decision-making in non-independent
hierarchical structures. Unlike the AHP method, which
decomposes decision problems hierarchically [37], [38],
ANP considers the complex and interrelated relationships
among decision elements. It also possesses the ability to
simultaneously apply qualitative and quantitative attributes,
enabling it to handle multiple, correlated, and conflicting
indicators. ANP constructs comprehensive analytical models
with a network structure, allowing for the clear reflection and
quantification of inherent relationships among various indica-
tors and factors. It is suitable for addressing comprehensive
issues involving the integration of different-dimensional
composite indicators for comprehensive evaluation.

Using the traditional Delphi method to construct the dis-
criminant matrix in the ANP model may introduce significant
subjective biases into indicator weights, resulting in subjec-
tive errors in the final weight outcomes. Therefore, subjective
risk indicator characteristics are evaluated using the rela-
tive weight expert mean confidence method [39], which
aims to reduce the impact of subjectivity in the calculations
while reflecting the significance of the characteristics them-
selves [40]. The improved ANP model based on weighted
means is shown in Figure 4.

Using the improved ANP method to determine the subjec-
tive weights of risk indicator characteristics, the calculation
process consists of the following main steps: Employing
a number of experts to make a two-by-two comparison
of the network layer elements, build a standard judgement
matrix of 1-9 scales under the control layer and network
layer indicators, and finally the average evaluation value
of the importance of the network layer elements obtained
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Takeover risk indicator
characteristics

Driver takeover
performance

Control layer

Vehicle takeover

steady state

Takeover

reaction time

> Network layer
Maximum 4

synthetic
acceleration

Steering
reaction time

FIGURE 4. ANP evaluation model.

and tested for consistency. The eigenvectors of each matrix
are calculated to build the unweighted supermatrix of the
takeover risk assessment. The weights of the indicators cal-
culated by the improved ANP method are shown in Table 3.
using the improved ANP model to assign weights to the
risk indicator data, reflecting the takeover data informa-
tion while focusing on the importance of the risk indicator
characteristics.

TABLE 3. Indicator weights based on the improved ANP method.

Driver takeover Vehicle takeover steady
performance state

Elements . . .. maximum
reaction steering minimum o
time time TTC Y .

acceleration

16!

Driver takeover  0.458850 0.412820 0.102635  0.025695

performance

V2

Vehicle 0.112483  0.030850 0.454348  0.402320

takeover steady

state

Bi

Integration 0.285667 0.221835 0.278491  0.214007

weight

B. QUANTIFYING TAKEOVER RISK

The dichotomous qualitative accident data were quantified
using the Visual Analogue Scale/Score (VAS) pain scoring
criteria. Reference to the VAS assessment methodology is
elucidated in Figure 5. The subjective rating of accident rate
was based on the driver’s takeover process as the scoring
basis, the importance of each characteristic obtained by the
improved ANP method as the scoring criteria, and collision
situation as the scoring constraint [41]. Some VAS quantita-
tive data are shown in Figure 6.

0 1 2 3

Minor risk Medium risk High risk collision

FIGURE 5. VAS assessment methodology.
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No task

Listen to the radio

FIGURE 6. Results of the VAS assessment for selected drivers.

C. XGBOOST ALGORITHM TRAINING
XG-Boost have been proved to have great prediction per-
formance for classification problems [42]. The XG-Boost
algorithm is a gradient boosting tree algorithm that supports
parallel computation and is based on the Gradient Boosting
Decision Tree (GBDT). For example, the second-order Taylor
expansion loss function is used to improve the computational
accuracy; the regularization term is introduced to simplify the
model to prevent overfitting and improve the running speed;
and the Blocks storage structure is used to achieve parallel
computation.

Assuming a total of k trees, the model prediction )A)Et) for
round t can be expressed as (1).

5 = Z;(:lfk ) =3+ (x0) 4))

where: ¢ is the number of iterations; f; (X;) is the prediction
of the k-th tree for variable x;; 5)?—1) is the model prediction
for round t — 1; and f; (x;) is the tree function for round t. The
objective function and the regularization term 2 (f;) can be
expressed as (2) and (3).

obj=>" (i) +>._ QG O
1
Q) =yT+§AZjT=] w? 3)

where: [(y;, y;) is the loss function; y and A are adjustment
parameters to prevent over-fitting of the model; T is the
number of leaf nodes; and w is the leaf node weight. A Taylor
expansion is used for the objective function to increase the
speed and accuracy of the gradient descent, and the expanded
objective function is shown in (4).

) T 1 2
Obj' = ijl (G5 (Hy+ 2w 1497 ()

where: G; = Zidj giHj = Zidj hi; gi and h; are the first- and
second-order output loss gradients for the ith sample, respec-
tively. Thus, the problem is transformed into the problem of
solving the optimal value of (4).

IV. RESULTS AND DISCUSSION
A. HYPER-PARAMETER TUNING
A driver takeover risk assessment model was developed based
on the XGBoost algorithm. Takeover influencing factors and
weighted risk indicator feature data were used as input, and
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quantified takeover risk level as output, with an 8:2 training-
to-test data ratio. To reduce model complexity, ensure high
accuracy, and prevent overfitting, a grid search method grid
search (GridSearch) was used to rank and combine the vari-
ables in the list of hyperparameter combinations to be tested,
each combination was iterated through, and the model object
with the highest mean score hyperparameter combination was
selected as the best choice via 5-fold cross-validation. The
results of model parameter selection are shown in Table 4.

TABLE 4. Optimal model parameters.

Parameters Range Optimum value
learning rate [0,1,0.1] 0.5
n_estimators [0, 500, 100] 100
min_child_weight [1, 10, 1] 1

max_depth [1,50, 1] 10

Colsample bytree [0.5,1,0.1] 0.9

gamma [0,1,0.1] 0.5

subsample [0,1,0.1] 0.7

B. FEATURE IMPORTANCE AND CORRELATION ANALYSIS

Using the weight index in the XGBoost algorithm, fea-
ture variable importance analysis is performed, generating
a relative importance score for each feature based on the
segmentation weights. These scores represent the number of
times a feature is used in all trees and reflect the usefulness of
the feature in constructing the boosted tree in XGBoost. The
higher the score, the greater the importance of the feature to
the final prediction result. Based on the obtained scores, the
feature importance is screened, and the driver gender factor
with the lowest score is removed. After this step, the model
performance is significantly improved. Further reducing the
number of features leads to a decline in classification perfor-
mance. Therefore, nine feature variables as shown in Figure 7
are selected to construct the driver takeover risk assessment
model. Among them, the risk indicator features with the
greatest impact on the takeover risk level are the minimum
TTC, maximum synthetic acceleration, takeover response
time and steering reaction time, and the takeover influencing
factors with the greatest impact on the takeover risk level are

Feature importance

MinimumTTC 95.0
Max. synthetic acceleration 76.0
Driving mileage = 51.0
2 e —— L)
.E TRT 49.0
lf Driving experience ————————————42 0
Scenario = 36.0
NDRT = 30.0
AGE 27.0

0 20 40 60 80 100

F score

FIGURE 7. Feature importance.
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driving mileage, takeover scenario, driving experience, age
and NDRTs.

The correlation between the characteristics affecting the
level of takeover risk is visualized in Figure 8. Consistent
with the feature importance results, the correlation between
minimum TTC and takeover risk is the highest (r=—0.81),
meaning that the level of takeover risk increases as minimum
TTC decreases; takeover scenarios are negatively correlated
with the minimum TTC and the degree of takeover risk,
indicating that as the takeover prompt time continues to
move back and until the SOTIF issue occurs, the minimum
TTC decreases and increases the risk of takeover; takeover
response time was more correlated with takeover risk than
steering response time, both being negatively correlated with
minimum TTC, slower takeover response producing smaller
crash times; takeover response time and steering response
time increased with higher task load for NDRTs and were
negatively correlated with minimum TTC.

1.00

020 010 005 -002 003 08

Takeover risk level

Scenario 0. )45 000 011 000 000 000 076 -0.75
£ ). 0.18 1042 004 -006 -004
IRT 0.50
SRT [ 021 {040 012 0.05 001 0.35
0.25
NDRT R 019 021 004 007 0.04 013 0.19

Max. synthetic acceleration 142040 004 Qlivl 008 002 005 -0.02 0.00
AGE 0 012 007 008 [REVN 0.04 0.19 0.03

-0.25
Driving experience 0 005 004 002 004 RENE 023 004

DL TR CEle =R 003 000 004 001 013 005 019 023 KK -0.50

MinimumTTC 035 019 002 003 004 001 ki -0.75

o £ £ E w o
(N Q =
T F @ o < =
g = §
@ E

E

=

Takeover risk level
Driving experience
Driving mileage

Max. synthetic acceleration

FIGURE 8. Feature importance.

C. MODEL PERFORMANCE COMPARISONS

In machine learning, the classification effectiveness of a
model can be represented by four metrics. True Positive
(TP): Refers to instances where the model correctly predicts
positive samples as positive. True Negative (TN): Denotes
instances where the model correctly predicts negative sam-
ples as negative. False Positive (FP): Represents instances
where the model incorrectly predicts negative samples as
positive. False Negative (FN): Signifies instances where the
model incorrectly predicts positive samples as negative.

In this paper, accuracy, precision, recall, F1 score, and
ROC curve are commonly used metrics for evaluating the per-
formance and effectiveness of classification models. Higher
values of the metrics represent higher performance of the
model. They were formulated as follows.
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Accuracy: Accuracy measures the proportion of correctly
predicted samples to the total number of samples in a classi-
fication model. It is calculated as:

A TP + TN )
ccuracy =
YT TPYTIN 1 FP+FN

Precision: Precision measures the proportion of correctly
predicted positive instances out of all instances predicted as
positive by a classification model. It is calculated as:

. TP
Precision = —— (6)
TP + FP

Recall: Recall measures the proportion of correctly predicted
positive instances out of all actual positive instances in a
classification model. It is calculated as:

TP

Recall = —— @)
TP + FN

F1 Score: The F1 score is the harmonic mean of precision and
recall, providing a balanced assessment of a model’s accuracy
and identification capability. It is calculated as:

FlScore — Pre.ci'sionRecall ®)
Precision + Recall

ROC Curve: The ROC curve is a graphical representation of
the true positive rate (TPR) and false positive rate (FPR) of
a classification model at different thresholds. It is used to
evaluate the model’s performance across various thresholds,
with the area under the curve (AUC) representing the model’s
overall performance.

Using the LightGBM, support vector machines (SVM)
algorithm and XGboost model to compare the classification
performance, the results of the model performance evalua-
tion based on the accuracy, precision, recall and F1 values
are shown in Table 5. The classification performance of the
XGboost model was the best, with 87.1% accuracy, 83.4%
precision, 83.5% recall and 83.4% F1 value. The accuracy
rates for different takeover risk classes are shown in Figure 9.
The accuracy rate of identifying low takeover risk level is
96.31%, the accuracy rate of identifying medium takeover
risk level is 75.46%, the accuracy rate of identifying high
takeover risk level is 95.95%, and the accuracy rate of identi-
fying collisions is 100%.

TABLE 5. Model classification performance.

Models Accuracy  Precesion  Recall F1 value
XGboost 0.871 0.834 0.835 0.834
LightGBM 0.822 0.758 0.755 0.756
SVM 0.629 0.483 0.5553 0.502

D. LIMITATIONS AND FUTURE DIRECTIONS

This paper conducted driving simulation trials and con-
structed a takeover risk assessment model to evaluate
takeover risk. The driving simulation platform technology
offers advantages such as ease of operation, accurate data
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extraction, and high safety. However, it differs from real
vehicle tests in terms of authenticity. For instance, drivers
may have poorer perception of vehicle speed in driving
simulation scenarios, potentially leading to more urgent
takeovers and increased takeover risk. Additionally, real driv-
ing environments are more variable than simulated scenes,
and environmental factors may also influence takeover risk
levels. Therefore, future research could investigate the lev-
els and differences in takeover risk between simulated and
actual driving under different driving tasks and takeover
request prompts. Furthermore, the simulated experiments in
this study primarily focused on the immediate impact of
takeover prompts and non-driving related tasks on driver
takeover risk. There is a lack of long-term research on
takeover risk regarding driver cognitive decision-making and
human-machine interaction adaptability. However, in tradi-
tional driving modes, the duration of driving may affect
drivers’ cognitive and physiological loads. Therefore, future
studies should explore the impact of repeated human-machine
interactions in the same scenario on risk levels, integrating
investigations into drivers’ psychological and physiological
indicators related to cognitive resources and decision-making
during takeover processes.

V. CONCLUSION
This study employed driving simulation techniques to design
a hybrid experiment. Data on 310 takeover impact features
and risk indicator features were collected from 62 drivers.
A driver takeover risk assessment model based on the
improved ANP method and XGBoost algorithm is proposed
for predicting and analysing driver takeover performance.
Our proposed method amalgamates subjective and objective
evaluation advantages, accentuating the importance of risk
indicator features while reflecting takeover data information.
Moreover, our method exhibits superior accuracy. The main
conclusions are presented as follows:

The highest correlation between minimum TTC and
takeover risk level was found among the risk indicator
features.
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The highest correlation between scenario factors and
takeover risk level and minimum TTC was found among the
takeover influence features, which leads to the conclusion that
scenario factors have the greatest influence on driver takeover
safety.

NDRTSs had some correlation with takeover reaction time,
steering reaction time and minimum TTC, but the effect was
minor.

The XGBoost algorithm-based takeover risk assessment
model achieves a classification accuracy of 87.1%, an accu-
racy rate of 83.4%, a recall rate of 83.5%, and an F1 value
of 83.4%. Outperforming LightGBM and SVM algorithms,
it effectively discriminates driver takeover risk levels by uti-
lizing risk indicator features and takeover impact feature data.
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