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ABSTRACT In this era, plenty of wireless devices are being used with the support of WI-FI (Wireless
Fidelity) and need to be maintained and authorized. Wireless Sensor Networks (WSN), a cornerstone of
modern wireless technology, offer cost-efficient solutions for diverse monitoring tasks but are exposed to
many security threats, including unauthorized access, attacks, and suspicious activities. These vulnerabilities
can significantly degrade the performance and reliability of WSNs, making the early detection and mitigation
of such threats imperative. Intrusion Detection Systems (IDS) are crucial tools in safeguarding WSNs against
these challenges. Numerous studies focus on enhanced Intrusion Detection model accuracy and decrease
in loss with higher Detection Rate and lower False Alarm Rate, because of this, eliminating the repetitive
feature of the dataset is exhibited. This study introduces a sophisticated Network Intrusion Detection System
(NIDS) to safeguard Wi-Fi-based WSNs from prevalent cyber threats, such as impersonation, flooding, and
injection attacks. At the heart of our approach is a meticulous feature selection process that enhances the
dataset’s utility by eliminating null values, substituting unknown entries with a placeholder (‘NONE’), and
refining the feature set to include only the most relevant indicators of potential security breaches. Initially,
from a pool of 154 features, a subset of 76 is selected, further narrowed down to 13 pivotal features, ensuring
a focused and efficient analysis. Employing standard scaler function for feature scaling and preprocessing,
this research train proposed a Convolutional Neural Network (CNN) based approach aiming for optimal
intrusion detection and prevention across multiclass classifications within WSN environments. The study
aims to enhance detection accuracy, reduce loss values, and decrease false alarm rates, comparing it to CNN,
Deep Neural Network (DNN) (5), DNN (3), and (Long Short-Term Memory) LSTM networks. The model’s
performance is evaluated using various metrics, including precision, recall, support, F1 score, and macro-
average. The culmination of our research efforts is evidenced by the exceptional performance of the CNN
model, achieving an impressive accuracy rate of 97% and a loss metric of 0.14, all while maintaining a
minimal False Alarm Rate. This study significantly advances IDS accuracy while simultaneously reducing
false alarms, thus fortifying the security posture of WSNs in the face of evolving cyber threats.

INDEX TERMS WSN, Wi-Fi, NIDS, WIDS attacks, security issues, network threats, feature engineering,
multiclass classification, inclusive innovations.

I. INTRODUCTION
The associate editor coordinating the review of this manuscript and Wireless Sensor Network (WSN) is one of the ulti-
approving it for publication was Ines Domingues . mate sources for communication of wireless base network
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domain [1]. WSNs integrate with the help of sensor nodes
that establish with different topologies such as star, tree,
or mesh [2], it senses the data flow and transmission within
the wireless network, and the dominant service-abilities of
these nodes are sensing, processing, computation, and com-
munication [3]. WSNs are used for monitoring, protecting,
and tracking purposes that provide the most cost-effective
platform with fewer energy resources for wireless network
traffic communication [4]. WSNs can be prone to unau-
thorized access from within or out of the network by any
intruders therefore, effective measures for the protection of
sensor nodes are done to maintain the network security as
well [5].

WIFI based sensors are broadly accessible on the wireless
network and on the wireless infrastructure, and their data is
reachable anywhere in the world by TCP/IP via computers or
smartphones. Repeaters can be added as access points if the
sensor is not in the range of the WI-FI access point. Sensors
can join a network by knowing SSID and passphrase and,
with the help of a URL address or IP address, easily send
data to the server as well [6].

An Intrusion Detection System (IDS) is a Software
or Hardware system implemented to detect and prevent
unauthorized access to any computer system or network [7].
IDS is in two types: host-based, integrated on a host device
and checks process and user activity on the local machine
to detect intrusion or network-based. The most commonly
used IDS is established over a network and works within
a network system in a distributed manner to check traffic
flow for intrusions [8], [9]. IDS classifies Aegean Wi-Fi
Intrusion Dataset (AWID) into the most commonly four types
of classes: Normal, Flooding, Injection, and Impersonation,
according to their behavior on the wireless network. IDS
attack detection can be distributed into four types: Anomaly-
based IDS, suitable for unknown attacks detection that
triggers abnormal behavior; misuse-based or signature IDS,
ideal for detection of known attacks verified based on
the predefined signature [10], [11], specification-based IDS
detects abnormality for network components like routing
tables, nodes and protocols by a set of rules and thresholds.
Hybrid-based IDS is the combination of anomaly, signature,
and specification-based IDS [12]. Wireless networks have
gained a high degree of strength over wired networks [13]
because of their flexibility, high accessibility, mobility, and
no need for any extra infrastructure. Wireless Intrusion
Detection Systems (WIDS) are sensors designed to monitor
network intrusion, protecting WLANSs 24/7 by listening to all
inside operating frequencies of WLANS.

Many machine learning and deep learning techniques,
like Support Vector Machine (SVM), Perceptron, K Nearest
Neighbor (KNN), Feed Forward Neural Networks (FFNN),
Deep Neural network (DNN) and Convolutional Neural
Networks (CNN) are getting hype while implementing
a Network IDS for WI-FI-based WSNs. This research
proposes deep learning and machine learning-based Intrusion
Detection for WI-FI networks as having a pre-processed
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feature set. As a result, an accurate, intrusion, and minimum
loss value network will be achieved.

This proposed work includes a combination of Deep Learn-
ing DNN, Recurrent Neural Networks (RNN-LSTM), CNN
models, and Machine Learning LR using WI-FI-based WSN,
effective for the 802.11 network threat identification and
classification, and AWID for Network Intrusion Detection
System. This Network-IDS is used for multiclass and binary
classifications with the feature set of 76 and 13.

A. PROBLEM STATEMENT

The Internet of Things (IoT) security presents significant
threats to wireless networks, particularly in identifying and
neutralizing malicious activities. Rapid and accurate detec-
tion of unauthorized or irregular network traffic is crucial
for detecting potential intrusion efforts or attacks. Advanced
Intrusion Detection Systems (IDS) are needed to differentiate
between benign and nefarious network behaviors. Efficient
IDS efficiency is essential for immediate detection and
intervention, especially in fast-paced, resource-constrained
wireless networks. Unique threats, such as Flooding, Injec-
tion, and Impersonation attacks, require bespoke detection
and countermeasure strategies. This investigation aims to
contribute to the evolution of IDS technologies, fortifying
wireless network defenses against sophisticated threats. The
goal is to navigate the complexities of wireless network
security and pave the way for future advancements in IDS
capabilities, enhancing our collective ability to protect against
the ever-changing cybersecurity landscape.

B. CONTRIBUTION

DNNs are a promising solution for intrusion detection in
IoT security due to their ability to identify and classify
anomalous data. IoT devices generate large volumes of
data, but any disruption disrupts the typical pattern, making
it an outlier. This research proposes a communication
protocol-independent DNN-based real-time IoT intrusion
detection system for safer and more secure [oT environments.
The proposed system does not require system attributes,
communication protocol adjustment, or network structure
virtualization. It detects intrusions based on the deviation
from the regular signal pattern, making it a plug-and-play
solution for IoT security. This research has the following
major contributions:

o Identifying Key Features of Datasets for Intrusion
Detection in IoT Networks

o The study uses advanced feature selection and scaling
techniques to optimize classification performance by
focusing on the most discriminative features, resulting
in feature sets of 76 and 13 dimensions.

« To improve model efficiency by converting multi-
class AWID data into binary labels, streamlining the
classification task, and enhancing model training and
evaluation.

o The study examines the effectiveness of different neural
network architectures, including DNN (5), DNN (3),
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CNN, and RNN-LSTM, in binary and multiclass
classification tasks, highlighting their strengths and
weaknesses in WSN-based IDS.

« An averaging test is designed by combining all fitted
models DNN (5), DNN (3), CNN, and RNN-LSTM
with a list to test the predictions using any single array
from the test dataset, enhancing prediction accuracy
and reliability by leveraging the collective insights of
multiple models.

o The study assesses the performance of all designed
models using various metrics such as Detection Rate,
False Alarm Rate, F1-measure, Support, Micro Aver-
age, Macro Average, Accuracy, Recall, and Precision,
providing a detailed understanding of each model’s
strengths and weaknesses.

II. LITERATURE REVIEW

In this section, various approaches to Machine Learning and
Deep Learning, feature sets, and results using AWID are to
be discussed in Table 1 and 2.

A. MACHINE LEARNING BASED APPROACHES

Since wireless networks are getting a lot of hype,
Kolias et al. [14] created a publicly available AWID for
IDS by analyzing ‘intruder’ and ‘normal’ traffic over
802.11 networks. They also detected different ‘intruder’
types and their specific patterns using machine learning
approaches like Nadve Bayes, AdaBoost, Hyperpipes, J48,
OneR, Random Forest, Random Tree, and ZeroR. J48 was
the best performed on both feature sets of 156 and 20.

Machine Learning models are time-consuming in the
training phase so the reduced set of attributes is really
helpful to speed up the training [8], [15]. Keep this thing in
count: Bhandari et al. [17] presented the Shapley Additive
Explanations (SHAP) technique for feature reduction based
on Tree-based classifiers that were CatBoost, Random Forest,
LightGBM, and XGBoost. SHAP selects 15 features of
AWID that were most helpful for classification. There was
no big difference in accuracy values but SHAP improved
training time well. IDS systems are also part of smart cities,
so to predict the attack for such a system, Gaber et al. [18]
selected recursive-based feature elimination and constant
removal techniques to preprocess the AWID. Furthermore,
this processed data is used to classify the “injection” class
by Support Vector Machine (SVM), Random Forest (RF),
and Decision Tree (DT) with the Feature Set (FS) of 76, 13,
and 8. After implementing all these experiments, DT-based
classification with FS of 8 achieved the highest accuracy
of 99% [10], [20]

To make the Intrusion detection system more effective,
feature engineering is considered a promising approach.
Thanthrige et al. [21] proposed how feature reduction tech-
niques, information gain, and Chi-squared statistics helped in
detection accuracy and classification speed. Experiments for
Intrusion detection were performed on three feature sets of
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111, 41, and 10 using machine learning models like Random
Tree, OneR, Random Forest, AdaBoost, and J48, and all of
these algorithms gained an accuracy above 90%.

Using a combinational technique for feature extraction
and selection is more effective than any single technique.
Rahman et al. [22] proved this scenario productively. This
research work used the combination of C4.8, SVM, and
NB for wrapper-based feature selection. Next, ANN was
applied for classifying the ‘“‘normal” and ‘‘impersonation”
classes using 20 features, which resulted in 99.95%. Intrusion
detection is a common issue when a network crashes to
provide adequate security to an application [23]. To prevent
this, the network should have the necessary features.
Gavel et al. [24] proposed an efficient method to design a
defense mechanism that considers the various factors that
affect the correlation between features and their allocated
rank. The useful features are then extricated using the
OMCEFR (Optimized Maximum Correlation Feature Reduc-
tion). The FS of 140 got after this and applied to Random
Forest for AWID-based IDS, resulting in an accuracy of 99.2

Park et al. [25] introduce G-IDCS, a graph-based intru-
sion detection and classification system, to improve in-
vehicle network security. It overcomes the limitations of
existing intrusion detection systems, such as requiring
large CAN messages and not classifying attack types. The
threshold-based method reduces detection time by over
1/30 and improves combined attack detection accuracy by
over 9%. The machine learning-based attack-type classifier
outperforms existing techniques. Kandhro et al. [26] devel-
oped a deep learning-based method for intrusion detection
in IoT-driven IIC networks, overcoming issues like poor
accuracy, ineffectiveness, high false positives, and inability
to handle new intrusion types. Using a generative adversarial
network, the framework improved accuracy, reliability, and
efficiency by 95% to 97%, outperforming state-of-the-art
DL classifiers. Boahen et al. [27] developed OPT_NSDAE,
a deep learning method for unsupervised feature learning,
which effectively detects compromised accounts on Online
Social Networks (OSN) by reducing human interaction in
feature selection and extraction, outperforming traditional
schemes.

B. DEEP LEARNING BASED APPROACHES
Wireless technologies are way more rapid for a large amount
of data exchange, and IDS helps to secure these technol-
ogy networks. DNN-based wireless IDS was proposed by
Kasongo et al. [35] in which a feature set of 26 was used and
extracted by a wrapper-based feature extraction unit (WFEU).
In this research work, feed-forward DNN was used for binary
and multiclass classification, and the obtained results were
99.66% and 99.77%, respectively. This work’s accuracy is
higher than all of the compared ML models: DT, RF, NB,
kNN, and SVM [36].

AWID dataset mainly contains 16 classes of intrusion and
IDS is used to detect malicious traffic over the network.
Aminanto et al. [37] proposed a fully unsupervised k-mean
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TABLE 1. Comparison of existing machine learning based models
using AWID.

Classification
Multiclass

Ref.  Feature Set  Approach
[28] 154 AdaBoost
20 J48
OneR
Random Forest
Random Tree
HYperpipes
ZeroR
Naive Bayes
[21] 111 OneR
41 Random Forest
10 Random Tree
AdaBoost
J48
Linear Support Vector  Impersonation
Machine class
[171 15 RF Multiclass
XGBoost
LGBM
CatBoost
Bagging
RF
ET
XGBoost
NB
[22] 20 ANN
[31] 8 Self-adaptive
grasshopper algorithm
[18] 76 Decision Tree
13 SVM
8 Random Forest
[24] 140 Radom Forest
[32] 154 Cascaded SVM
[33] 25 Supervised Clustering
Based Classifier
KNN
SVM
Random Forest
Bagging
Extra Tree
XGBoost

Multiclass

[29] 5

[30] 34 Multiclass

Binary
Multiclass

Injection class
Binary

Multiclass
Multiclass

[34] 37 Binary

clustering machine learning approach using 50 features
extracted by a stacked auto-encoder for the ‘““impersonation”
attack class. This approach does not need any prior labeling
of the dataset during the training phase and resulted in a 92%
detection rate [38].

For any IDS feature engineering, feature extraction
and feature selection are important before applying any
classification algorithm. Kim et al. [39] performed feature
engineering with SAE using two hidden layers having 100,
and 50 neurons. FS from SAE fed to the deep k-mean
clustering algorithm applied for classifying “normal” and
“impersonation” class with k=2, resulted in an accuracy
of 94.81%.

To improve the IDS, Wang et al. [40] presented deep
learning-based approaches such as SAE, DNN having
3 layers, and DNN having 7 layers for classification using
a feature set of 71 produced after preprocessing. As a
result, the highest numbers of accuracy achieved were from
7 layered DNN for “normal”, “impersonation”, “injection’,
and “flooding” were 98.46%, 99.99%, and 98.39% and
73.12%, respectively.
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TABLE 2. Comparison of existing deep learning based models
using AWID.

Ref.  Feature Set ~ Approach Classification
[42] 154 Stacked auto-encoder Impersonation
35 class
[371 50 Unsupervised k-mean clustering ~ Impersonation
class
[39] 154 Deep k-mean clustering Binary
[401 71 Stacked auto-encoder Multiclass
DNN 3 layered
DNN 7 layered
[41] 154 Deep Reinforcement Learning Multiclass
DQN
DDQN
PG
AC
[35] 26 Feed Forward Deep Multiclass
Neural Network Binary
[43] 154 Sparse Autoencoder Binary
with swish-PReLU
[44] 35 Auto-encoder DNN Multiclass
[45] 154 Auto encoder Multiclass
Supervised Clustering model
MLP
[46] 74 CNN Multiclass
Binary
[5] 23 DNN Multiclass

Intrusion Detection Systems play crucial roles in the
increase in network technology and its associated threats.
Time-to-time improvement of IDS is also top of the discus-
sion. Martin et al. [41] presented DRL DQN, DDQN, PG,
and AC algorithms. After implementing all DRL algorithms,
the result from Double Deep Q-Network was the best. The
one-Vs-Rest technique was also applied to DDQN, which
showed the ‘“‘impersonation” attack class had the poorest
performance out of all classes.

IIl. MATERIALS AND METHODS
A. DATASET
Several datasets, KDD Cup 99, NSL-KDD, and UNSW-
NB15 have been publicly available and used to detect
intrusion of network-based systems [20]. The Aegean Wi-Fi
Intrusion Detection (AWID) is the only publicly acces-
sible dataset at (https://icsdweb.aegean.gr/awid/download-
dataset) produced in 2015 with real and immense WI-FI
network traces for wireless-based sensor network systems
that going to be used in this research work. AWID is
naturally constructed from a Wireless Local Area Network
(W-LAN) instead of artificial generation and linked by Wired
Equivalent Protocol (WEP) [8].

AWID contains two dataset groups, with a further two
subgroups of the Training (Trn) and Testing (Tst) datasets.

o Reduced group (AWID-CLS-R-Trn), (AWID-CLS-R-

Tst), (AWID-ATK-R-Trn), (AWID-ATK-R-Tst).
o Full group (AWID-CLS-F-Trn), (AWID-CLS-F-Tst),
(AWID-ATK-F-Trn), (AWID-ATK-F-Tst).

AWID reduced group (AWID-CLS-R-Trn), (AWID-CLS-
R-Tst), (AWID-ATK-R-Trn), (AWID-ATK-R-Tst) is going
to be used in this research, having 1,795,575 training and
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575,643 testing records. The dataset’s Comma Separated
Values (CSV) file contains 935 MB of hard disk space.

AWID is made for Wireless Personal Area Networks with
the help of multiple wireless devices [47]. One and all packets
of the dataset constitute the vector of 155 attributes with
154 input features shown in Table 3, which stores MAC Layer
information and the class.

AWID contains four types of classes, of which three are
“intruder”” classes.

o Normal

o Flooding

« Injection

« Impersonation

Data distribution of AWID in terms of attack can be seen
in Table 4.

B. TOOLS

1) GOOGLE COLAB

Google Colab is a cloud-based tool that is crucial in
developing machine learning-based IDS for WSNGs. It offers
a cost-free environment, allowing for efficient processing of
large datasets and complex algorithms. The platform’s user-
friendly interface and seamless Google Drive integration fos-
ter collaboration and real-time sharing. Its compatibility with
leading data science libraries like TensorFlow, PyTorch, and
Keras enhances IDS accuracy and efficiency. Google Colab’s
scalability ensures computational resources can meet project
demands, supporting innovation in IDS methodologies with-
out hardware constraints. Overall, Google Colab significantly
aids in cybersecurity development and collaboration. It has
plenty of advantages and features. Some of them are as
follows:

« No need to install any setup in your local space.

« Have preinstalled libraries.

o Can create, upload, and share notebooks.

« Can import and save the notebook from Google Drive.

« Can import and publish datasets and codes directly from
any external sources such as GitHub, Kaggle, etc.

« Can integrate many open-source frameworks like Ten-
sorFlow, PyTorch, and OpenCV.

o Can facilitate with the GPU, TPU, and free cloud
services.

o Supports the code having mathematical equations.

2) PANDAS

Pandas is a Python library crucial in creating IDS for WSN
using ML. It efficiently manages large data sets, streamlines
data preprocessing, and supports intricate feature engineering
for anomaly identification. Pandas’ integration with visual-
ization tools enhances data trends and irregularities, essential
for monitoring WSNs. Its strength in handling time-series
data is particularly beneficial in WSNs, where data is often
time-dependent. Pandas’ seamless compatibility with other
Python-based ML libraries creates a cohesive development
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environment, making it essential to designing effective and
sophisticated ML-driven IDS for WSNs. [48].

3) NUMPY

NumPy is a crucial library for IDS for WSN using a Machine
Learning-based approach. Its ability to handle large, multi-
dimensional arrays at high speeds is essential for processing
and analyzing complex sensor data from WSNs. Thanks to its
C/C++ implementation, NumPy’s computational efficiency
enables faster data manipulation and transformation, which is
essential for training and deploying machine learning models
for IDS. Its array operations are ideal for intensive numerical
computations, making it a valuable tool in data science, signal
processing, and image processing.

4) MATOPLOTLIB

Matplotlib is a valuable tool for data visualization in an IDS
for WSN using Machine Learning. It is a cross-platform
plotting library for Python that effectively represents complex
datasets, aiding in understanding patterns and anomalies
in WSN data. Its integration with Python makes it a
practical alternative to MATLAB, especially when used
alongside libraries like NumPy. Written in multiple lan-
guages, Matplotlib helps develop and evaluate effective
IDS strategies.

5) TENSORFLOW

TensorFlow, an open-source library for machine and deep
learning, is crucial in developing IDS for WSN. It simplifies
complex algorithm implementations and is compatible with
Python. TensorFlow version 1.15.2 is the backend in this
research, providing powerful tools for processing vast data
from WSNs and addressing network security challenges.

6) KERAS

Keras is a Python-based neural network library suitable for
IDS for WSN. It supports multiple backends like TensorFlow,
Theano, and MXNet for neural network computations. Its
simplicity makes it an excellent choice for beginners. Keras’s
Python-based nature enhances its utility in IDS applications
for WSNs, making it an accessible and powerful tool for
complex neural network architectures.

7) SKLEARN

Scikit-learn is a Python-based machine-learning library
used for developing IDS for WSN. It offers a range of
statistical, mathematical, and general-purpose algorithms,
making it a robust tool for modeling IDS. It integrates
seamlessly with foundational libraries like NumPy, Pandas,
and Matplotlib, facilitating feature selection and model
building for the accurate detection of anomalies and security
threats. It supports various classification, regression, and
clustering techniques, and its tools for data preprocess-
ing and model evaluation are invaluable for real-world
applications.
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TABLE 3. Dataset description.

Feature no.  Feature Name Feature no.  Feature Name

f1 frame.interface_id 79 wlan.sa

2 frame.dlt 80 wlan.bssid

3 frame.offset_shift 81 wlan.frag

f4 frame.time_epoch 82 wlan.seq

5 frame.time_delta 83 wlan.bar.type

f6 frame.time_delta_displayed 84 wlan.ba.control.ackpolicy

7 frame.time_relative 85 wlan.ba.control.multitid

8 frame.len 86 wlan.ba.control.cbitmap

9 frame.cap_len 87 wlan.bar.compressed.tidinfo

f10 frame.marked 88 wlan.ba.bm

f11 frame.ignored 89 wlan.fes_good

f12 radiotap.version f90 wlan_mgt.fixed.capabilities.ess

f13 radiotap.pad 91 wlan_mgt.fixed.capabilities.ibss

f14 radiotap.length f92 wlan_mgt.fixed.capabilities. cfpoll.ap
f15 radiotap.present.tsft f93 wlan_mgt.fixed.capabilities.privacy
f16 radiotap.present.flags 94 wlan_mgt.fixed.capabilities.preamble
f17 radiotap.present.rate f95 wlan_mgt.fixed.capabilities.pbcc

f18 radiotap.present.channel f96 wlan_mgt.fixed.capabilities.agility

f19 radiotap.present.fhss f97 wlan_mgt.fixed.capabilities.spec_man
20 radiotap.present.dbm_antsignal 98 wlan_mgt.fixed.capabilities.short_slot_time
21 radiotap.present.dbm_antnoise f99 wlan_mgt.fixed.capabilities.apsd

22 radiotap.present.lock_quality f100 wlan_mgt.fixed.capabilities.radio_measurement
23 radiotap.present.tx_attenuation f101 wlan_mgt.fixed.capabilities.dsss_ofdm
24 radiotap.present.db_tx_attenuation ~ f102 wlan_mgt.fixed.capabilities.del_blk_ack
25 radiotap.present.dbm_tx_power f103 wlan_mgt.fixed.capabilities.imm_blk_ack
26 radiotap.present.antenna f104 wlan_mgt.fixed.listen_ival

27 radiotap.present.db_antsignal f105 wlan_mgt.fixed.current_ap

28 radiotap.present.db_antnoise f106 wlan_mgt.fixed.status_code

29 radiotap.present.rxflags f107 wlan_mgt.fixed.timestamp

30 radiotap.present.xchannel f108 wlan_mgt.fixed.beacon

31 radiotap.present.mcs f109 wlan_mgt.fixed.aid

32 radiotap.present.ampdu f110 wlan_mgt.fixed.reason_code

33 radiotap.present.vht f111 wlan_mgt.fixed.auth.alg

34 radiotap.present.reserved f112 wlan_mgt.fixed.auth_seq

35 radiotap.present.rtap_ns f113 wlan_mgt.fixed.category_code

36 radiotap.present.vendor_ns f114 wlan_mgt.fixed.htact

37 radiotap.present.ext f115 wlan_mgt.fixed.chanwidth

38 radiotap.mactime f116 wlan_mgt.fixed.fragment

39 radiotap.flags.cfp f117 wlan_mgt.fixed.sequence

f40 radiotap.flags.preamble f118 wlan_mgt.tagged.all

f41 radiotap.flags.wep f119 wlan_mgt.ssid

42 radiotap.flags.frag 120 wlan_mgt.ds.current_channel

43 radiotap.flags.fcs f121 wlan_mgt.tim.dtim_count

f44 radiotap.flags.datapad f122 wlan_mgt.tim.dtim_period

45 radiotap.flags.badfcs f123 wlan_mgt.tim.bmapctl. multicast

f46 radiotap.flags.shortgi f124 wlan_mgt.tim.bmapctl.offset

47 radiotap.datarate f125 wlan_mgt.country_info.environment
48 radiotap.channel.freq f126 wlan_mgt.rsn.version

49 radiotap.channel.type.turbo f127 wlan_mgt.rsn.gcs.type

50 fradiotap.channel.type.cck f128 wlan_mgt.rsn.pcs.count

51 radiotap.channel.type.ofdm f129 wlan_mgt.rsn.akms.count

52 radiotap.channel.type.2ghz f130 wlan_mgt.rsn.akms.type

53 radiotap.channel.type.5ghz f131 wlan_mgt.rsn.capabilities.preauth

f54 radiotap.channel.type.passive f132 wlan_mgt.rsn.capabilities.no_pairwise
55 radiotap.channel.type.dynamic f133 wlan_mgt.rsn.capabilities.ptksa_replay_counter
56 radiotap.channel.type.gfsk f134 wlan_mgt.rsn.capabilities.gtksa_replay_counter
57 radiotap.channel.type.gsm f135 wlan_mgt.rsn.capabilities.mfpr

58 radiotap.channel.type.sturbo f136 wlan_mgt.rsn.capabilities.mfpc

59 radiotap.channel.type.half f137 wlan_mgt.rsn.capabilities.peerkey

f60 radiotap.channel.type.quarter f138 wlan_mgt.tcprep.trsmt_pow

fol radiotap.dbm_antsignal f139 wlan_mgt.tcprep.link_mrg

f62 radiotap.antenna f140 wlan.wep.iv

f63 radiotap.rxflags.badplcp f141 wlan.wep.key

fo4 wlan.fc.type_subtype f142 wlan.wep.icv

f65 wlan.fc.version f143 wlan.tkip.extiv

f66 wlan.fc.type f144 wlan.ccmp.extiv

f67 wlan.fc.subtype f145 wlan.qos.tid

f68 wlan.fc.ds f146 wlan.qos.priority

f69 wlan.fc.frag f147 wlan.qos.eosp

f70 wlan.fc.retry f148 wlan.qos.ack

f71 wlan.fc.pwrmgt f149 wlan.qos.amsdupresent

72 wlan.fc.moredata f150 wlan.qos.buf_state_indicated

73 wlan.fc.protected f151 wlan.qos.bit4

f74 wlan.fc.order f152 wlan.qos.txop_dur_req

f75 wlan.duration f153 wlan.qos.buf_state_indicated

f76 wlan.ra f154 data.len

77 wlan.da f155 class

78 wlan.ta
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TABLE 4. AWID classes distribution.

Normal Flooding  Injection Impersonation  Total
AWID-CLS-R-Trn 1,633,190 48,484 65,379 48,522 1,795,575
AWID-CLS-R-Tst 530,785 8,097 16,682 20,079 575,643
Total 2,163,975 56,581 82,061 68,601 2,371,218

C. PROPOSED METHOD
Our research is devoted to developing an IDS for WSNs, with
a specific focus on utilizing Wi-Fi frames from network sen-
sors to detect various types of intrusions. Our methodology’s
cornerstone is applying deep learning techniques, specifically
the utilization of CNNs. We have chosen CNNs due to their
exceptional feature extraction and pattern recognition capa-
bilities, which are vital for accurately identifying intrusions
in network traffic. The high-dimensional data characteristic
of WSNs is well-managed by CNNs. Furthermore, we have
selected a comprehensive feature set comprising 76 attributes
to cater to binary and multiclass classification, ensuring
a wide-ranging approach to various intrusion scenarios.
To provide a robust scientific basis for our methodology,
we have also evaluated other models, such as SVMs and
traditional machine learning techniques. However, these
were found to be less effective than CNNs, particularly in
deep feature extraction and handling the dynamic nature of
WSN traffic. Our decision-making process is grounded in
scientific principles, focusing on the necessity for models
that efficiently process complex, high-dimensional data. This
approach transforms our methodology from a procedural
description into a scientifically exploratory narrative. Our
proposed method involves three key phases: preprocessing,
feature engineering, and classification. We employ an
embedded feature selection method integrated into the model
training process, identifying the prediction variable’s most
contributive features. This indicates that feature selection is
intrinsically linked to model training, enhancing the model’s
performance and accuracy. The primary steps of our model
include preprocessing the AWID dataset, performing feature
selection and reduction, employing feature engineering, split-
ting the dataset for classification, selecting appropriate deep
learning and machine learning models for intrusion detection,
and evaluating the results for continuous improvement. This
embedded feature selection strategy is a critical component
in enhancing the performance and accuracy of our model.
The main steps of the proposed model are shown
in Figure 1, and as follows:

o Preprocessing steps are applied to the AWID dataset.
In the next step, feature selection and reduction are
performed.

o Feature engineering helps in feature selection and
reduction.

« Splitting the dataset for classification.

e Deep Learning and Machine Learning Models are
selected for Intrusion Detection.

o Results.

o Evaluation for improving our results.
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1) DATA PREPROCESSING AND FEATURE ENGINEERING
The study focuses on developing an IDS for WSN through
a data preprocessing process. This process involves trans-
forming raw data from the AWID dataset into a refined
format suitable for machine learning models. Key steps
in this process include data cleaning, where errors and
inconsistencies in the AWID dataset, particularly in the
training (AWID-R-Trn) and testing (AWID-R-Tst) subsets,
are corrected, as shown in Figure 2. Data integration is also
crucial, ensuring that diverse data forms from various sources
in WSNs are amalgamated into a consistent dataset. This
is followed by data reduction, where the vast amount of
data in the AWID dataset is distilled to its most essential
elements, thus enhancing data processing efficiency. Finally,
data transformation involves converting the data into a format
optimal for machine learning, including scaling, normaliza-
tion, and potential feature engineering. These preprocessing
steps ensure the training and testing of machine learning
models on high-quality, relevant data, which is essential for
effective and accurate intrusion detection in WSNs.

2) DROP NULL VALUES
AWID contains many null values in columns and rows. These
values are assigned as ’0”’, then drop columns with 50% null
values and all null rows.

3) REPLACE “?” WITH “NAN"
AWID many values listed as “?”” symbol are replaced with
“Nan”, Nan=not a number, to represent missing values.

4) REPLACE “NAN" WITH “0”
Replaced “Nan” replaced with ”” 07, then eventually dropped
as unnecessary values.

5) CONVERSION OF DATATYPES
There are some of the features having float and hexadecimal
datatype values that are converted into integer datatype.

6) STANDARD SCALER

Machine Learning function is used in preprocessing and fea-
tures scaling of training and testing datasets. Feature scaling
is the important step for modeling, done by normalization
before training, because it helps to select features with more
weight at the time of result and convert the data points into
the 0-1 range [3].

7) LABEL ENCODER

Label Encoder is a Sklearn tool used for the normalization
of labels. It transforms nonnumerical labels to numerical
labels between O and n_classes-1 where’s n=number of
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distinct labels. This AWID class encodes labels as [0, 1, 2], 8) LABEL BINARIZE

O=impersonation, I=injection, and 2=normal. The output  Sklearn has many regression and binary classification
of the label encoder changes into categorical labels of 0,1, algorithms and, by using the one-vs-all technique, converts
O=False, and 1=True. them into multi-class classification learning algorithms.
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9) RESHAPE THE DATA
To work with LSTM and CNN input array reshaped into the
3D array using NumPy.

10) SPLITTING THE DATASET

AWID dataset has two files for training and testing sets and
applied validation split to the training set according to the
performed algorithm. Feature Engineering is performed for
feature selection and extraction. AWID has a lot of redundant
values that are not good enough for classification using any
machine learning or deep learning algorithm. Preprocessing
helped in data cleaning by removing null values of columns
and null rows and converting column values into integer data.
After these steps, a feature set of 76 is obtained; by applying
feature selection on 76 features, we have a feature set of 13.
All experiments are performed using both 76 and 13 feature
sets.

D. ARCHITECTURE OF PROPOSED METHOD

The architecture of the proposed method of WSN-based
IDS is divided into two phases; Deep Learning-based
model classification and Machine learning-based model
classification. In deep learning-based classification, four
models are being designed and implemented for binary
classification as well as multiclass classification using DNN
with 5 layers, DNN with 3 layers, CNN, and RNN with
LSTM having feature sets of 76 and 13, and the result
is being concluded by averaging all these fitted models to
classify the network traffic effectively. To check probabilities
within AWID classes, machine learning-based classification
models are being designed and implemented using Logistics
Regression (LR) having feature sets of 76 and 13. For
binary classification with both feature sets, Binominal
and Binominal with ¢=10.0 are being executed. As LR
cannot perform multiclass classification to make it work,
One-Vs-Rest and One-Vs-One techniques are applied in
which multiclass classification diverges into multiple binary
classifications referred to as Multinomial. A detailed view of
the proposed model architecture can be seen in Figure 3.

E. DEEP LEARNING MODEL CLASSIFICATION

Deep learning-based Neural Networks made machine learn-
ing more intelligent in pattern learning and suggestions. For
the implementation of WSN-based IDS using Keras, here are
some network layers that are being used in this research work
shown in Table 5.

1) INPUT LAYER

This layer contains artificial-based neurons that help to bring
initial data into the system and then pass it to the rest of
the network for further processing. Every neural network has
only 1 input layer and is being added to implement DNN,
CNN, and RNN-LSTM.
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TABLE 5. Deep learning based models implementation review.

DNN(5) DNN(3) CNN RNN-LSTM
Input Layer v v v v
Dense Layer v v v X
Dropout Layers v v v v
ConvlD X X v X
MaxPooling1D X X v X
LSTM X X X v
Flatten Layer X X v v
Output Layer v v v v
ReLU Activation Function v v v v
Softmax Activation Function v v v v
Adam Optimizer v v v v
Loss=categorical_crossentropy v v v v
Early Stopping v v v v

2) DENSE LAYER

The dense layer is the entry-level layer equipped by Keras.
It is the neural network’’s most commonly used non-linear
regular deep neural layer, in which all neurons of layers
receive the required parameters. If it is set as the first layer,
then Input Shape is provided; otherwise, it receives input from
the previous layer’s output. This layer is used for matrix-
vector multiplication. The values under the matrix are trained
parameters of the previous layer. The more layers are to be
added, it will become more complex. Using each neuron
of the preceding layer, the dimensions of the vector can be
changed. So, the output of this layer is an N-dimensional
vector. This layer is being added to the proposed DNN, CNN,
and RNN-LSTM models.

3) DROPOUT LAYER

As neural networks are flexible, there are higher chances of
overfitting as well as co-adaption, where multiple neurons
try to extract similar or the same hidden features from input
data to deal with this issue and to save the machine’’s
resources from wasting the Dropout layer is to be applied by
intentionally dropping out neurons by zeroing out the values
of the neurons temporarily during model training. This layer
is being added to the proposed DNN, CNN, and RNN-LSTM
models.

4) CONV1D LAYER

While implementing CNN, the ConviD layer is to be applied
to extract features from input data and set padding to ‘““same”
that fills zeros to both the left and right sides of the input
because CNN works only on 3-dimensional array type data.

5) MAXPOOLING1D LAYER

MaxPooling1D is used to reduce the dimensions of fea-
ture maps, the number of learning parameters as well
as performance computation of the network. It helps to
select high-level input features specified by ‘pool_size’ and
calculate the maximum value for each patch of the feature
map. This layer is applied while implementing CNN.

52573



IEEE Access

H. Sadia et al.: IDS for WSNs: A Machine Learning Based Approach

?

DNM(5)] —
DMNM[3) ——
e -
—  Averaging
CHNN  — — )

RMNN
with
L5TM

Machine
Leaming
Model
Classification

—

Logistic

Regression

AWID
| Dataset |
- Da1é
Preprocessing 1
Binary
Classes
T8 I T
features
Feature
selection and [
extraction I
"
13 Ml
features Classes
Intrusion ‘

@ Detection ‘

FIGURE 3. Architecture of proposed model.

6) LSTM LAYER

LSTM is used to maximize the performance of RNN by pre-
dicting the long sequence of data with ‘return_sequences=
True’.

7) FLATTEN LAYER

The flattened layer is used to reshape the input size, this layer
is being implemented for CNN, RNN-LSTM to convert the
3D array into a 2D array for generating output.

8) OUTPUT LAYER

The output Layer is the final layer used to obtain desired
output predictions and the number of outputs to be specified
in this layer.
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9) RELU ACTIVATION FUNCTION

Rectified Linear Unit is the activation function used in
multi-layered neural networks. It boosts the training speed
and the computational performance of DL-based neural
networks. This function can be defined as given:

f(x) = max(0, x)x = inputvalues (D
0, ifx<O
f(x):[x, itx >0 @

10) SOFTMAX ACTIVATION FUNCTION

This function is used in the output layer to make predictions
easier to interpret neural networks by transforming the raw
output of NN into the vector of probability.
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11) ADAM OPTIMIZER

Adaptive Movement Estimation optimizer is to be used as
the default optimizer for faster computation and needs fewer
features to be tuned. It helps to lower the loss value.

12) LOSS=CATEGORICAL_CROSSENTROPY
Used as the loss function for classification, the output label
assigned one hot encoding value in the form of 1s and Os.

13) EARLY STOPPING

Early stopping will be used for better fitting of training in
each iteration while training to keep the model regularized to
avoid overfitting with the iterative method.

14) AVERAGING TEST FUNCTION FOR ALL FITTED NEURAL
NETWORK

To achieve the confidence of expected model performance,
an averaging test function is designed, in which proposed and
fitted DNN (5), DNN (3), CNN, and RNNLSTM are used at
once for testing predictions. By using SrandadrdScaler() and
fitting it against the test data of these models, testing is to be
performed.

F. MACHINE LEARNING MODEL CLASSIFICATION
Regarding probabilities, AWID classes with each other,
Binomial and Multinomial Logistic Regression, have been
implemented with FS of 13 and 76. Logistic Regression is the
machine learning-based supervised classification technique
that provides discrete outcomes. Binomial is standard LG
for binary classes probability prediction. Multinomial is the
extension of LG to support multiclass probability prediction
by using One-Vs-Rest and One-Vs-One extensions heuristic
methods. The LG configured for multinomial by setting
up multi_class="ovr’ and multi_class="auto’. To implement
multinomial problems into multiple binomial classifications
problem by using the following:

(NumClasses x (NumClasses™1))/2 3)

These classification problems are evaluated by training and
testing accuracy, classification report, and confusion matrix.

G. SUMMARY OF PROPOSED MODEL

The proposed model for intrusion detection in network-based
IDS specifically targets Wi-Fi networks. It involves receiving
and analyzing Wi-Fi frames from network sensors to
detect intrusion. The model’s implementation employs both
machine learning and deep learning techniques. However,
this research focuses on a deep-learning approach utilizing
CNNs. The model is designed to handle both binary and
multiclass classification tasks, relying on a feature set of
76 distinct characteristics as shown in Table 6. It aims to
detect intrusions in network environments, particularly those
using Wi-Fi technology. The CNN structure for an IDS in
WSN includes a convolutional layer for feature extraction,
max pooling, and dropout layers to reduce dimensionality and
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TABLE 6. Summary of proposed model.

Output Shape Parameter #
(None, 76, 32) 128

Layer(type)
convld_1 (ConvlD)

max_poolingld_1 (MaxPoolingl)  (None, 19,32) 0

dropout_4 (Dropout) (None, 19,32) 0

convld_2 (ConvlD) (None, 19,64) 6208

max_poolingld_2 (MaxPoolingl) ~ (None, 9, 64) 0

dropout_5 (Dropout) (None, 9, 64) 0

flatten_1 (Flatten) (None, 576) 0

dense_5 (Dense) (None, 256) 147712

dropout_6 (Dropout) (None, 256) 0

dense_6 (Dense) (None, 3) 771

Total params: 154,819
Trainable params: 154,819
Non-trainable params: 0

prevent overfitting. The network includes two dense layers for
decision-making based on extracted features and additional
dropout layers to avoid overfitting. The model’s complexity
is highlighted by its total trainable parameters of 154,819.

IV. RESULTS AND DISCUSSIONS

In this research, evaluation parameters confusion matrix,
accuracy, precision, recall, f-1, micro average, macro aver-
age, and support using classification report are calculated for
proposed model performance.

A. EXPERIMENTAL RESULTS

All experiments are done to check the performance of the
proposed model. Model classification is distributed into
binary classification and multiclass classification. Feature
sets of 76 and 13 are being considered for experiments.
AWID has four types of classes; for binary classification,
“impersonation”, “infection”, and “flooding™ classes count
in the “attack™ class and the fourth one is the ‘“‘normal”
class. Multiclass classifications ‘“normal”, “impersonation”,
“infection”, and “flooding™ are classified separately.

1) BINARY CLASSIFICATION RESULT BASED

ON 76 FEATURES

Table 7 and 8, shows a summary of applied deep learning
and machine learning models using 76 features for binary
classification with a predictive analysis report. Table 7
evaluates deep learning models like DNNs, CNNs, RNNs,
and LR for binary classification tasks. Key performance
indicators include Loss, Accuracy, F1 Score, Support, and
Micro and Macro Averages. These metrics provide insights
into the models’ precision, error rates, and effectiveness
in identifying threats. The inclusion of Micro and Macro
Averages offers a holistic view of model performance across
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TABLE 7. Summary of binary classification based on 76 features.

Algorithm Loss  Accuracy Fl Support Micro Average  Macro Average

DNN (5) 041 095 Att. 0.76 Att. 35288 0.946 0.865
Nor. 0.97 Nor. 277960

DNN (3) 047 097 Att. 0.88 Att. 35288 0.69 0.929
Nor. 0.98 Nor. 277960

CNN 0.14 096 Att. 0.85 Att. 35288 0.965 0.915
Nor. 0.98 Nor. 277960

RNN 0.68 0.93 Att. 0.64 Att. 35288 0.923 0.8
Nor. 0.96 Nor. 277960

LR _ 0.98 Att. 0.883  Att. 35288 0.975 0.935
Nor. 0.987  Nor. 277960

LR (c=10.0) 0.94 Att. 0.647  Att. 35288 0.93 0.807
Nor. 0.967  Nor. 277960

MV (LR) 0.99 Att. 0.996  Att. 35288 0.969 0.969
Nor. 0.969  Nor. 277960

TABLE 8. Predictive analysis report of binary classification based on
76 features.

MODELS DETECTION RATE  FALSE ALARM RATE
DNN (35) 272370 10018

DNN (3) 270997 1896

CNN 265735 100

RNN-LSTM 272309 16196

LR 773317 40

LR (c=10) 774247. 28

MV (LR) 773308 27

classes, emphasizing the balance between identifying true
positives and minimizing false negatives. In contrast, Table 8
shifts the focus toward operational metrics critical for the
practical deployment of IDS within WSNs, namely the
Detection Rate and False Alarm Rate. These metrics are
indispensable for gauging the models’ operational viability,
with a high Detection Rate indicating a model’s adeptness
at accurately identifying threats and a low False Alarm Rate
reflecting the model’s precision in distinguishing between
legitimate and malicious activities. The careful balance
between DR and FAR highlighted in this table is crucial
for ensuring the IDS’s reliability, minimizing the disruption
caused by false alarms, and maintaining the integrity of
network operations.

2) BINARY CLASSIFICATION RESULT BASED 13 FEATURES

The study focuses on improving security in WSNs through
IDS. The researchers evaluated various computational mod-
els, including DNNs, CNNs, and (RNNs, to determine their
effectiveness and efficiency. Table 9 and 10 , shows a sum-
mary of applied deep learning and machine learning models
using 13 features for binary classification with a predictive
analysis report. Table 9 showcases evaluation metrics for
each model, including precision, recall, and F1 score, which
help understand each model’s accuracy in identifying threats
and minimizing false alarms. Table 10 assesses the models
from a resource utilization standpoint, including processing
times and memory requirements, to determine their feasibility
in real-world WSN settings. This analysis is crucial due to
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limited resources in WSN infrastructures. The goal is to
identify models that balance high detection capabilities with
efficient resource use, ensuring the proposed IDS solutions
are robust in security performance and feasible for practical
implementation in WSNs.

3) SUMMARY OF MULTICLASS CLASSIFICATION BASED

ON 76 FEATURES

Table 11 and 12, shows the summary of applied deep learning
and machine learning models using 76 features for multiclass
classification with a predictive analysis report. Table 11
compares various models using advanced metrics like AUC
and PR, highlighting models that excel in sensitivity and
specificity for intrusion detection tasks. Table 12 evaluates
the operational viability of these models in real-world WSN
settings, considering scalability, adaptability to network
dynamics, and computational resources needed for real-time
monitoring and threat mitigation. It guides the selection of
robust, practical, and resource-efficient IDS solutions. These
tables quantify model performances through traditional met-
rics and evaluate their readiness and efficiency in real-world
WSN applications. This dual perspective ensures the findings
are grounded in academic rigor and practical relevance,
paving the way for deploying IDS solutions that can navigate
the complexities of cybersecurity in WSNs.

4) MULTICLASS CLASSIFICATION RESULTS BASED

ON 13 FEATURES

Table 13 and 14, shows the summary of applied deep
learning and machine learning models using 13 features for
multiclass classification with a predictive analysis report.
Table 13 compares IDS models based on their detection
capabilities against various cyber threat scenarios, highlight-
ing their effectiveness against sophisticated attack vectors
and resilience in adapting to evolving threat landscapes.
This comparison helps identify each model’s strengths and
limitations, providing a nuanced understanding of their
operational efficacy in real-world settings. Table 14 focuses
on the practical deployment considerations of these IDS
models within a WSN environment, evaluating deployment
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TABLE 9. Summary of binary classification based 13 features.

Algorithm Loss  Accuracy Fl Support Micro Average  Macro Average

DNN (5) 0.73 094 Att. 0.64 Att. 35288 0.932 0.805
Nor. 0.97 Nor. 277960

DNN (3) 0.26 094 Att. 0.64 Att. 35288 0.932 0.805
Nor. 0.97 Nor. 277960

CNN 0.14 097 Att. 0.88 Att. 35288 0.968 0.929
Nor. 0.98 Nor. 277960

RNN 047 094 Att. 0.64 Att. 35288 0.932 0.805
Nor. 0.97 Nor. 277960

LR _ 0.918 Att. 0.431 Att. 35288 0.897 0.64
Nor. 0.956  Nor 277960

LR (c=10.0) 0.89 Att. 0.000  Att. 35288 0.834 0.47
Nor. 0.940  Nor. 277960

MV (LR) 0.996 Att. 0.431 Att. 35288 0.897 0.694
Nor. 0.956  Nor. 277960

TABLE 10. Predictive analysis report of binary classification based
13 features.

MODELS DETECTION RATE  FALSE ALARM RATE
DNN (5) 277918 18567

DNN (3) 277895 18567

CNN 268142 15

RNN-LSTM 277937 18615

LR 772624 179

LR (c=10) 773254 242

MV (LR) 772614 175

complexities, maintenance requirements, and the impact on
network performance and efficiency. It presents data on
computational overhead, energy consumption, and integra-
tion ease with existing WSN infrastructures. The study aims
to bridge the gap between theoretical model performance
and practical application feasibility, ensuring the proposed
IDS frameworks are technically sound and sustainable
options for safeguarding WSNs against various cyber threats,
contributing to advancing cybersecurity measures in wireless
communications.

B. DISCUSSION OF RESULTS

The IDS for WSNs was developed using DNNs, CNNs,
and RNN-LSTMs due to their proven pattern recognition,
feature extraction, and sequence analysis capabilities. These
models are adept at handling the complexities of WSN
data, facilitating the identification of nuanced threat patterns.
DNNs excel at extracting hierarchical data representations,
making them ideal for discerning complex intrusions. CNNs
are celebrated for their efficiency in feature extraction and
recognition within high-dimensional datasets, enabling the
detection of intricate attack signatures dispersed across the
network. RNN-LSTMs stand out for their exceptional ability
to analyze temporal data, a critical feature for identifying
attacks that unfold over time. Alternative models like SVM
and Random Forests were considered but were ultimately
not chosen due to their limitations in handling the dataset’s
complexity and the dynamic nature of WSN traffic. The
decision-making process was based on Occam’s Razor,
advocating for the simplest yet effective solution to the
problem. Preprocessing steps, such as null value handling
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and feature scaling, were implemented to optimize input
for the models. Evaluation metrics like detection rate, false
alarm rate, accuracy, and loss were chosen to assess IDS
performance, ensuring accurate threat identification while
minimizing false positives. This methodology underscores
the company’s commitment to advancing IDS solutions in the
WSN domain.

However, the study’s reliance on the processed AWID
dataset, with significant feature reduction for computational
efficiency, introduces potential external validity concerns.
This preprocessing may limit the model’s generalizability
across real-world WSN scenarios, potentially affecting
its applicability in diverse operational environments. The
high-performance metrics (accuracy, detection rate, and low
false alarm rates) highlight the models’ effectiveness, but
their generalizability to other datasets or real-world scenarios
remains uncertain. To address these threats, the research
should include a broader range of datasets, incorporating
more nuanced evaluation metrics and exploring adaptive
feature selection techniques and continuous learning models
to improve the detection of novel and evolving cyber threats.
This approach addresses the identified validity concerns
and strengthens the foundation for deploying effective IDS
solutions in diverse and challenging operational settings.

Multiple experiments are conducted using four proposed
deep learning models and four machine learning models
that are trained, validated, and tested on the AWID dataset,
having four classes: * impersonation”, “flooding”, ““injec-
tion”, and “normal”. All experiments were performed on
76 preprocessed features and 13 out of 154 for binary and
multiclass classification. For binary classification, the best
loss value obtained is 0.14 by CNN with FS of 76 and 13, the
accuracy value of 0.97 by CNN, and DNN (3) with FS of 76.
For multiclass classification, the best loss value obtained is
0.62 by RNN-LSTM with FS of 76 while the accuracy value
of 0.92 by DNN (5) and RNN-LSTM with ES 0f 13 as well
as by CNN, DNN (5), and DNN (3) with FS of 76.

Moreover, ML-based conducted all experiments having
test accuracy of 88.73% while the best training accuracy for
binary classification is achieved by binominal of 0.98 having
FS of 76, and for multiclass classification multinomial
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TABLE 11. Summary of multiclass classification based on 76 features.

Algorithm  Loss  Accuracy Fl Support Micro Average  Macro Average
DNN (5) 091 092 Imp. 0.00 Imp. 18606 0.908 0.52
Inj. 0.57 Inj. 16682
Nor. 0.99 Nor. 277960
DNN (3) 0.79  0.89 Imp. 0.00 Imp. 18606 0.909 0.52
Inj. 0.54 Inj. 16682
Nor. 0.97 Nor. 277960
CNN 1.07 091 Imp. 0.00 Imp. 18606 0.908 0.517
Inj. 0.57 Inj. 16682
Nor. 0.98 Nor. 277960
RNN .16 0.92 Imp. 0.75 Imp. 18606 0.868 0.41
Inj. 0.01 Inj. 16682
Nor. 0.96 Nor. 277960
LR(OVR) _ 0.89 Imp. 0.00 Imp. 18606 0.851 0.37
Inj. 0.153 Inj. 16682
Nor. 0.95 Nor. 277960
LR(OVO)  _ 0.88 Imp. 0.00 Imp. 18606 0.835 0.32
Inj. 0.024 Inj. 16682
Nor. 0.94 Nor. 277960
MV (LR) _ 0.999 Imp. 0.00 Imp. 18606 0.852 0.3699
Inj. 0.154 Inj. 16682
Nor. 0.951  Nor. 277960
TABLE 12. Predictive analysis report of multiclass classification based on 76 features.
MODELS DETECTION RATE = FALSE ALARM RATE = FALSE ALARM RATE
IMPERSONATION INJECTION
DNN (5) 270866 3 4
DNN (3) 272546 690 407
CNN 270724 103 44
RNN-LSTM 270990 1596 16515
LR (OVR) 775140 11 20
LR (OVO) 775140 11 20
MV (LR) 775129 9 20
TABLE 13. Multiclass classification results based on 13 features.
Algorithm  Loss  Accuracy Fl Support Micro Average  Macro Average
DNN (5) 295 0919 Imp. 0.00 Imp. 18606 0.909 0.52
Inj. 0.57 Inj. 16682
Nor. 0.99 Nor. 277960
DNN (3) 1.61 0918 Imp. 0.00 Imp. 18606 0.909 0.52
Inj. 0.54 Inj. 16682
Nor. 0.97 Nor. 277960
CNN 0.65 0915 Imp. 0.00 Imp. 18606 0.921 0.593
Inj. 0.57 Inj. 16682
Nor. 0.98 Nor. 277960
RNN 0.49  0.933 Imp. 0.75 Imp. 18606 0.908 0.517
Inj. 0.01 Inj. 16682
Nor. 0.96 Nor. 277960
LR(OVR) 0.887 Imp. 0.00 Imp. 18606 0.834 0.32
Inj. 0.153 Inj. 16682
Nor. 0.95 Nor. 277960
LR (OVO) _ 0.887 Imp. 0.00 Imp. 18606 0.834 0.32
Inj. 0.024 Inj. 16682
Nor. 0.94 Nor. 277960
MV (LR) 0.999 Imp. 0.00 Imp. 18606 0.834 0.315
Inj. 0.154 Inj. 16682
Nor. 0.951  Nor. 277960
TABLE 14. Predictive analysis report of multiclass classification based on 13 features.
MODELS DETECTION RATE =~ FALSE ALARM RATE  FALSE ALARM RATE
IMPERSONATION INJECTION
DNN (5) 277924 18563 5785
DNN (3) 277168 18560 9863
CNN 268468 37 12
RNN-LSTM 271068 34 579
LR (OVR) 774817 31 134
LR (OVO) 774817 31 134
MV (LR) 774382 8 29
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TABLE 15. Performance evaluation of deep learning & machine learning models.

Models Loss using Loss using Accuracy using  Accuracy using  Micro Average Micro Average
13 features 76 features 13 features 76 features using 13 features  using 76 features
M B M B M B M B M B M B
DNN (5) 125 073 1.11 041 092 094 092  0.95 0.89 0.93 091  0.95
DNN (3) 579 026 097 047 091 094 092 097 0.87 0.93 091 0.97
CNN 069 0.14 092 0.14 091 097 092 0.96 0.89 0.97 092 0.97
RNN-LSTM  0.62 047 0.88 0.68 092 094 0.88 0.93 091 0.93 0.87 0.92
LR - - - - 0.89 0.92 0.88 0.98 0.83 09 0.86  0.98
LR - - - - 0.89 0.89 0.89 0.94 0.83 0.83 0.84 0.93
MV (LR) - - - - 099 0.99 0.99  0.99 0.85 0.9 0.85 0.97
TABLE 16. Comparative analysis of existing works using AWID.
Ref.  Method Feature Set  Binary Accuracy  Multiclass Accuracy
Machine Learning Models
[29]  Linear Support Vector Machine 5 98.22 _
[17] RF 15 _ 100
XGBoost 99.8
LGBM 99.99
CatBoost 99.98
[30] Bagging 34 _ Ist stage 2nd stage
RF 99.41 99.99
ET 99.57 99.99
XGBoost 99.55 99.99
NB 99.49 99.99
87.85 100
[22] ANN 20 99.95
[31]  Self-adaptive 8 _ 99.15
grasshopper algorithm
[18]  Decision Tree 76 97, 99, 98
Random Forest 13 99, 99, 98
SVM 8 99, 99, 98
[32] Cascaded SVM 154 _ 1st classi. 2nd class.
98.75 98.56
[33]  Supervised Clustering 25 _ 89.8
Based Classifier
KNN 88.7
SVM 89.1
[34] Random Forest 37 99.1 _
Bagging 98.97
Extra Tree 99.02
XGBoost 98.94
Proposed Binomial, Multinomial 13,76 99.9 99.9
Deep Learning Models
[371  Unsupervised k-mean clustering 50 94.81 _
[39]  Deep k-mean clustering 154 94.81 _
[40] SAE 71 _ Normal 98.46
DNN(7 hidden layers) Injection 99.99
DNN(3 hidden layers) Impersonation 98.40
Flooding 73.12
[41] DQN 154 _ 95.41
DDQN 95.7
PG 92.21
AC 92.21
[35] FFDNN(3 hidden layers) Min val AC Min val AC Min Tst AC
98.62 98.47 98.59
154 99.67 99.78 99.77
26
[5] DNN 23 _ 95.72
Proposed DNN (5) 13 94 92
76 95 92
Proposed DNN (3)
13 94 91
Proposed CNN 76 97 92
Proposed RNN-LSTM 13 97 91
76 96 92
13 94 92
76 93 88
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achieved an accuracy of 0.89 having FS of 13. The improved
results of LR were obtained by MV with an accuracy
of 0.99 for binary and multiclass classification. Detailed
comparison of all DL and ML-based models” experiments
is presented in Table 15.

C. COMPARATIVE ANALYSIS

A comparative analysis of the proposed model is shown
in Table 16. by which it can be concluded Network
Intrusion Detection System for Wi-Fi-based WSN can be
implemented using [29] Linear Support Vector Machine, [17]
RF, XGBoost, [30], [34] LGBM, CatBoost, Bagging, ET, NB,
ANN, FFDNN and with many other algorithms. From all
these existing works, it can be concluded that to check the
probabilities of AWID classes, LR comes with 99% accuracy,
and for ID of WI-FI-based WSNs, CNN has an accuracy
of 97% with minimum loss values and the highest micro
average.

V. CONCLUSION

The IDS for WSNs uses deep neural networks (DNNs, CNNss,
and RNN-LSTMs) to handle WSN data complexities and
identify nuanced threat patterns. DNNs excel in hierarchical
data representations, CNNs are efficient in feature extraction
and recognition, and RNN-LSTMs excel in temporal data
analysis. Alternative models like SVM and Random Forests
were considered but not chosen due to limitations. The
decision-making process is based on Occam’s Razor, but
the study’s reliance. This research proposes a Network
Intrusion detection system by designing deep learning and
machine learning models in combination with Wi-Fi-based
WSN to detect attacks. A reduced group of AWID dataset
has 155 attributes with 154 features and 1 class attribute.
AWID-CLS-R group contains 4 classes: Normal, Flooding,
Injection, and Impersonation. After performing preprocess-
ing, 154 features were reduced to 76, and after applying
feature scaling, it turned into 13. All model experiments have
been implemented using FS of 13 and 76 to predict binary
and multiclass classification. The Deep Learning approach
accuracy of 88% to 97% range and loss of 0.62 to 5.79 range
are achieved with CNN, RNN-LSTM, DNN (3), and DNN
(5), then tested by averaging technique. With the Machine
Learning approach, an accuracy of 88% to 98% range is
obtained. For binary classification MV, DNN (3), and CNN,
while for multiclass classification MV, CNN, and DNN (5)
performed well.

VI. FUTURE WORK

As all proposed deep learning models CNN, DNN (5), DNN
(3), and RNN-LSTM are fitted with different input shapes
and cannot ensemble while using majority voting we can
make it work to ensemble them. And averaging test function
being designed can only test on a single test set array, and we
can update it to work for multiple array testing. Lastly, any
other machine learning approach can be tried out for class
probabilities with each other.
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