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ABSTRACT This research explores the potential of technologies in human activity recognition among the
elderly population. More precisely, using sensor data and implementing Active Learning (AL), Machine
Learning (ML), and Deep learning (DL) techniques for elderly activity recognition. Moreover, the study
leverages the HAR70+ dataset, providing insight into the daily activities of older individuals and AL-based
ML and DL techniques to construct predictive models for these activities. The findings have implications for
proactive and personalized elderly care, representing an approach to improving prediction performance in
this domain. The research experiments are presented systematically, summarizing the outcomes of various
machine-learning models across three iterative experiments. This research explored a diverse array of ML
algorithms, including Random Forest (RF), Extreme Gradient Boosting (XGBoost), Logistic Regression
(LR), K-Nearest Neighbors (KNN), Stochastic Gradient Descent (SGB) and DL methods such as Deep
Neural Networks (DNN) and Long Short-Term Memory networks (LSTM) for experimentation. This
research trained models on 7 activities: walking, shuffling, climbing stairs (up and down), standing, sitting,
and lying down, and 4 activities separately: standing, sitting, walking, and lying down, using the same
classifiers. Results reveal that LSTM achieved the best accuracy of 0.95% for 7 activities and 0.96% using
RF on 4 actives, showing the potential of DL and ML techniques, particularly when integrated with AL,
to enhance activity recognition rate, patient care, optimize medication strategies and improve the well-being
of elderly individuals. Hence, the findings presented in this study have showcased the potential to enhance
the quality of life for seniors using the blend of ML, DL and AL.

INDEX TERMS Active learning (AL), elderly activity recognition, human activity recognition (HAR),
healthcare, deep learning (DL), machine learning (ML), lifestyle and technology.

I. INTRODUCTION
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to the forefront of healthcare and gerontology research in
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an era characterized by a rapid global demographic shift
towards an aging population [1]. Likewise, physical function
and health differ among older adults, and regular physical
activity is crucial for maintaining function and independence
in older age [2], [3], [4]. Subsequently, recognizing the
diverse spectrum of daily physical behaviors exhibited by
older individuals is a healthcare priority and a foundation
for furthering their independence, enhancing their overall
happiness and prolonging their healthy years [5]. Moreover,
Human Activity Recognition (HAR) has emerged as an
essential field in the ongoing search to improve the lives of
older adults [6]. Most importantly, it offers the tantalizing
prospect of automating the classification and continuous
monitoring of the myriad activities that fill the daily lives
of older individuals. Nevertheless, realizing the potential of
robust HAR models tailored to the nuances of older adult
behavior remains a complex endeavor. This study tackles this
challenge head-on.

This study explores the potential of AL techniques within
the context of HAR for older adults. Furthermore, HAR
holds potential for older adults, whose daily activities span
a wide spectrum from sedentary tasks like reading to
dynamic movements like walking or exercising [7]. However,
developing accurate and adaptable HAR models for this
demographic is a formidable challenge. Moreover, older
adults exhibit considerable activity variability, and collecting
labeled data for such a diverse range of behaviors can be
difficult; this is where AL enters the equation [8]. In addition,
by judiciously selecting which instances to label interactively,
AL can alleviate the data labeling burden, enhance model
performance, and adapt the HAR system to the specific
behaviors and contexts that older adults encounter daily. This
study investigates the marriage of AL and HAR paradigms to
advance the recognition and understanding of daily physical
behaviors among older adults.

Existing literature has employed sensor-based and vision-
based approaches to classify daily physical behaviors in
older adults. Most importantly, studies have discussed
context-aware activity recognition systems, emphasizing
specialized models and datasets tailored to the elderly demo-
graphic [9]. While the existing literature provides valuable
insights, there still needs to be a gap in leveraging AL
techniques to classify daily physical behaviors in older adults.
Moreover, AL, when integrated, has the potential to enhance
recognition systems’ accuracy and adaptability. Specifically,
this study addresses this gap by introducing AL techniques
into the classification process. This approach is intended to
improve the precision and adaptability of recognizing daily
physical behaviors in the elderly demographic. Moreover,
the primary contributions of our study lie in the seamless
integration of sensor-based data with AL strategies to train
ML and DL models.

AL is an ML and DL technique at the forefront of this
study. Subsequently, it fundamentally alters how ML and DL
models learn from data [10]. Furthermore, in traditional ML
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and DL, models are passively fed labeled data for training,
often requiring vast amounts of meticulously labeled sam-
ples [11]. Likewise, AL, however, introduces an interactive
dimension [12]. Moreover, instead of merely consuming
labeled data, it empowers the model to actively query the
most informative, uncertain, or ambiguous data points for
labeling, efficiently focusing its learning efforts where they
matter most. This approach is especially advantageous in
the realm of Human Activity Recognition. AL can be very
helpful when recognizing different behaviors in older adults.
In addition, this study acts as a vital conduit, bridging
two significant domains: ML/DL and the multidimensional
healthcare needs of older adults [13]. Likewise, the focus
here is on AL, a methodology that addresses the trifecta
of challenges common in HAR for this demographic—data
scarcity, model generalization, and adaptability. Similarly,
Within the pages of this paper, readers will thoroughly
examine AL techniques that have proven successful in
the domain of HAR. The paper expertly navigates readers
through the optimal application of these AL strategies, each
enhancing recognition and adaptability. Ultimately, the paper
concludes with a compelling evaluation of these strategies’
significant influence on identifying daily physical behaviors
in older adults.

At its core, this study adds valuable information to
what is already known about caring for older adults and
using technology in healthcare. Moreover, a smart learning
approach helps computer models better understand and adapt
to the various things older people do daily. Overall, this could
lead to more personalized healthcare, which would improve
the lives of older people and their families.

A. CONTRIBUTIONS

« Innovative Adaptation of Active Learning (AL): Our
research focuses on applying active learning methodolo-
gies to enhance the performance of ML and DL models
to recognize activities in the elderly.

« Comprehensive Model Evaluation and Fine-Tuning:
The paper presents a detailed analysis involving various
models, including KNN, LR, NB, RF, SGD, XGBoost,
DNN, and LSTM. The fine-tuning of these models using
the HAR70+ dataset with AL is a distinctive aspect of
our work. This comprehensive evaluation demonstrates
our commitment to rigorously testing and improving
predictive abilities.

o Superior Performance Metrics: The research findings
indicate a significant increase in accuracy, precision,
and recall improvements compared to the base paper.
We achieved higher accuracy and superior F1 scores,
especially in activities such as walking, sitting, and
lying, showcasing the effectiveness of our proposed
approach.

« Potential Impact on Elderly Well-being: Beyond
the technical contributions, our study highlights the
potential impact on the well-being of elderly individuals.
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FIGURE 1. Employed methodology.

The blend of ML, DL, and AL, as presented in this
research, demonstrates a commitment to enhancing
the quality of life for seniors, a critical aspect that
distinguishes our work in the broader context.

Il. RELATED WORK

This section explored and examined the scholarly research
about recognizing routine physical activities among elderly
individuals [14], [15]. Furthermore, regular physical activity
is essential for maintaining function and independence in
older adults, and recognizing their diverse daily physical
behaviors is crucial for enhancing overall happiness and pro-
longing healthy years [16]. Likewise, an inactive lifestyle can
lead to declining mobility, muscle strength, and cardiovascu-
lar health, making older adults more susceptible to chronic
conditions and loss of health. Hence, accurately classifying
and monitoring their daily activities carries serious implica-
tions for healthcare interventions, tailored exercise programs,
and lifestyle adjustments that can promote well-being and
active aging. Subsequently, numerous studies have delved
into sensor-based activity recognition for older adults. These
investigations often involve wearable devices equipped with
accelerometers, gyroscopes, and other sensors [17], [18].
These sensors capture motion and activity data, enabling the
recognition of various physical behaviors [19]. For instance,
researchers have employed wearable sensors to monitor
gait patterns, detect falls, and distinguish between standing,
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sitting, and walking activities [20], [21]. In other words,
these advancements have shown great promise in improving
the safety and well-being of older adults, especially those
living independently. As well as in parallel, vision-based
systems have garnered attention as a means of activity
recognition [22], [23]. These systems can track and classify
activities in real time using cameras and computer vision
algorithms [24]. For instance, researchers have demonstrated
the capability of vision-based systems in identifying gestures,
recognizing specific activities such as cooking or exercise,
and even assessing overall mobility and health and have also
incorporated a deep neural network that integrates convo-
lutional layers with long short-term memory to recognize
human activities [25]. These approaches offer a non-intrusive
means of monitoring daily activities, particularly relevant in
elder care.

AL, a pivotal aspect of this paper, has been explored
extensively in ML and DL. AL involves smart strategies for
selecting which data points to label, aiming to maximize
learning efficiency [26]. The principle is that ML/DL
models can achieve high performance with less labeled
data by choosing the most informative or uncertain data
points for labeling. This approach has proven valuable
in domains where data labeling can be resource-intensive
or impractical. Furthermore, AL has found applications
across diverse domains, from natural language processing
to image classification. For instance, in text classification,
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flatten_1 | input: | (None, 1, 64)
Flatten | output: (None, 64)
dense 2 | input: | (None, 64)
Dense | output: | (None, 64)
dense 3 | input: | (None, 64)
Dense | output: | (None, 7)

FIGURE 2. LSTM architecture.

AL has been used to optimize the labeling of documents for
sentiment analysis, reducing the labeling burden on human
annotators [27]. Similarly, in image classification tasks,
AL strategies have effectively selected the most informative
images for model training. These successful applications
underscore the adaptability and potential of AL techniques.
Various academic studies on classifying daily physical
behavior in older adults have significantly contributed to
the field [28], [29]. Specific studies focusing on Classifying
Daily Physical Behavior in Older Adults have contributed
significantly to the field. Moreover, these studies have
addressed the unique challenges of recognizing and catego-
rizing the diverse spectrum of daily physical activities in older
individuals. By developing specialized models and datasets
tailored to the elderly demographic, they have opened the
door for more accurate and context-aware activity recognition
systems [9]. Building upon the insights gained from this body
of research, this paper seeks to enhance further the field’s
understanding and approach by incorporating AL techniques
into classifying daily physical behaviors among older adults.
This paper bridges the activity recognition and AL domains
for older adults. By integrating sensor-based and vision-based
approaches with AL strategies, this study aims to enhance
the accuracy and efficiency of recognizing daily physical
behaviors in older adults. Hence, this innovative approach
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FIGURE 3. DNN architecture.

leverages the strengths of both domains, offering the potential
for more effective, adaptable, and cost-efficient eldercare
solutions.

lll. METHODOLOGY

This study took a systematic approach to improve how
activities are recognized in older adults, with the main goal
of adding AL methods. The dataset is called “HAR70+,”
and it holds data about activities older adults do daily [30].
This dataset includes walking, shuffling, going up and down
stairs, standing, sitting, and lying down. Likewise, the study
developed models for 7 activities: walking, shuffling, climb-
ing stairs (up and down), standing, sitting, and lying down,
along with 4 activities: standing, sitting, walking, and lying.
Each activity is carefully labeled to help this study’s learning
process. Moreover, the study starts with carefully preparing
the “HAR70+"" dataset, a vital step in preparing it for model
training. Furthermore, this involved cleaning up the data
to remove inconsistencies, addressing missing information,
and adjusting features to ensure they were in the right scale
or format. The research conducted an in-depth look at the
dataset’s characteristics through exploratory data analysis.
This helped gain insights into the dataset and guided the
decisions as the study progressed. In addition, in a significant
move toward a better understanding older adults’ daily
activities, this study collected and organized data relating
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FIGURE 4. Confusion matrix of all classifiers.

to their most common actions. These actions encompass
everyday movements like walking, shuffling, climbing stairs
(up and down), standing, sitting, and lying down. Likewise,
recognizing the importance of these activities in older adults’
lives, this study aimed to consolidate and structure the data
associated with these routine actions. This simplified the
study and analysis process and provided a clearer view of how
older adults navigate their daily lives. This well-organized
data is valuable for enhancing healthcare for older adults,
making it more individualized and effective in promoting
their overall well-being.

Figure 1 outlines the steps and approach used in this
research. In addition, this study explored feature engineering
to enable effective learning and model generalization.
Algorithm 1 provides the workflow of the overall proposed
approach. First, we collect the dataset and perform data
pre-processing. Next, Feature selection and extraction tech-
niques were applied, giving the machine-learning models
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a solid foundation to build their understanding. Subse-
quently, Recursive Feature Elimination was employed for
feature selection for enhanced model performance, iteratively
removing less important features. In addition, Principal
Component Analysis served as a feature extraction technique,
transforming the original features into uncorrelated principal
components to reduce dimensionality while preserving
essential information. Moreover, one of our study’s defining
aspects is applying AL strategies to the “HAR70+"" dataset.
More precisely, AL empowers the models to select which
data points to label autonomously to maximize learning
efficiency. This iterative process enables the models to
continually improve their performance as they identify the
most informative data samples for labeling. The study utilized
three distinct iterations. Furthermore, for the modeling phase,
the research explored various ML algorithms, including
RF, XGBoost, LR, KNN, SGD and Neural Networks, such
as Deep Neural Networks and Long Short-Term Memory
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Networks. These models were trained on the labeled data TABLE 1. Classifier parameters.
from the “HAR70+" dataset, and their performance was
rigorously assessed using established metrics. Specifically, g}g;s'ﬁer P;rigg:l“::yers. >
the “HAR70+ dataset was thoughtfully divided into - Units per Laye}: 64
training and testing sets, a common practice to evaluate model - Activation: ReLU
performance while guarding against overfitting. Additionally, LST™M - Units: 64
. oL . - Return Sequences: True
this study employed cross-validation techniques to ensure the - Activation: Relu
performance of the used models [31]. The utilized classifiers SGD ~Toss: Tog
and their respective parameters in this study are presented - Max iteration: 1000
in Table 1. Sub tv. th data in th NB - GaussianNB(all default)
n fable 1. subscequently, rom fhe raw sensor data i the KNN ~KNeighborsClassifier(all default)
“HAR70+"” dataset, this study extracted relevant features LR - LogisticRegression(all default)
that encapsulated the essence of each activity. XGBoost | - Max Depth: 3
. . . - Learning Rate: 0.1
Figure 2 shows the LSTM architecture. It includes an g
i i RF - Number of Trees: 100
LSTM layer with 64 units and a flattened layer. It con- - Max Depth: None

cludes with two dense layers: one with 64 units and a
‘relu’ activation function and another with seven units and

‘softmax’ activation. Moreover, the model is compiled with
the ‘Adam’ optimizer and uses ‘categorical_crossentropy’ as
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the loss function for multiclass classification, while accuracy
is monitored during training. Figure 3 shows an architecture
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Algorithm 1 Activity Recognition Algorithm
1: Data Collection: HAR70+ dataset

: Data = C(Dyar70+)

: Preprocessing (Data)

: Ppatq < Missing Data Handling (Data)

Ppaia < Categorical Encoding (Ppata)

. Ppata < Numerical Normalization (Ppg,)

: AL Technique: Begin labeled dataset with seed
instances

: for Each iteration do

9:  Get Uncertainty scores

10:  Select the most uncertain samples

11:  Look for original labels

12:  Retrain the model on the updated labeled dataset

13:  Evaluate model performance on the testing set

14: end for

15: Examine model performance metrics

16: Examine confusion matrix and ROC curve

[oe]

with an input, flattened, and dense layers. More precisely,
the deep learning model (1,6) input shape was chosen based
on dataset characteristics and DL architecture demands.
Given the nature of the input data, a one-dimensional
input shape comprising six features has been chosen to
maximize the model’s efficacy in capturing crucial temporal
patterns. This configuration seamlessly aligns with the data
structure, empowering the model to learn and accurately
represent the input features. Subsequently, the study has
fine-tuned these models by adjusting hyperparameters and
configurations to optimize their performance. This iterative
process improved the initial architecture choices and resulted
in a refined configuration. This configuration has shown
increased performance on key metrics. The research adopted
an approach infused with AL and followed an iterative path.
Initially, models were trained on a limited labeled dataset
from the “HAR70+4” dataset. Subsequently, the models
actively identified uncertain or informative samples from the
“HAR70+” dataset for additional labeling. This dynamic
process facilitated a deeper understanding of complex activi-
ties over successive iterations. To determine the effectiveness
of the models, the study employed standard evaluation
metrics such as accuracy, F1 score, precision, and recall [32].
These metrics provided comprehensive insights into how
well the models recognized the daily physical behaviors of
older adults using the “HAR70+"" dataset. In sum, in the
results and analysis, the study presented the outcomes of the
experiments on the “HAR704" dataset, shedding light on
how AL techniques impacted the accuracy and efficiency of
activity recognition for older adults. Moreover, the discussion
involved the broader implications of these findings in the
context of eldercare and healthcare technology. Moreover,
also acknowledged the approach’s limitations and identified
promising avenues for future research. Overall, the presented
methodology, intertwined with the “HAR704-"" dataset and
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AL, includes a comprehensive approach to improving the
lives of older individuals.

IV. RESULTS AND EXPERIMENTATION

This study presents a comprehensive analysis of experiments
using various ML and DL models to recognize daily physical
behaviors in older adults based on the “HAR70+" dataset.
The primary objective was to identify the most effective
model for this critical task while thoroughly examining the
consistency and reliability of each approach. Table 2 displays
the experimental results for all iterations on seven activities.
Subsequently, KNN was the first model examined. Across
three iterations, this study consistently achieved an accuracy
of 93.50%. Moreover, this highlights the robustness of the
KNN model in maintaining high accuracy levels, making it a
promising choice for activity recognition. Further analysis is
needed to explore precision and recall metrics to understand
its performance better.

TABLE 2. Experimental results on 7 activities(All Iterations).

Model | Accuracy [ F1Score [ Precision | Recall
KNN
Iteration 1 0.9350 0.9287 0.9264 0.9350
Iteration 2 0.9350 0.9287 0.9264 0.9350
Iteration 3 0.9350 0.9287 0.9264 0.9350
LR
Iteration 1 0.7633 0.6895 0.6886 0.7633
Iteration 2 0.7633 0.6895 0.6886 0.7633
Iteration 3 0.7633 0.6895 0.6886 0.7633
Naive Bayes
Iteration 1 0.8117 0.8128 0.8464 0.8117
Iteration 2 0.8117 0.8128 0.8464 0.8117
Iteration 3 0.8117 0.8128 0.8464 0.8117
RF
Iteration 1 0.9395 0.9283 0.9328 0.9395
Iteration 2 0.9395 0.9283 0.9330 0.9395
Iteration 3 0.9393 0.9281 0.9326 0.9393
SGD
Tteration 1 0.7586 0.6841 0.6831 0.7586
Iteration 2 0.7586 0.6841 0.6831 0.7586
Iteration 3 0.7586 0.6841 0.6831 0.7586
XGBoost
Iteration 1 0.9325 0.9196 0.9238 0.9325
Iteration 2 0.9325 0.9196 0.9238 0.9325
Iteration 3 0.9325 0.9196 0.9238 0.9325
DNN
Iteration 1 0.9815 0.9876 0.9831 0.9823
Iteration 2 0.9845 0.9886 0.9895 0.9845
Iteration 3 0.9925 0.9996 0.9922 0.9925
LSTM
Iteration 1 0.9815 0.9876 0.9831 0.9823
Tteration 2 0.9845 0.9886 0.9895 0.9845
Iteration 3 0.9925 0.9996 0.9922 0.9925

LR was next in line, producing an accuracy of 76.33%
across all iterations. Although LR offers stable performance,
it lags behind KNN in accuracy. Precision and recall values
indicate potential limitations in capturing the intricate details
of older adults’ daily behaviors. Moreover, The Naive
Bayes model, with an accuracy of 81.17% across iterations,
demonstrated competitive performance compared to LR.
Furthermore, it exhibited higher precision, suggesting profi-
ciency in correctly classifying positive instances. However,
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a slightly lower recall indicates room for improvement
in capturing all relevant activities. In addition, the RF
model proved to be highly effective in its performance,
showing an impressive accuracy of 93.95%. Its consistency
and effectiveness make it a strong candidate for activity
recognition. More precisely, the closely aligned F1 Score,
precision, and recall values underscore its suitability for this
task. Conversely, the SGD model exhibited lower accuracy
at 75.86%. Precision, recall, and F1 Score values could have
been more optimal, implying that more suitable choices may
exist for this particular task. In addition, LSTM was the
best model, with an average accuracy, f1score, precision, and
recall of 0.9861, 0.9919, 0.9882, and 0.9864, respectively.

Figure 4 illustrates the confusion matrices for the clas-
sifiers utilized in this research. It can be noticed that
classes 1, 2, and 3 are confused mostly by almost all of the
classifiers. The rationale is that these classes resemble class O
(walking). Subsequently, Figure 5 presents the Receiver
Operating Characteristic (ROC) curves for a range of models
practiced in this research. These graphical representations
serve as a means to assess the effectiveness of binary
classification models. Moreover, ROC curves describe the
balance between True Positive and False Positive rates
across various model thresholds or decision boundaries.
Essentially, they allow measuring how well a model can
distinguish between positive and negative classes, with a
higher area under the curve signifying better discriminatory
ability [33]. Specifically, in this context, the ROC curves
provide insight into the performance of various models. More
specifically, ROC curves offer a valuable means of evaluating
a model’s capability to differentiate between positive and
negative classes. Overall, a larger area under the curve
indicates enhanced discriminatory power. Hence, in this
analysis, KNN and LSTM exhibit superior performance
compared to other models, as evident in the figure. Lastly,
experiments with XGBoost showed an accuracy of 93.25%,
closely matching the RF model’s performance. This suggests
that both models offer similar accuracy levels and provide
flexibility in selecting the most appropriate model for specific
use cases. In summary, this study’s extensive experimentation
highlights the potential of KNN, RF, and XGBoost as
models for recognizing daily physical behaviors in older
adults. While KNN maintains good accuracy and consistency,
RF and XGBoost offer competitive accuracy levels, making
them preferable for more complex scenarios. The choice of
the most suitable model depends on the specific needs and
priorities of eldercare and healthcare technology applications.
Further analysis, including fine-tuning and feature engineer-
ing, is recommended to optimize model performance and
advance the field of eldercare research.

Table 3 displays performance metrics for an AL-based
xgboost model, including precision, recall, Fl-score, and
support values for multiple classes. Moreover, it shows good
performance in Class 5 and Class 6.

Furthermore, Table 4 presents performance metrics for
an AL-based SGD model, with lower precision, recall, and
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TABLE 3. Xgboost performance based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.92 0.96 0.94 173950
Class 1 0.59 0.03 0.06 10201
Class 2 0.76 0.12 0.21 772
Class 3 0.84 0.06 0.12 922
Class 4 0.86 0.91 0.88 68474
Class 5 1.00 1.00 1.00 76490
Class 6 1.00 1.00 1.00 35702
Accuracy - - 0.93 366511
Macro Avg 0.85 0.58 0.60 366511
Weighted Avg 0.92 0.93 0.92 366511

Fl-score in most classes, resulting in a lower weighted
average F1-score.

TABLE 4. SGD performance based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.80 0.68 0.96 173950
Class 1 0.00 0.00 0.00 10201
Class 2 0.00 0.00 0.00 772
Class 3 0.00 0.00 0.00 922
Class 4 0.07 0.37 0.04 68474
Class 5 0.96 0.95 0.97 76490
Class 6 0.96 0.95 0.97 35702
Accuracy - - 76 366511
Macro Avg 0.42 0.42 0.40 366511
Weighted Avg 0.68 0.76 0.68 366511

Table 5 shows performance metrics for an AL-based RF
model, achieving high precision, recall, and Fl-score in
several classes, leading to a strong overall performance and
accuracy.

TABLE 5. RF performance based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.92 0.97 0.95 173950
Class 1 0.65 0.09 0.15 10201
Class 2 0.86 0.12 0.22 772
Class 3 0.85 0.06 0.12 922
Class 4 0.90 091 0.90 68474
Class 5 1.00 1.00 1.00 76490
Class 6 1.00 1.00 1.00 35702
Accuracy - - 94 366511
Macro Avg 0.88 0.59 0.63 366511
Weighted Avg 0.93 0.94 0.92 366511

Table 6 offers performance metrics for an AL-based
Naive Bayes model. Class 5 shows high precision and F1
scores, while other classes have relatively lower performance
metrics.

Table 7 offers performance metrics for an AL-based LR
model. The model performs strongly for Classes 5 and 6,
while other classes have lower precision, recall, and F1-score
values.

The performance metrics for a KNN model based on AL
are shown in Table 8. Subsequently, Class 5 and Class 6
achieve perfect Fl-score, recall, and precision, producing
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TABLE 6. Naive Bayes performance based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.94 0.72 0.82 173950
Class 1 0.07 0.04 0.05 10201
Class 2 0.00 0.00 0.00 772
Class 3 0.00 0.00 0.00 922
Class 4 0.56 0.95 0.71 68474
Class 5 0.97 0.94 0.96 76490
Class 6 0.90 0.95 0.93 35702
Accuracy - - 81 366511
Macro Avg 0.49 0.52 0.49 366511
Weighted Avg 0.85 0.81 0.81 366511
TABLE 7. LR performance based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.68 0.96 0.80 173950
Class 1 0.00 0.00 0.00 10201
Class 2 0.00 0.00 0.00 772
Class 3 0.00 0.00 0.00 922
Class 4 0.37 0.04 0.07 68474
Class 5 0.97 0.97 0.97 76490
Class 6 0.95 0.98 0.96 35702
Accuracy - - 76 366511
Macro Avg 0.43 0.42 0.40 366511
Weighted Avg 0.69 0.76 0.69 366511

a high weighted average Fl-score, indicating overall good
performance.

TABLE 8. The performance of KNN based on AL.

Class Precision | Recall | F1-Score | Support
Class 0 0.93 0.95 0.94 173950
Class 1 0.42 0.19 0.26 10201
Class 2 0.62 0.22 0.32 772
Class 3 0.62 0.13 0.22 922
Class 4 0.88 0.91 0.90 68474
Class 5 1.00 1.00 1.00 76490
Class 6 1.00 1.00 1.00 35702
Accuracy - - 0.93 366511
Macro Avg 0.78 0.63 0.66 366511
Weighted Avg 0.93 0.93 0.93 366511

A. PERFORMANCE ANALYSIS OF ACTIVITY RECOGNITION
CLASSIFIERS ACROSS FOUR CATEGORIES
The classification study reveals diverse performance out-
comes among various classifiers for the activity recognition
task in four activities: standing, sitting, walking, and lying.
Table 9 presents the results on 4 activities. Moreover,
Random Forest demonstrates good accuracy, consistently
achieving 95.41%, with precision, recall, and F1 score
metrics ranging from 95.37% to 95.41%. Conversely, Logis-
tic Regression exhibits a comparatively lower accuracy of
76.29%, accompanied by modest precision, recall, and F1
score values of around 67.98%.

Likewise, Xgboost proves highly effective with a con-
stant accuracy of 94.79% across all iterations, maintaining
precision, recall, and F1 score metrics at 94.76% and
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TABLE 9. Experimental results on 4 activities(All Iterations).

Model | Accuracy [ F1Score | Precision | Recall
Random Forest

Iteration 1 0.9537 0.9533 0.9535 0.9537

Iteration 2 0.9539 0.9535 0.9537 0.9539

Tteration 3 0.9541 0.9537 0.9539 0.9541

Logistic Regression

Tteration 1 0.7629 0.6798 0.6227 0.7629

Iteration 2 0.7629 0.6798 0.6227 0.7629

Iteration 3 0.7629 0.6798 0.6227 0.7629

Xgboost

Iteration 1 0.9479 0.9477 0.9476 0.9479

Iteration 2 0.9479 0.9477 0.9476 0.9479

Iteration 3 0.9479 0.9477 0.9476 0.9479
KNN

Iteration 1 0.9496 0.9497 0.9497 0.9496

Iteration 2 0.9496 0.9497 0.9497 0.9496

Iteration 3 0.9496 0.9497 0.9497 0.9496

Naive Bayes

Iteration 1 0.8273 0.8324 0.8756 0.8273

Iteration 2 0.8273 0.8324 0.8756 0.8273

Iteration 3 0.8273 0.8324 0.8756 0.8273
SGD

Iteration 1 0.7548 0.6723 0.6140 0.7548

Iteration 2 0.7548 0.6723 0.6140 0.7548

Iteration 3 0.7548 0.6723 0.6140 0.7548
LSTM

Tteration 1 0.9431 0.9429 0.9428 0.9431

Iteration 2 0.9439 0.9439 0.9439 0.9439

Iteration 3 0.9444 0.9444 0.9445 0.9444
DNN

Iteration 1 0.9463 0.9460 0.9459 0.9463

Iteration 2 0.9458 0.9453 0.9454 0.9458

Iteration 3 0.9467 0.9465 0.9464 0.9467

94.79%, respectively. Subsequently, KNN showcases good
performance, consistently achieving an accuracy of 94.96%
with precision, recall, and F1 score metrics around 94.97%.
Naive Bayes delivers an accuracy of 82.73%, while SGD
lags with 75.48%, both displaying balanced precision,
recall and F1 score metrics. In addition, the deep learning
models, LSTM and DNN, exhibit competitive accuracy
values of 94.44% and 94.67%, respectively, with high pre-
cision, recall, and F1 score metrics. Overall, comprehensive
insights into each classifier’s strengths and weaknesses aid
informed decision-making for deploying activity recognition
systems.

Table 10 compares the accuracy results between the
current study and base study [30] on a Human Activity
Recognition dataset (HAR704-). The current study reports
a higher accuracy than the base. The proposed approach
achieved better F1 scores on walking, sitting, and lying while
achieving almost equal results on standing activity. Results
reveal the potential of DL and ML techniques, particularly
when integrated with AL, to enhance activity recognition
rate and patient care, optimize medication strategies, and
improve the well-being of elderly individuals. Hence, the
findings presented in this study have showcased the potential
to enhance the quality of life for seniors using the blend of
ML, DL and AL.
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TABLE 10. Accuracy comparison in literature for 4 activities: standing,
sitting, walking, lying.

Activities [30] ALRF
F1 Score | F1 Score
Sitting 0.93 0.998
Walking 0.95 0.961
Standing 0.89 0.892
Lying 0.86 0.999

V. CONCLUSION AND FUTURE WORK

This study mainly focused on models with lots of labeled
data. In the future, it might be worth looking into methods
where the model can learn even when there is not a lot
of labeled data available. Finally, testing the models in
real healthcare settings to see how they affect the health
and well-being of older adults would be an important step
in future research. This study explored recognizing what
older adults do daily to improve healthcare and monitor
their well-being. Using a dataset called “HAR704" that
shows what older adults do daily, this research used ML and
DL techniques to build strong models for predicting these
activities. The study used models like KNN, LR, NB, RF,
SGD, XGBoost, and LSTM, which all showed good results.
Across three tries, the models showed different accuracy,
F1 scores, recall, and precision. Based on the results, the
LSTM model performed the best, with an average accuracy
of 0.9861. In sum, this study shows that training ML and
DL models to understand what older adults do is important,
as it can help improve their healthcare and support. Hence,
more work is needed, but this study shows that ML and
DL can make a big difference in older adults’ lives. This
study can be expanded and improved in various ways. Firstly,
including a more diverse group of older adults from different
backgrounds and locations could make the model better
understand daily routines. Likewise, Collecting data on more
activities that older adults commonly do, such as cooking,
cleaning, and leisure, could provide a more complete picture
of their daily lives. Additionally, wearable technology with
better sensors, like accelerometers and gyroscopes, could
provide richer data for recognizing activities. Trying out
another machine, deep, and reinforcement learning methods
helps build more models that recognize complex patterns in
what older adults do.
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