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ABSTRACT This work aims to investigate the use of the Recurrent Neural Network (RNN) in automated
English grading. In order to achieve this, this work first constructs an automated English grading system
based on the Internet of Things (IoT). Next, based on the variant of RNN called Gated Recurrent Unit
(GRU), it introduces a self-attention mechanism into bidirectional GRU to form the Bidirectional-GRU_self-
attention (Bi-GRU_Att) model. Simultaneously, an attention pooling (AP) mechanism is introduced into
bidirectional GRU to form the Bidirectional-GRU_AP (Bi-GRU_AP) model. Comparative experiments are
conducted using Chinese and English corpora to compare the performance of these two models. The results
indicate that the Bi-GRU_AP model performs well on both Chinese and English datasets. On the Chinese
dataset, compared to Bi-GRU_Att, Bi-GRU, and GRU, its accuracy is improved by 1.3%, 9.9%, and 19%,
respectively. On the English dataset, compared to Bi-GRU_Att, Bi-GRU, and GRU, its accuracy is improved
by 2.2%, 9.8%, and 19.2%, respectively. This suggests that introducing the AP module enables the model to
better capture sentence information, thereby enhancing model performance. Additionally, after 20 iterations,
the Bi-GRU_AP model exhibits good convergence and stability. The findings provide new insights for the
development of automated English subjective grading systems based on IoT and deep learning.

INDEX TERMS Automated English grading, recurrent neural network, gated recurrent unit, self-attention
mechanism, attention pooling.

I. INTRODUCTION
A. RESEARCH BACKGROUND AND MOTIVATIONS
With the advancement and widespread adoption of Internet
of Things (IoT) technology, the interconnection of various
devices and sensors has brought significant opportunities to
the field of education [1], [2], [3]. English, as a globally
used second language, faces limitations in its teaching and
assessment methods, including subjectivity, inefficiency, and
lack of personalization [4], [5], [6]. Therefore, from the per-
spective of IoT, the research on the application of Recurrent
Neural Network (RNN) in English grading, combined with
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deep learning, is of great significance. Deep learning (DL),
a crucial branch of machine learning, utilizes multi-layer
neural network models for complex pattern learning and
representation [7], [8], [9]. RNN, a specific type of neural net-
work, has advantages in handling sequential data by capturing
contextual information, thereby enhancing the understanding
and representation of input data.

In the context of English grading, traditional methods rely
on manual assessment, which is time-consuming and suscep-
tible to subjective factors [10], [11]. Utilizing RNN-based
DL allows for training based on large amounts of language
data and learning more accurate and objective grading mod-
els. Furthermore, connecting various devices and sensors
through IoT can collect real-time data on students’ speech,
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writing, and reading, providing comprehensive and personal-
ized assessments [12], [13], [14]. Therefore, this work aims to
explore the application of RNN-based DL in English grading
from an IoT perspective. It is hoped to revolutionize tradi-
tional English grading methods and provide more effective,
accurate, and personalized solutions for English education
assessment. Additionally, the application research of IoT-
oriented RNN-based DL is expected to offer new perspectives
and methods for the integration of IoT and the field of educa-
tion.

B. RESEARCH OBJECTIVES
The research objective is to design an RNN-based DL model
that can capture text information, thereby creating an English
automatic grading system. In order to achieve this goal, this
work develops an English automatic grading system based
on IoT. It introduces self-attention mechanisms and attention
pooling (AP) into the Bidirectional Gated Recurrent Unit (Bi-
GRU) model to enhance the representation capability of input
data and improve the accuracy of capturing sentence infor-
mation. The performance of two GRU models is compared.
Achieving these research objectives can bring significant
innovation and improvement to the field of English education
assessment and provide specific guidance and references for
the construction of English subjective grading systems based
on IoT and DL.

II. LITERATURE REVIEW
Technological progress leads to increasing research on auto-
matic grading systems. Salim et al. constructed a ridge
regression model to enhance the accuracy of automatic
short-answer grading systems for Indonesian language stu-
dents by improving early state-of-the-art models and meth-
ods. The results demonstrated that the system using bidirec-
tional encoder representations from transformer model and
fine-tuning methods could enhance the accuracy of short-
answer grading [15]. Abdul Salam et al. proposed a hybrid
approach that combined long short-term memory (LSTM)
networks and grey wolf optimizer to automatically grade
short-answer questions. Simulation results indicated better
performance of this hybrid model, although the training
time was longer [16]. Filighera et al. designed a black-box
adversarial attack specifically for educational short-answer
grading scenarios to study the robustness of grading mod-
els. In the attack, adjectives and adverbs were inserted into
incorrect positions in student answers to deceive the model
into predicting them as correct. Their study concluded with
recommendations for the safer practical use of automatic
grading systems [17].

In the field of English automatic grading, Zhang et al.
developed a model for semi-open-ended short-answer ques-
tions without reference answers. The model integrated
general and domain-specific information, utilized LSTM to
learn representations in the classifier, and considered word
sequence information [18]. Qi et al. proposed an active learn-
ing algorithm that combined Gaussian mixture models and

FIGURE 1. Functional modules of the english automatic grading system.

sparse Bayesian learning for strategic sample selection and
labeling. This approach aimed to build a classifier with joint
sample distribution features to enhance students’ language
skills, creating a teaching assessment model suitable for
current educational modes [19]. Agarwal and Chakraborty
comprehensively analyzed English computer-assisted pro-
nunciation training tools, categorized them into four types
based on the technology used and studied the significant
features of each category [20].

The studies above analyze automatic short-answer grading
systems from various perspectives, employ different meth-
ods to enhance these systems, and achieve varying degrees
of success. However, fewer studies consider the contex-
tual information of long sentences and the mutual influence
between words. Therefore, this work considers introducing
the attention mechanism and AP, and constructs a new neural
network model incorporating these two modules to improve
the model’s detection performance.

III. RESEARCH METHODOLOGY
A. AN ENGLISH AUTOMATIC GRADING SYSTEM BASED
ON THE IOT
With the rise of the IoT, it is possible to leverage IoT technol-
ogy to construct an intelligent and efficient English automatic
grading system [21], [22]. The English automatic grading
system primarily consists of three modules. They are the
data collection, text representation, and prediction modules.
Simultaneously, this system makes full use of IoT technolo-
gies such as sensors and cloud computing to enhance the
efficiency and accuracy of the system [23], [24], [25], [26].
Figure 1 illustrates the modular structure of the system.

In Figure 1, data from student answers and standard
answers are first collected using IoT sensors. Graders assess
student answers based on the standard answers, assigning
scores using a 0-1 label, where 1 indicates similarity and
0 indicates dissimilarity. Subsequently, the process comes to
the machine processing stage. In grading subjective ques-
tions in English exams, key aspects include matching similar
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vocabulary, semantic relevance, and lexical matching [27],
[28], [29]. In the text representation stage, the input text
undergoes preprocessing, including removing spaces, num-
bers, and punctuation. Then, the text is tokenized, converting
it from a character language to a numerical language. Follow-
ing this, word vectors for text pairs are generated for training
and testing, facilitating subsequent DL processing [30], [31],
[32], [33]. With the preprocessing completed, a similarity
measurement algorithm is chosen, and model training begins.
This work utilizes RNN to construct the model. This work
strategically incorporates IoT into the framework of DL
RNN for English grading. The decision to integrate IoT is
based on its potential advantages in enhanced data collec-
tion, connectivity, and overall system efficiency. By fully
leveraging IoT technology, this work aims to provide a
more comprehensive and context-aware evaluation of English
language skills, thereby enhancing the robustness and effec-
tiveness of the proposed model. This strategic use of IoT
aligns with the ongoing trend of technological development,
contributing to the sophistication of language assessment
systems.

B. ANALYSIS OF THE BI-GRU MODEL
The core of automatic grading lies in researching text simi-
larity, and therefore, neural network-based models are used
for English text similarity detection. The choice here is
the RNN algorithm. RNN can capture contextual infor-
mation in sequential data, meaning that inputs from both
preceding and succeeding moments influence the output
at the current moment [34], [35]. This makes RNN per-
form well in tasks like natural language processing and
speech recognition, where considering contextual relation-
ships is crucial [36], [37], [38]. However, RNN suffers
from the vanishing gradient and exploding gradient prob-
lems. When the gradient is too large, model training may
fail to converge. To address this issue, researchers pro-
posed the GRU. GRU is a variant of RNN that introduces
gating mechanisms to control the flow of information and
memory updates, aiming to solve the problem of long-term
dependencies [39], [40], [41].

Although GRU resolves the problem of long-distance
information loss, it is still unidirectional, focusing only on
the forward information of the text and neglecting subse-
quent text information. The Bi-GRU model is proposed to
comprehensively consider contextual information. Bi-GRU
simultaneously processes the forward and backward informa-
tion of the input sequence. The forward GRU calculates in the
normal time sequence, while the backward GRU processes
the input sequence in reverse. Through this bidirectional
propagation, themodel can utilize future and past information
to reference the current time step, thereby better capturing
contextual relationships in sequential data [42], [43], [44].
Figure 2 illustrates the structure of Bi-GRU.
The computation process of Bi-GRU is as follows:
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FIGURE 2. Schematic diagram of the Bi-GRU model structure.
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xt represents the input layer,
−→
kt is the forward propagation

layer,
←−
kt is the backward propagation layer, and kt is the

output layer. The [] denotes the concatenation between two
vectors. ω represents the weights of the GRU, u represents
the weights of the GRU gating unit, and b refers to the
bias term of the GRU. The forward and backward prop-
agations handle past and future information, respectively.
They use information from different time points to deter-
mine the output at each moment. A more comprehensive
and complex set of text features is obtained for each node
by concatenating the results of the forward and backward
layers. This process enables a context-based comprehensive
judgment [45], [46], [47].

C. BI-GRU MODEL BASED ON ATTENTION MECHANISM
The attention mechanism introduces additional learnable
parameters, allowing the model to dynamically focus on
relevant parts of the input sequence based on the content it
is currently generating. This mechanism is widely used in
natural language processing. The self-attention mechanism
is an improvement upon the attention mechanism, particu-
larly suitable for learning from long sequences [48], [49].
Incorporating the self-attention mechanism into the Bi-GRU
model results in the fused Bi-GRU_Att model. By combining
GRU and the attention mechanism, this model can effectively
extract long-term temporal features and dependencies of sen-
tences. It measures the attention levels of different words
within a sentence to capture global information. Simulta-
neously, the self-attention mechanism can capture complex
interactions among words within a sentence, providing the
model withmore information. The Bi-GRU_Att model excels
in handling such tasks. Figure 3 illustrates its structure.

In Figure 3, y represents the output text representation after
passing through the Bi-GRU layer, andM is the text represen-
tation after self-attention. A is a multi-level attention matrix.
The Bi-GRU model fused with the self-attention mechanism
features a double-layer GRU structure and can capture com-
plex semantic features of the text and dependencies between
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FIGURE 3. Structure of Bi-GRU_Att model.

forward and backward words. However, this model treats
text pairs separately and does not fully consider their mutual
influence. In order to address this issue, AP is introduced,
forming the Bi-GRU model fused with AP (Bi-GRU_AP) to
further enhance model performance. The key characteristic
of AP is the construction of an AP matrix W , which gen-
erates maximum row pooling vectors and maximum column
pooling vectors. The purpose is to retain the most significant
features and reduce the computational complexity of the
model [50], [51], [52]. Figure 4 illustrates the structure of the
Bi-GRU_AP model.

FIGURE 4. The structure of the Bi-GRU_AP model.

The calculation method for the matrixW is as follows:

W = tanh(ATVB) (4)

V is a parameter matrix learned through the neural net-
work, and it can be optimized and adjusted during the model
training process. Each element of the matrix W reflects the
degree of matching for each word in the text pair. Performing
row-based max pooling and column-based max pooling on
matrix W yields two vectors, wa and wb. The m-th element
of wa indicates the influence of the context around the m-th
word in text A on text B. Attention weight vectors ϕa and ϕb

are obtained by applying the Softmax normalization to these
two pooled vectors. With ϕa as an example, the i-th element
of ϕa is given by:

[ϕa]i =
e[w

a]i∑
1<l<t e

[wa]l
(5)

t represents the length of the text, and l is the index vari-
able. Multiplying the original text matrix by the normalized
attention weight vector, the text pair representation vector is
obtained as follows:

za = Aϕa (6)

zb = Bϕb (7)

za and zb are the representation vectors for texts A and B,
respectively. Finally, the similarity δ between the text pairs is
calculated using the cosine similarity:

cos (δ) =
< za, zb >

∥za∥
∥∥zb∥∥ (8)

D. MODEL EVALUATION INDEXES
Common model evaluation indexes include accuracy, preci-
sion, recall, and F1 score [53], [54]. Among them, accuracy
represents the proportion of correctly predicted samples out
of the total number of samples, and its calculation is as
follows:

Acc =
TP+ TN

TP+ FN + FP+ TN
(9)

Recall suggests the proportion of true positive samples
among the actual positive samples. The calculation reads:

Rec =
TP

TP+ FN
(10)

Precision represents the proportion of true positive sam-
ples among the samples predicted as the positive class. The
calculation for precision reads:

Pre =
TP

TP+ FP
(11)

F1 score is the harmonic mean of precision and recall,
balancing precision and recall. The calculation for the F1
score reads:

F1 = 2 ∗
Pre ∗ Rec
Pre+ Rec

(12)

True Positive (TP) refers to correctly predicted samples of
this class; False Negative (FN) refers to the prediction of this
type of label as a sample of another type; False Positive (FP)
refers tomistakenly predicting other classes as samples of this
class; True Negative (TN) refers to samples that do not belong
to this category and are predicted to be not in this category.

IV. EXPERIMENTAL DESIGN AND PERFORMANCE
EVALUATION
A. DATASETS COLLECTION
This experiment uses two datasets: a Chinese dataset and
an English dataset. The Chinese dataset consists of exer-
cises from five school English translation exams, primarily
focusing on English-to-Chinese translation. The dataset may
contain samples with invalid or no student answers, requir-
ing cleaning. The method for constructing similar text pairs
involves selecting student answers similar to the standard
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TABLE 1. The experimental environment and parameter settings.

answer, combining them with the standard answer, and ran-
domly permuting them. The pairs labeled as 1 indicate
similarity between them. Student answers from different
questions are randomly combined and labeled as 0 for dis-
similar text pairs, indicating dissimilarity. A total of 1100 text
pairs are constructed.

This work also utilizes the English dataset Sentences
Involving Compositional Knowledge (SICK) to enhance the
reliability and accuracy of the English automatic grading
system. The SICK dataset comprises 9927 pairs of English
sentences, each with a similarity score between 1 and 5.
In order to align the data labels with the Chinese dataset,
sentence pairs with similarity scores of 4 and 5 are selected
from the SICK dataset and labeled as 1. Similarly, sentence
pairs with similarity scores of 1 and 2 are labeled as 0,
creating the English corpus for this work.

B. EXPERIMENTAL ENVIRONMENT AND PARAMETERS
SETTING
This experiment utilizes the Numpy library for data process-
ing, and the jieba segmentation is applied to tokenize the
Chinese corpus. Table 1 contains the remaining experimental
environment and parameter settings.

C. PERFORMANCE EVALUATION
1) COMPARISON OF RESULTS FROM DIFFERENT MODELS
Using the same Chinese and English corpus, a comparison
is made among the Bi-GRU_Att model with self-attention
mechanism, Bi-GRU_AP model with introduced AP, Bi-
GRU model, and GRU model. Figure 5 illustrates the results
on the Chinese dataset.

Figure 5 reveals that among the models based on the Bi-
GRU model, Bi-GRU_AP has the best performance in terms
of accuracy, recall, and F1 score, with values of 83.8%,
78.8%, and 81.3%, respectively. Compared to Bi-GRU, the
accuracy of Bi-GRU_Att, which incorporates attentionmech-
anisms, increases by 8.6%. Compared to GRU, Bi-GRU with
bidirectional information improves accuracy by 9.1%.

Figure 6 presents the results on the English dataset.

FIGURE 5. Comparison of detection results for different algorithms on the
chinese dataset.

FIGURE 6. Comparison of detection results for different algorithms on the
english dataset.

Figure 6 demonstrates consistent results with the Chinese
dataset, where Bi-GRU_AP performs the best in terms of
accuracy, recall, and F1 score, with values of 85.5%, 81.2%,
and 83.4%, respectively. Moreover, combined with Figure 5,
these data suggest that models need sufficient flexibility and
depth for long sentences. The purpose is to capture cross-
sentence correlations, context, backward information, and
the interaction between words in different sentences, thereby
improving accuracy and semantic understanding capabilities.

2) CONVERGENCE AND STABILITY ANALYSIS OF THE
BI-GRU_AP MODEL
It is confirmed that the Bi-GRU_APmodel performs the best.
This model’s loss values and accuracy after 20 iterations are
researched to assess the convergence and performance sta-
bility. Figure 7 illustrates the loss values of the Bi-GRU_AP
model after 20 iterations on the Chinese and English datasets.
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FIGURE 7. Loss values after 20 iterations of the Bi-GRU_AP model.

Figure 7 reveals that as the number of iterations increases,
the model’s loss values gradually decrease, stabilizing at
0.328 for the Chinese dataset and 0.280 for the English
dataset. This indicates that the model gradually learns better
parameter configurations during training to minimize the
error between predicted and actual values. After 18 iterations,
the model tends to converge, showing no significant improve-
ment.

Figure 8 depicts the accuracy of the Bi-GRU_AP model
after 20 iterations.

FIGURE 8. Accuracy of the Bi-GRU_AP model after 20 iterations.

Figure 8 demonstrates that as the number of iterations
increases, the model’s accuracy gradually improves, stabi-
lizing at 85.5% for the Chinese dataset and 83.8% for the
English dataset. This indicates that the model’s performance
on the grading task for both Chinese and English datasets
gradually improves, and after 18 iterations, it achieves a rel-
atively stable performance level. Considering both Figure 7

and Figure 8, the Bi-GRU_AP model demonstrates good
convergence and stability.

D. DISCUSSION
Additionally, recent research works in deep neural networks
indicate that neural network models incorporating attention
mechanisms indeed exhibit better performance. Huang et
al. proposed a lightweight tongue image segmentation net-
work for an essential step in automatic tongue diagnosis
and introduced an attention mechanism to enhance crucial
features and suppress irrelevant ones. The results showed that
the network demonstrated competitive performance on two
tongue image datasets and accurately extracted the tongue,
meeting practical application requirements [55]. Ma et al.
introduced a DL model, CTR_YOLOv5n, which combined
coordinate attention mechanisms and a Swin Transformer for
identifying common corn leaf diseases (leaf spot, gray leaf
spot, and rust) in mobile applications. Experimental results
indicated that CTR_YOLOv5n achieved an average recogni-
tion accuracy of 95.2%, a 2.8 percentage point improvement
over the original model [56]. Zhang et al. addressed the
issue of tobacco leaf maturity recognition. They proposed
a lightweight method for tobacco leaf maturity recognition
based on the MobileNetV1 model, feature pyramid network,
and attention mechanism. By introducing the attention mech-
anism, this model effectively integrated high-level semantic
information and low-level positional information, identifying
tobacco leaf boundaries [57].

Furthermore, in the research on automated scoring sys-
tems, Süzen et al. enhanced the reliability of human grading,
particularly for short-answer questions, by applying tech-
nologies such as data mining to automated scoring. They
aimed to provide valuable feedback to students and developed
a similarity-based score prediction model [58]. Tan et al.
also focused on short-answer questions, utilizing a dual-layer
graph convolutional network to encode non-directed hetero-
geneous graphs of all student responses. This approach aimed
to improve the performance of the automated short-answer
scoring system, and their results indicated that their model
outperformed other models [59], [60]. In comparison to these
two studies, this work achieves a notable advantage by intro-
ducing an AP module in a Bi-GRU network, achieving an
accuracy of 85.5%. In summary, an increasing number of
studies suggest that integrating attention mechanismmodules
into other deep neural networks can lead to better results,
thereby enhancing the feasibility of practical applications.

V. CONCLUSION
A. RESEARCH CONTRIBUTION
This work aims to investigate the English automatic grad-
ing system based on IoT and DL. It utilizes the variant of
RNN, GRU, as a foundation to develop two models. The first
is the Bi-GRU_Att model, which introduces self-attention
mechanisms into the Bi-GRU network. The second is the Bi-
GRU_APmodel, incorporating AP into the Bi-GRU network.
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The performance of these two models is experimentally com-
pared, leading to the following conclusions:

1) On both Chinese and English datasets, the Bi-GRU_AP
model demonstrates superior performance. On the Chinese
dataset, compared to Bi-GRU_Att, Bi-GRU, and GRU, its
accuracy increases by 1.3%, 9.9%, and 19%, respectively.
On the English dataset, compared to Bi-GRU_Att, Bi-GRU,
and GRU, its accuracy increases by 2.2%, 9.8%, and 19.2%,
respectively. This suggests that introducing the AP module
allows the model to better capture sentence information,
thereby improving accuracy and semantic understanding.

2) With an increase in the number of iterations, the Bi-
GRU_AP model’s loss gradually decreases, stabilizing at
0.328 for the Chinese and 0.280 for the English datasets.
After 18 iterations, the model converges, indicating good
convergence properties.

3) As the number of iterations increases, the Bi-GRU_AP
model’s accuracy gradually improves, stabilizing at 85.5%
for the Chinese dataset and 83.8% for the English dataset after
18 iterations. This indicates that the model has a relatively
stable performance level.

B. FUTURE WORKS AND RESEARCH LIMITATIONS
Although the proposed model has shown better performance
than other models, there are still areas for improvement
in practical applications. During text preprocessing, manual
labeling of the training set is required, which introduces a
certain workload. Future research could explore more precise
representation methods, such as dynamic and static word
vectors. Additionally, various factors influence the scores of
subjective English questions, such as students’ handwriting,
which the DL algorithm currently does not consider. It may
be worthwhile to explore approaches like computer-based
answers to mitigate the impact of handwriting on the eval-
uation.
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