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ABSTRACT The majority of bones that have fractured in humans are hand bones. As we use our hands
widely, they need early and accurate detection to be diagnosed. Fractures in the hands are most frequently
brought on by blunt force trauma, sports injuries, and bone fragility. Getting an X-ray of the affected area of
the bone and then discussing the results with a medical practitioner or radiologist is the standard procedure
for determining whether or not a fracture exists in the bone. The majority of medical professionals and
radiologists use X-rays to diagnose hand fractures; however, in some instances, they might miss small or
hairline fractures. Additionally, it might be difficult to find a good radiologist who can detect the fracture
properly and in time, because a delay in diagnosis can cause the injury to be more severe, and the bone might
not be recovered properly. Therefore, to detect hand bone and joint fractures through X-rays, a hybrid model
was developed that uses deep learning algorithms YOLO NAS (You Only Look Once - Neural Architecture
Search), Efficient Det, and DETR3 (DEtection TRansformer), which are widely recognized for their exact
object detection capabilities. The dataset used for this model is a hybrid dataset of 4736 hand-bone X-ray
images, they were further classified into 6 classes based on their types. To evaluate the performance the best
method is to compare the proposed model with the existing models, hence, the model was compared with
various existing algorithms and result analysis was done.

INDEX TERMS Hand bone fracture, fracture detection, X-rays, YOLO NAS, deep learning, hybrid dataset,
hybrid model, DETR3.

I. INTRODUCTION
Every single bone and joint in the hand is necessary for a
person to be able to carry out their typical activities. As hands
are needed for various purposes every day, the structure of
the hand bones is very complex. There are 27 separate bones
in the human hand: 8 carpal bones, 5 metacarpal bones, and
14 finger bones (also known as phalanges) that are joined
by ligaments and joints. Our hands include about 25% of
all the bones in our body [1]. This structure allows you to
do a variety of tasks with your hands, including lifting large
objects, gripping objects tightly, and threading a small thread
through a needle’s tiny eye [1]. The bones in our hands
provide the hand with stability and make it possible for us
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to engage in tasks that demand strength. With the help of
these flexible bones and joints, we can perform a variety of
gestures and movements to convey the meaning of what we
are trying to say, the hands play an important role in nonverbal
communication too.

As everyone uses their hands for so many different
activities, there is a significant risk that someone will hurt
their hands. The BLS statistics cited by Occupational Health
& Safety magazine say that in a year an average of 1 million
people are being considered for emergency hand injuries [2].
Given this information, wemay deduce that hand fractures are
one of the most frequently occurring injuries. Fractures of the
hand can be caused even by something as simple as falling or
twisting your body suddenly and forcefully. Fractures in the
hands are most frequently brought on by blunt force trauma,
sports injuries, and bone fragility. The accident, severity, and
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the kind of injury will be different for all, so every individual
should be treated differently based on their injury. In addition,
getting an accurate medical evaluation as soon as possible
after a bone fracture is essential for optimum recovery.

As of now the easiest way for radiologists to detect
a fracture caused by trauma is to use Radiography [3].
Radiologists are required to have specialized knowledge
and training to interpret medical images precisely. When
reading the X-rays, there is a potential for false negatives;
in some instances, the human eye may be unable to detect
the fractures, and when the X-ray is rotated (resulting in
an X-ray that is not clear), it may be challenging to detect
the fracture. In these times Machine Learning and Deep
Learning methods for autonomous actions come into use.
As of now, there exist many mechanisms in the medical
field using the ML and DL methods for completing tasks
accurately within much less time. Some of the popularly used
algorithms are CNN (Convolutional Neural Networks), RNN
(Recurrent Neural Networks), and SVMs (Support Vector
Machines) from Machine Learning and GANs (Generative
Adversarial Networks) from Deep Learning. Convolutional
Neural Networks (CNNs) have been at the forefront of
DL-based object detection, offering remarkable performance
in various domains, including medical imaging. These
models excel in accurately localizing objects while achieving
high detection rates. YOLO (You Only Look Once) is another
popular DL architecture for object detection, known for
its real-time inference speed and simplicity. YOLO models
operate by dividing the input image into a grid and predicting
bounding boxes and class probabilities directly from each
grid cell, making them efficient for detecting multiple objects
in a single pass.

In addition, if there is a lack of radiologists who can
identify the fracture, the patient may have to wait longer than
necessary to receive a diagnosis and treatment, which poses
a significant health risk. For the bone to heal properly, it is
essential to treat the injury accurately. We will be able to
continue the daily activities and be fit, only if the bone is
completely healed, and treating the injury as soon as possible
plays a great role in the healing process [4]. This shows the
importance of this model for society. This model works by
obtaining the input image(X-ray) from the user and searching
for fracture in that image using the YOLOv8 algorithm. This
invention will be very helpful to all, as the detection of a hand
bone fracture becomes easy and the diagnosis can be started at
an early stage. This reduces the risk of the bone’s incomplete
healing. The contributions of this paper are as follows:

• Experimented to find an easy way to detect hand bone
fractures.

• The dataset used for this experiment is a novel hybrid
dataset of 4736 images.

• Experimented by developing a hybrid model that uses
various deep-learning algorithms

The remaining sections will be organized as follows;
Section II covers the related task which is the literature review
for our proposed plan. Section III describes the proposed

methodology, which includes a description of the dataset,
preprocessing, and model description. Section IV describes
the experiment, analysis of results, and comparison of results.
Section V outlines the conclusion and prospective scope of
the study.

II. RELATED WORK
The models that use machine learning and deep learning
algorithms can never be useless, these algorithms can also
help to detect bone fractures and are quite useful for early
diagnosis and decreasing the risk to the patient, and it’s been
increasing every day. Computer vision-based algorithms are
the basis for detecting fractures in human bones, and until
today, several works have been done in this particular domain.

Ju and Cai [5] performed YOLOv5 and YOLOv8 on
children’s wrist fractures and compared the results. As they
were not satisfied and did not achieve the best results the
authors decided to apply data augmentation to the dataset.
The model was first trained on 14,204 images and then
increased to 28,408 using data augmentation.

Ahmed and Hawezi [6] focused on the detection of bone
fractures using machine learning techniques, particularly
X-ray image fractures. Various algorithms includingDecision
tree, Naïve Bayes, Nearest neighbors, Random Forest, and
SVM are used and the accuracy of these algorithms lies
between 0.64 to 0.92. The authors’ aim is to develop a
program that helps medical assistants in detecting a fracture
in the leg bone.

Karanam et al. [7] used three types of CNN: CNN-
frontal, CNN-bounding, and CNN-metal for preprocessing,
and Laplacian methodology is used to predict the margins
of the injured bones. The authors also proposed an in-depth
neural network to assist specialists in distinguishing different
types of fractures.

Xue et al. [8] study proposes a method to detect bone
injuries. The proposed method uses the guided anchoring
method of GA_RPN for better anchor generation. As the
model can identify fractures in various parts of the human
body it will be useful for medical institutions. The proposed
framework showed an accuracy of 97% to 99% outperform-
ing all the existing models of the same domain.

Kandel et al. [9] studied the usage of transfer learning,
a deep learning algorithm in computer vision to classify
musculoskeletal images to detect bone fractures. Various
CNN methods were used such as VGG, Xception, ResNet,
GoogleNet, InceptionResNet, and DenseNet, and the metrics
accuracy and Kappa were used to evaluate the performance of
all networks. The model obtained a confidence score of 95%.

Santos et al. [10] wanted to develop a model that can
even detect transverse fractures as thin as 1mm to 13mm
deep. They used the concept of feasibility for the model
implementation. Reference [10] emphasizes the importance
of using the Vivaldi antenna for the accurate detection of bone
fractures.

Inui et al. [11] used the deep learning algorithm YOLOv8
to detect Elbow OCD, as the said algorithm is accurate and
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fast it can be used to perform various tasks such as image
classification, object detection, and image segmentation. The
authors classified the normal and OCD images into four
classes using binary classification. The optimum value of
F-measure Confidence is calculated and obtained as 0.701,
and 0.781 for the YOLOv8n model, and YOLOv8m model
respectively.

Kassem et al. [12] developed a unique deep-learning
model based on ResNet50 for the easy identification of
pelvis fractures in scanning images. The study investigates
the pelvis classification problem using convolutional layers
and receptor fields, with a GPU being used to increase
performance. The trial results illustrate that the Grad-CAM-
based method is effective in detecting pelvic fractures and
pelvic morphology.

Zhang et al. [13] performed the study on patients with
acute chest injuries who received thin-slice and collected
their scans, the scans then were classified into three classes,
one assisted by radiologists another assisted by DL as the
concurrent reader, another assisted by DL as the second
reader, the results have shown that, assisting DL as the
concurrent reader improves the detection accuracy of rib
fractures.

Bevers et al. [14] did a study with the purpose of examining
if SSM-based shape characteristics are linked with fracture
presence in patients with a clinically suspected scaphoid
fracture. The SSM was created using MATLAB code and a
randomly generated templatemesh, with somemeshes rigidly
registered and some non-rigidly registered. The first form
mode accounted for 72.1% of the overall shape variance,
while the second and third modes explained 6.3% and 4.2%,
respectively.

Yadav et al. [15] proposed a methodology to detect bone
fractures using hybrid SFNet. The model is also used for
the sorting of bone images with the SoftMax activation
function. Yadav et al. [15] used a dataset of 34000 images
and implemented the model. Considering precision as the
metric to evaluate the performance of the model, the least was
observed as 45% with MobileNetV2 and the highest was 100

Ma and Luo [16] developed a system that splits all human
bones into 20 different types based on human anatomy.
For the detection tasks, the Faster R-CNN algorithm was
used. The authors compared various methodologies and
the results show that the CrackNet is better in terms of
recall and specificity. The system achieved 88,39% accuracy
outperforming other methods.

Li and Tan [17] conducted a study on the role of
Ultrasound images to assess and diagnose various bone
fractures. The risk of bias and relevancy of eligible studies
was assessed using four domains: selection of patients, index
test, reference standard, and flow and timing. The risk of
bias calculation was assessed using the QUADAS-2 risk
assessment tool. Compared to conventional radiography, the
results demonstrated a high degree of accuracy in fracture
detection.

Rakesh and Akilandeswari [18] conducted a project to
detect bone fractures using the Canny edge detection Bernsen
algorithm. The model was performed on a Kaggle-obtained
dataset with 15000 samples of wrist fracture RGB images.
The Canny detection andBernsen algorithm achieved 76.85%
and 75.29% respectively. Rakesh and Akilandeswari [18]
also concluded that Canny edge detection is less sensitive to
partial blockage.

Mishra and Mishra [19] conducted a study with the
objective of presenting various techniques to detect fractures
in bones on X-rays with the usage of trending AI and
deep learning algorithms. Types of bone fractures were
classified into 7 classes. Machine learning algorithms such
as Bagging, Boosting, Stacking, Random Forest, and various
deep learning algorithms were performed on the model and
the final best accuracy achieved was 90%.

Despite many studies in this particular domain, there are
still many factors that can be improved to get the best
model, like the fact that most of the studies are based
on publicly available unannotated and publicly available
annotated datasets which might not be of good quality.
In many studies, the classes chosen were very less, and only
a particular part of the anatomy is focused. In this study, the
images that were selected to experiment are manually chosen
based on quality and it focuses on all hand bones and joints.

Table 1 is the analysis after comparing the studies in related
work.

III. MATERIALS AND METHODOLOGIES
A. DATASET DESCRIPTION
The data that is necessary to train and develop the model
is in the dataset. The performance and generalizability of a
model are directly impacted by the excellence and the range
of the dataset. A solid dataset is required for a model to
understand complex patterns and make accurate predictions.
The dataset considered for this model is a self-made hybrid
dataset, different datasets from different sites such as Kaggle,
Mendeley data are considered and combined to select the
best 4736 images. The size and format of the image
used for YOLO NAS should align with the model’s input
requirements, as the dataset contains images of different sizes
the squared images of dimensions 608 × 608 pixels were
selected while maintaining the original aspect ratio and using
standard image format PNG. These 4736 images were then
separated into training, validating, and testing datasets of
proportions 70%, 20%, and 10% respectively. The images
are classified into 6 different classes: Finger fracture, Wrist
fracture, Forearm fracture, Elbow fracture, Humerus fracture,
and Shoulder fracture. Each image was annotated according
to its class before it was added to the dataset. The curated
dataset is highly efficient and simple to comprehend, which
is a significant advantage for anyone interested in working in
this field. Fig. 1- Fig. 6 belongs to the dataset that is used
to train the model, each image represents each class that is
considered.
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TABLE 1. Comparison table of related work.

FIGURE 1. Humerus positive.

FIGURE 2. Forearm positive.

FIGURE 3. Shoulder positive.

B. DATA PREPROCESSING
The only source of getting the data useful for real-time
detections is to get the data in the raw state. The raw

FIGURE 4. Elbow positive.

FIGURE 5. Fingers positive.

FIGURE 6. Wrist positive.

data is mostly noisy and inconsistent, so preprocessing will
be a sure step to get the raw data into its best form [6].
Data preprocessing is converting the available data into a
suitable format for machine learning and deep learning tasks.
The main five steps in data preprocessing are; cleaning,
that is removing all the noise from the dataset, fixing
errors and filling in the missing values, transformation,
which is like organizing the images of the dataset for a
better understanding, Integration, this step is merging data
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from different sources, reduction, in which the data that is
inefficient and irrelevant is removed from the dataset, and
the final step is, normalization, this helps to compare the
results of different classes or different features. The dataset
that was used is a hybrid one, and the publicly available
dataset consists of many unclear and redundant images, all
that noise in the image dataset was cleared manually, and
the images from different datasets to create one efficient and
reliable dataset. No tools were used to annotate the images,
all images were annotated manually according to the classes
that have been divided.

C. EXISTING METHODOLOGIES
To compare and evaluate the model’s performance, the
experiment has been conducted on various popularly known
existing algorithms. The same dataset that was created for
this experiment was used for all the existing algorithms
implementations.

1) INCEPTION V3
InceptionV3, a strong CNN architecture, shows a com-
promise between the two most popularly known metrics
accuracy and processing efficiency. This makes the model
appropriate for a wide range of image recognition applica-
tions. It was designed to address deep learning problems on
large image datasets for image classification and recognition.
Local and global patterns in input photos can be learned by
the network. With this factorization, the network can analyze
larger receptive fields while lowering computational costs.
The Inception V3 can be trained faster with the help of batch
normalization, which normalizes mini-batch activations. The
network was trained with the ImageNet dataset, which has
millions of classified pictures in hundreds of categories. Pre-
training provides the model with a rich set of characteristics
that may be fine-tuned or used for other image recognition
tasks. The design outperforms other image classification
architectures on image classification benchmarks and is
widely utilized in research and practice. ReLu transforms
all the negative value outputs to Zero and doesn’t change
the positive value outputs. In Inception V3, ReLu activation
is applied after the convolutional layers and dense layers.
Mathematically it can be defined as

f (x) = max(0, x) (1)

here, ‘x’ denotes the input of the activation function and
‘f(x)’ denotes the output.

2) VGG 19
VGG19 is a convolutional neural network architecture. It is
an upgrade to the VGG16 architecture with 19 layers. The
VGG19 architecture consists of nineteen layers, includ-
ing convolutional, pooling, and three dense layers. The
employment of modest 3 × 3 filters in each convolutional
layer increases feature representation acquisition in the
architectural design. One of the main aims of the network is
to reduce the spatial dimensionality of the input data and it

can be achieved by including max-pooling layers to perform
featuremap-down sampling. TheVGG19 architecturemay be
formally expressed as a series of nonlinear transformations
that enable mapping an input picture to a probability
distribution across a preset range of classes.

The network’s layers may be described as a mathematical
function that receives an input feature map and performs a
convolution operation with a set of adaptive filters. This is
then followed by a non-linear activation function, such as
ReLU, and possibly a pooling procedure. The output of each
layer is then used as an input for the next layer. In the training
phase, backpropagation and stochastic gradient descent
algorithms help to update the weights of convolutional layer
filters. The difference between the expected probability
distribution and the actual distribution is called loss function
and the main goal of the network is to minimize it throughout
the dataset.

3) EFFICIENTDET
EfficientDet is an architecture-based family of object detec-
tion models. The EfficientDet models are intended to attain
a high level of precision while conserving computational
resources. The models with larger numbers (D7 being the
largest) have more parameters and can capture more complex
characteristics, but they also require more computational
resources. EfficientDet models use a compound scaling tech-
nique that simultaneously scales the model’s dimension, and
resolution to achieve a reasonable balance between accuracy
and efficiency. Bymodulating these dimensions, EfficientDet
models can be adapted to various resource constraints and
task specifications. EfficientDet models integrate multiple
techniques for efficient object detection, such as feature
pyramid networks, bi-directional feature pyramid networks,
and weighted feature fusion. These techniques allow models
to effectively capture multiscale features and enhance the
accuracy of object detection for a versatile amount of
object sizes. The EfficientDet models have attained SOTA
performance on prominent object detection standards such
as the COCO dataset (Common Objects in Context) and
have demonstrated greater accuracy than previous models
while maintaining efficiency. On the basis of the EfficientNet
architecture, EfficientDet models are a family of effective and
precise object detection models.

4) RESNET50
ResNet-50 is a Convolutional Neural Network that consists
of 50 layers of Residual Network architecture. ResNet-50
is distinguished by its residual connections, also known as
shortcut or skip connections. Data can flow directly through
the network’s connections from one layer to the next. The
problem of vanishing gradients can be solved through this
technique and helps in training multilayer neural networks.
ResNet-50 has unused blocks. In the residual block, multiple
convolutional layers are followed by batch normalization and
ReLU activation. Through element-wise addition between
the input and output of the residual block, skip connections
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are generated. Gradients can propagate effectively during
training due to this phenomenon, which creates a con-
densed information channel. The input image is sampled
by a max-pooling layer following a convolutional layer
in ResNet-50.

The number of remaining blocks fluctuates across the
four phases. Following the initial residual block are three
phases with progressively greater spatial resolution. The
network successively decreases the spatial dimensions while
increasing the number of filters to capture both low-level
and high-level data. Global average pooling includes spatial
information into a fixed-dimensional feature vector in the
network’s upper layer. Then, a fully connected layer and
a SoftMax layer are used to determine probabilities for
photo categorization classes. Mathematically SoftMax can be
defined as

Softmax(z(i)) =
exp(z(i))∑
j exp(z(j))

(2)

For i = 1 to n exp () represents the exponential function
and sum () calculates the sum of the exponential values of all
elements in the vector.

5) VIT (VISION TRANSFORMER)
ViT categorizes photos using the Transformer design. ViT
can learn in the absence of built-in features. ViT, like NLP,
interprets images as patches. ViT linearly converts an input
image’s grid of fixed-size patches into a high-dimensional
feature space. Objects are located using transformer decoders
utilizing patch and positional embeddings. Transformer
encoder patch embeddings are handled by self-attention
layers and position-wise feed-forward networks. The overall
image and local interactions between patches may provide
global context to the model. After numerous Transformer
layers, a classification head adds class names to the model.
ViT can handle a variety of picture sizes thanks to fixed-size
patches. Unlike convolutional neural networks (CNNs), ViT
may use photographs without scaling or cropping them. ViT
runs admirably on ImageNet. Self-attention methods need
more training data than CNNs. Transformer-based systems
hold enormous promise in computer vision, particularly for
picture categorization. The activation function used here is
GELU and is mathematically defined as

GELU(x) = 0.5 · x

(
1 + tanh

(√
2
π

·

(
x + 0.04 · x3

)))
(3)

Here tanh represents the hyperbolic tangent function, sqrt
is the square root and pi is the mathematical constant pi

6) YOLOv8
Ultralytics created an innovative object identification and
image segmentation model known as YOLOv8. It is
the YOLOv5 model’s replacement and offers a lot of
enhancements in terms of speed, accuracy, and adaptability.

Anchor-free detection of YOLOv8 is the latest approach
to object detection that does not use pre-defined anchor
boxes to predict object bounding boxes. This increases the
efficiency of the performance as it is not just limited to the
predefined box sizes. Moreover, YOLOv8 can also achieve
high accuracy with a fast inference speed, as it is also flexible
and versatile, it can be used for an extensive variety of object
detection tasks.

YOLOv8 is a single forward pass neural network and it can
predict the bounding boxes and class probabilities in an image
with that single pass. The model divides the image into a nxn
grid of cells, these cells will be helpful for the prediction of
bounding boxes and class probabilities. After the prediction,
the model uses a non-maximum suppression (NMS) algo-
rithm to remove overlapping bounding boxes, by this only the
most confident bounding boxes will be selected. In this study,
after receiving the input image from the user, the fracture
can be detected based on the annotated images of the dataset
with the help of the convolution and pooling layers in the
architecture. YOLOv8 employs a feature pyramid network
(FPN) as its backbone architecture. FPN is instrumental in
handling objects of various scales by capturing multi-scale
features. This allows YOLOv8 to effectively detect both
small and large objects within an image. The FPN consists
of a series of convolutional layers that extract features at
different resolutions, facilitating accurate object localization
and classification. This architecture is shown in Fig. 7

Activation functions have a noteworthy influence on the
performance of the model. In the YOLOv8 algorithm, Leaky
ReLU, Swish, and Tanh are the most commonly used as they
give the best results for classification tasks by avoiding the
vanishing gradient problem.

Leaky ReLU function:

x = max(a ∗ x, x) (4)

Swish activation function:

x = x ∗ sigmoid(beta ∗ x) (5)

Tanh activation function:

x =
ex − e−x

ex + e−x
(6)

7) YOLO NAS
TheYOLO-NAS framework incorporates quantization-aware
blocks and selective quantization techniques to achieve
optimal performance. The model, upon conversion to
its INT8 quantized variant, exhibits a marginal decrease
in precision, thereby showcasing a notable enhancement
compared to alternative models. The aforementioned
advancements ultimately converge to yield an architecture
of superior quality, characterized by unparalleled object
detection capabilities and exceptional performance. The
YOLO-NAS framework presents a novel fundamental unit
that exhibits favorable compatibility with quantization,
thereby effectively mitigating a notable constraint observed

57666 VOLUME 12, 2024



S. C. Medaramatla et al.: Detection of Hand Bone Fractures in X-Ray Images Using Hybrid YOLO NAS

FIGURE 7. YOLOv8 architecture.

in prior YOLO architectures. The YOLO-NAS framework
effectively utilizes sophisticated training methodologies and
subsequent quantization techniques to augment its overall
performance. The YOLO-NAS framework employs Auto
NAC optimization techniques and has undergone pre-training
on well-established datasets including COCO, Objects365,
and Robo flow 100. The utilization of pre-training renders
it highly conducive for object detection tasks in downstream
production environments. The architecture of YOLO NAS
is shown in Fig. 8, unlike manually designed architectures,
which may not always be optimal for specific tasks or
datasets, YOLONAS can tailor architectures to suit particular
requirements. This customization can lead to models that are
better suited for real-time applications, resource-constrained
environments, or specialized domains. YOLO NAS allows
for the exploration of diverse architectural configurations,
enabling the discovery of novel designs that might not have
been considered through manual design processes.

In YOLO NAS the activations that can be used are:
Mish:

f (x) = x · tanh(softplus(x)) (7)

It provides a smoother activation process
Hard Swish:

f (x) = x · min (max(0, x + 3), 6) (8)

This is computationally effective and is useful in resource-
constrained environments

D. PROPOSED MODEL
1) DESCRIPTION
YOLO NAS is a cutting-edge object detection algorithm,
which means that it excels in many ways when compared
to traditional algorithms. Some of the many benefits of

FIGURE 8. YOLO NAS architecture.

the YOLO NAS algorithm are precise accuracy, speed,
efficiency, versatility, and customization. All these features
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help us in developing a hybridized YOLO NAS model
which will be more efficient and accurate. Hybridizing an
algorithm increases the model’s strengths. When hybridizing
an algorithm there are many ways to do so, in this study, the
method used was training two algorithms at the same time,
then again training with two other algorithms.

The training images dataset will be provided to the
YOLO NAS and Efficient Det algorithms to train the
model. The YOLO NAS algorithm helps in extracting the
high-level features from the image such as objects, attributes,
and relations, and the Efficient Det helps in extracting
the low-level features such as edges, local patterns, and
histograms. Then both algorithms canmerge the features they
individually extracted at the fusion station to obtain the first
output image. Allowing two algorithms to extract features
helps by maintaining preciseness while labeling the bounding
boxes. Training epochs are one of the hyperparameter that
was considered for the model, the number of epochs trained
was 120 and it took about 4 hours for the model to train
completely.

Then the first output image will be sent to YOLO NAS
to fast screen the image and perform initial object detection,
then the image will be sent to the DETR3 transformer which
refines the image and confirms the detections for the most
precise accuracy. This DETR3 transformer is best known
for its efficiency and improved generalizability, as it is also
flexible, it is not a complex task to add this transformer in
a hybrid model. This step provides the second output image.
Then once again the image will be sent to YOLONAS, where
to prioritize the crucial regions and ignore the background,
an attention mechanism will be used. This step helps in
reducing the noise and providing the best result, that is the
final output image.

While the provided text describes the YOLO NAS
hybridization process in detail, it doesn’t directly offer a sin-
gle mathematical formula representing the entire algorithm.
Hybridization often involves combining different algorithms
that each have their complex formulas, making a single
encompassing formula quite cumbersome. However, the key
components and offer relevant formulas for each:

Feature Extraction:
YOLO NAS: This uses convolutional neural networks

(CNNs) for feature extraction. Specific formulas involved
depend on the chosen CNN architecture and activation
functions. One example of a basic CNN layer:

Output[i, j, k] = Activation(6m, n, l,W [i, j, k,m, n, l]

∗ Input[i− m, j− n, k − l] + b) (9)

EfficientDet: This also uses CNNs, potentially with
different architectures than YOLONAS. Similar formulas are
applicable here.

Feature Fusion:
The fusion station likely applies element-wise operations

like addition or concatenation to combine feature maps from

both algorithms. For element-wise addition:

FusionOutput[i, j, k] = YOLOFeature[i, j, k]

+ EfficientDetFeature[i, j, k]

(10)

Refinement and Detection:
YOLO NAS (fast screening): This could involve filtering

potential object locations based on probabilities learned
by the YOLO NAS model. Specific formulas depend on
the chosen architecture and output representation. DETR3
transformer: This uses a transformer architecture with atten-
tion mechanisms for refining detections. Formulas involve
complexmatrix operations for attention calculations and final
predictions.

YOLO NAS uses an attention mechanism to prioritize
regions. You can find various attention mechanism formulas,
such as:

AttentionWeight[i] = softmax

∑
j

Q[i] · K [j] · V [j]


(11)

This equation calculates an attentionweight for each region
based on query, key, and value vectors extracted from the
features.

2) HYBRIDIZATION
The proposed method is to utilize three algorithms of deep
learning to get the most accurate results and the algorithms
are YOLO NAS, Efficient Det, and DETR 3. Initially, the
YOLO NAS and Efficient Det algorithms are employed
simultaneously to extract high-level and low-level features
respectively from training images, ensuring a comprehensive
understanding of the visual data. These features are then fused
to generate the first output image, preserving precision in
labeling bounding boxes. Subsequently, the first output image
undergoes a refined detection process. It first passes through
YOLO NAS for fast screening and initial object detection,
followed by refinement by the DETR3 transformer, renowned
for its efficiency and adaptability. This transformer further
enhances the accuracy of detections, producing the second
output image. Finally, the image is once again processed
by YOLO NAS, incorporating an attention mechanism to
prioritize crucial regions and suppress background noise,
resulting in the final output image. This hybrid model
harnesses the capabilities of YOLO NAS, Efficient Det, and
DETR3 transformer, utilizing a total of three algorithms to
maximize accuracy and efficiency in object detection tasks.
Fig. 9 shows the proposed model architecture.

3) DATA AUGMENTATION
In the realm of computer vision, particularly when dealing
with medical imaging like hand bone X-rays, data aug-
mentation plays a pivotal role in bolstering the robustness
of deep learning models. This expanded dataset fuels the
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FIGURE 9. YOLO NAS hybridized model architecture.

model’s ability to recognize subtle patterns and variations in
hand X-rays, potentially leading to improved performance in
tasks like fracture detection, bone abnormality classification,
or skeletal age assessment. The main motive of the study is to
create a model with great performance, so data augmentation
is applied. This includes steps like cropping the image
and increasing the brightness and saturation of an image.
In this study, as all the images of hand bone X-rays were
grayscale, through data augmentation, the image’s brightness
was increased for better understanding. This process helps in
bringing versatility to the model’s training dataset.

IV. EXPERIMENT AND RESULTS
The dataset used is a hybrid one, which was a mix of various
best-quality X-ray images and it has a sufficient number
of samples for training and testing, making it appropriate
for persistent approval. After model training, the testing
dataset was used to judge the functioning of the VGG19, Res
Net 50, InceptionV3, Vision Transform, and Efficient Det
models. Several commonly used criteria, including accuracy,
precision, sensitivity (recall), and F1 score, were utilized
to evaluate the performance. The accuracy of the model’s
predictions as a whole or the classification accuracy of the
validation (training) data are both measured. The number
of true positives, true negatives, false positives, and false
negatives was calculated using a confusion matrix to help
assess how well the proposed approach worked. The metrics
to evaluate the performance of the model:

Accuracy: It is calculated using the proportion of all
successfully predicted photos to all test images [15].

TP+ TN
TP+ FP+ TN + FN

(12)

Precision: The precision can be calculated by dividing
actual results by the total number of true positives [15].

TP
TP+ FP

(13)

FIGURE 10. Comparing metrics of existing methodologies.

FIGURE 11. Predicted image 1.

Recall: It is calculated by dividing the total number
of positive samples by the total number of
predictions [15].

TP
TP+ FN

(14)
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FIGURE 12. Predicted image 2.

FIGURE 13. Predicted image 3.

FIGURE 14. Predicted image 4.

F1-Score: The F1-Score measures the harmonic mean of
the model performance [15].

F1 =
2 · precision · recall
precision + recall

(15)

Table 2 and Fig. 10 are used to analyze the performance
metrics of the seven existing methodologies and the proposed
methodology on the dataset. The dataset that is used for
all the algorithms is the same dataset that is considered for

FIGURE 15. Predicted image 5.

FIGURE 16. Predicted image 6.

FIGURE 17. Predicted image 7.

training the proposed model, and it consists of 6 classes. The
ResNet50 algorithm performed comparatively poorly with
train and test accuracies of only 77.91 and 71.21. In the
case of ResNet50, we can see the overfitting clearly with
the differences in train and test accuracies, this goes the
same with Efficient Det. Among the existing methodologies,
YOLO NAS has the best performance with a training
accuracy of 95.84 and a testing accuracy of 95.82, and the
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TABLE 2. Performance metrics of various models.

TABLE 3. Comparison between proposed and existing models.

FIGURE 18. Loss function graphs of the proposed scheme.

proposed model showed the best accuracy of 99.20 and
98.10 when compared to all algorithms.

Table. 3 is about the results of various studies in the
bone fracture domain. Most of these studies lack novelty
in the methodology. The performance of these methods is
assessed in various methods, and the experiment that used the
YOLOv8 algorithm for fracture detection in the wrist shows
the highest mAP of 0.631.

The proposed research employs a formal deep learning
approach by leveraging several prominent models, including
Inception V3, Vision Transformer, ResNet 50, VGG 19, and
EfficientDet, in the context of various applications. Among
these models, the proposed hybrid algorithm stood out as it
demonstrated superior performance, surpassing the accuracy
of all the other models. Notably, it achieved an impressive
mean average precision of 97.85 in hand bone fracture
identification tasks.

One of the most commonly used metrics for object
detection tasks is mean average precision (mAP). It can be
calculated by the number of True Positives, False Positives,
and False Negatives of each class, and the mean of all classes
is defined as the mean Average Precision. In addition to
its exceptional precision rate, the proposed model exhibited
significantly lower error values than the other models, further
emphasizing its effectiveness and reliability in these domains.
The findings highlight the algorithm’s potential as a versatile
and high-performing solution for automated systems, capable
of accurate and efficient detection tasks in diverse fields of
application.

Fig. 11 to Fig. 17 are the predicted images, which are
the output images of the proposed hybrid model and the
probability score of the respective class is also marked in
the output images to evaluate the performance of a particular
class of the model in a specific input image.
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TABLE 4. Performance of proposed scheme.

Table 4 is made upon analyzing the metric values obtained
by the proposed model. The metrics used for the evaluation
of the model are Precision, Recall, and, mAP (Mean Average
Precision), the Mean Average Precision can be calculated
either for a fixed threshold or for a range of thresholds. When
compared, the class forearm fracture has the highest mAP of
0.989 and the class Wrist fracture has the lowest mAP value
of 0.973.When considered for the whole, the proposedmodel
obtained a good precision rate of 0.989, which shows that the
proposed model is great for the detection of hand bone and
joint fractures.

Fig. 18 is the graph of the loss functions it illustrates
the values of the loss metric throughout the training process
for both the classification and regression components of
the model. The classification branch and the regression
branch use binary cross-entropy loss and distribution focal
loss respectively. The loss function graph serves as a
valuable tool for monitoring the training process and
detecting areas in which the model fails to converge.
If the loss values for either branch fail to exhibit a
drop, it may become imperative to update the hyperpa-
rameters of the model or procure supplementary training
data.

V. CONCLUSION
The developed hybrid model was used in this study for the
detection of hand bone fractures and it gave promising results.
Bone injuries require quick treatment and the algorithm can
make real-time detections quick and easy. The performance
and the accuracy results can be varied based on different
aspects such as the quality of the dataset, hyperparameters,
loss function, and optimization. Overall, finding the optimal
balance between these factors provided us with the best
accuracy.

Further to expand the study, the focus can be on
customizing the algorithm more deeply and increasing the
dataset. Customizing an algorithm has several benefits,
it increases the model’s efficiency and can provide novel
architectures. It allows the researchers to adapt models and
techniques to all scenarios and results in novel solutions
to complex problems. The increasing dataset can provide
the best results by reducing overfitting and handling rare
events. The quality and diversity of the data play a
vital role in the performance of a model and training
a large dataset allows us to create better deep learning
models.
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