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ABSTRACT Air formation is a common style of air combat, which demonstrates a high degree of flexibility
and strategic value in complex battlefield environments. The activity state of air formation is the result of
the intertwining of time domain and air domain, which requires accurate execution of tactical processes in
the time axis and skillful deployment of forces in three-dimensional space. Therefore, air formation target
combat intention recognition is a complex and challenging task that requires an in-depth understanding of the
dynamically changing behavioral patterns of the formation. To address this problem, this paper proposes the
STIRNet (Spatio-Temporal Network for Intention Recognition) model, which abstracts the air formation
as a spatial graph structure composed of vehicle nodes and combines its temporal data evolving over
time. The model autonomously adjusts its attention to different moments and spatial locations through the
spatio-temporal attention mechanism, focusing on the important spatio-temporal features that are crucial for
recognizing the combat intention of the air formation; and simultaneously captures and integrates the feature
information of the air formation in both the temporal and spatial dimensions through the spatio-temporal
convolutional operation, which effectively solves the deficiencies of the traditional methods in dealing
with the complex spatio-temporal dependency relationships. The experimental results show that the model
proposed in this paper effectively improves the accuracy of the combat intention recognition of air formation
targets, which is of great value for command decision-making and air battlefield situation assessment.

INDEX TERMS Battlefield situation awareness, air formation targets, intention recognition, spatio-temporal

attention, spatio-temporal convolution, spatio-temporal intention recognition network.

I. INTRODUCTION

With the continuous evolution of air warfare patterns and the
rapid development of technological advances, air formation
plays a crucial role in modern warfare. This highly synergistic
combat mode relies on the close cooperation between various
combat units within the formation to respond to different
mission requirements and to form a synergistic advantage
through the rapid transmission and sharing of information.
However, in the highly complex and uncertain air battlefield
environment, accurately recognizing the combat intention of
air formations is a very challenging task, which is of vital
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significance for accurately and comprehensively grasping
the air battlefield situation, making scientific decisions and
realizing coordinated strikes.

In earlier studies of target intention recognition,
Yang et al. [1] realized the fuzzy inference of the intention
of non-cooperative targets by constructing a fuzzy decision
tree with K-means clustering for the problem of difficulty
in extracting key causal features existing in non-cooperative
single targets. However, this method not only has limited
capability when dealing with larger datasets, but also needs to
discretize the continuous features of the target when dealing
with them, which affects the accuracy and applicability of
intention recognition. In order to ensure the accuracy of
extracting continuous features and the ability of the model
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to handle large datasets, Ding and Song [2] used the neural
network technique to build the FCN-BiGRU (Fully Convo-
lutional Networks - Bidirectional Gated Recurrent Unit) air
target intention recognition model, the parallel computing
capability, feature extraction capability and adaptive learning
capability of neural networks make the model able to deal
with large-scale target data efficiently, in addition, the gating
structure in the model can extract the continuity features
in the target data. In addition, for the problem of target
intention recognition in uncertain and incomplete air combat
information environment, Xia et al. [3] firstly used cubic
spline interpolation and mean complementation to repair the
missing target data, and then on the basis of this, they used
GRU (Gated Recurrent Unit) network to predict the future
state of the target, and then finally constructed a decision tree
to reason about its combat intention.

The above studies are all aimed at the intention recogni-
tion problem of single target, with the continuous evolution
of combat style, more and more scholars are focusing on
intention recognition of formation targets. Deng [4] used the
HMM (Hidden Markov Model) to speculate the behavioral
intent of the formation target based on its formation changes.
The combat intention of the formation target is affected by
many factors, and this method can not accurately and com-
prehensively speculate the real intention by only considering
its formation. In addition, the current state of the formation
target in the HMM is only related to the state of the previous
moment without considering the state of the earlier moment,
which is unable to capture the dependence of the formation
target’s formation features over a long distance. Compared
to HMM, DBN (Dynamic Bayesian Network) can more flex-
ibly characterize longer time spans and complex nonlinear
time dependencies. Yang et al. [5] constructed a DBN that
accurately reflects the effect of single-objective uncertainty
on the overall intention. In order to further describe the
continuity of formation target activities, Yang et al. [6] by
building a dynamic sequential Bayesian network, firstly use
DBN to capture the changes of formation target states in the
time dimension, and then use sequential Bayesian network
to infer the combat intention of formation targets. However,
the DBN is weak in processing the time series data of long
formation targets. Yue [7] designed the LSTM(Long Short-
Term Memory) network to solve this problem. By inputting
the time series data of formation targets into the network
model, the time dependence of formation target features can
be explored. Then DBN is used to reasoned the combat inten-
tion of the formation target. Each feature of the formation
target has different importance for recognizing its combat
intent, in order to learn the importance differences between
the features of the formation target, Wang et al. [8] intro-
duced the attention mechanism to build an LSTM-Attention
network, which learns the weights of each feature of the for-
mation target through the Attenion layer in order to enhance
the learning and utilization of the key information of the
formation.
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The above formation target intention recognition meth-
ods focus on exploring the changes of target data over the
time dimension, but ignore the effects of interactions and
cooperative behaviors among targets within the air forma-
tion and their spatio-temporal correlations. In recent years,
the rapid development of deep learning and graph neural
network (GNN) technologies has brought new opportuni-
ties for solving such problems. In this paper, we propose a
STIRNet (Spatio-Temporal Intention Recognition Network)
model that can simultaneously process spatial features and
time-series information to recognize the combat intention
of air formation targets, and the main innovations are as
follows.

(1) The spatial attention mechanism enables the model to
give different levels of attention to information about the rela-
tive positions, speeds, and directions between different targets
in the formation, while the temporal attention mechanism
allows the model to dynamically analyze the sequence of
behaviors at different moments and weight them according
to the importance of the data at each time point. With the
spatio-temporal attention mechanism, the model is able to
adaptively learn and assign weights to key time steps and
formation members, thus focusing on time information that
is critical to recognizing combat intention and key target
information in the formation.

(2) STIRNet is able to consider both time series data and
spatial topology of air formation targets. Through the spa-
tial convolution operation, it models the spatial relationships
within the air formation to capture the synergistic relationship
information among the targets; through the temporal convo-
lution operation, the model can capture the dynamic features
in the target trajectory data that change in time and space,
and efficiently understand the behavioral patterns and their
evolutions among the targets in the formation.

(3) In this paper, we compare and analyze the STIRNet
model with existing target intention recognition models to
validate the work and the effectiveness of its improvement.
In addition, in order to verify the effectiveness of each part
of the model, we conducted ablation experiments, and the
results proved that the STIRNet model can more fully mine
and utilize the key spatio-temporal information in the data,
and has superior performance in combat intention recognition
of air formation targets.

The rest of the paper is organized as follows. Section II
provides an overview of the related work on graph neural
networks; Section III mathematically describes the combat
intention recognition of air formation targets and analyzes
the activity state of the air formation; Section IV constructs
STIRNet model; Section V conducts experimental validation
of the proposed model and compares with other algorithms;
and Section VI summarizes the work of this paper.

Il. RELATED WORKS
In recent years, neural networks such as convolutional neural

networks [9], recurrent neural networks [10], and Trans-

44999



IEEE Access

C. Zhang et al.: STIRNet: A Spatio-Temporal Network for Air Formation Targets Intention Recognition

former [11] have gained powerful characterization and fitting
capabilities by constructing models with a large number of
covariates, which can not only represent a variety of com-
plex distributions, but also extract high-level abstract features
from the original data, and realize the substantial applications
of deep learning in computer vision [12], natural language
processing [13] and other fields of substantial application.
Although the above deep learning methods excel in process-
ing Euclidean data such as images, text and audio, when
dealing with non-Euclidean data such as air formation struc-
ture, air battlefield knowledge map and command networks,
traditional deep learning methods such as convolutional neu-
ral networks, recurrent neural networks and Transformer
cannot effectively handle such graph data. This is due to
the fact that such graph data has arbitrary dimensions and
complex topologies that cannot be reduced to matrices or
sequences.

In order to solve the above problems, many scholars have
started to study Graph Neural Network (GNN) that can pro-
cess graph data. Sperduti and Starita [14] used recurrent
neural networks to process directed acyclic graphs, which
is the earliest research on GNN. Gori et al. [15] formally
proposed the concept of GNN in 2005. With the wide appli-
cation of convolutional neural networks in the image field,
how to apply the idea of convolutional operations on graph
data has become a problem for scholars to think about. Graph
Convolutional Neural Network (GCN) is mainly divided into
two categories: spectral convolution and spatial convolution.
Bruna et al. [16] first proposed a GCN based on spectral
graph theory, which implements the convolution operation
by Fourier transform, first using the Laplacian matrix of
the graph to obtain the Laplacian operator on the frequency
domain, and then realizing the convolution of the graph
according to the convolution operation of the Euclidean space
on the frequency domain. However, the method has more
parameters of the convolution kernel, which leads to a signif-
icant increase in the cost of the operation, and can only deal
with graph data with smaller scale or lower node dimension.
To address this problem, Defferrar et al. [17] approximated
the representation of the spectral domain convolution with
Chebyshev polynomials in order to construct an approximate
filter with a finite number of parameters, thus eliminating
the need to explicitly solve the spectral decomposition in
order to reduce the computational complexity and memory
requirements. In addition, Levie et al. [18] can improve the
adaptability of GCNs for processing graph data by replac-
ing Chebyshev polynomials with Cayley polynomials. All
of the above spectral domain GCNs process graph data
with the same structure, but the graph structures abstracted
from different scenarios often differ in practical applica-
tions. For example, the internal composition and coordination
relationship of air target formations performing different mis-
sions will not be exactly the same. To solve this problem,
Li et al. [19] proposed Adaptive Graph Convolutional Neural
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Networks (AGCN), which can adaptively learn different rep-
resentations for input graphs.

Based on the spatial characteristics of graph data, the
spatial graph convolution method explores the representa-
tion of adjacent nodes in depth, aiming to achieve a unified
and orderly representation of adjacent nodes, which is con-
ducive to convolution operations. Niepert et al. [20] proposed
the PATCHY-SAN (Select Assemble Normalize) model,
which sequentially represents the graph data by selecting the
sequence of nodes, calculating the normalized neighborhood
graph, and normalizing the neighborhood network, so that
the originally complex and varied graph structure can be
adapted to a certain extent to the standard convolutional
operations, and thus the convolutional operations can be used
to mine deep patterns and relationships in graph data. Atwood
and Towsley [21] proposed Diffusion Convolutional Neural
Networks (DCNN), which utilizes the concept of diffusion
process to define a probability transfer matrix on the graph
that describes how information is transferred between nodes,
so that node information can be gradually aggregated and
propagated throughout the graph structure. The size of the
receptive field in the GCN determines how many neigh-
bor nodes the network model can aggregate. However, both
PATCHY-SAN and DCNN use a recursive way to find neigh-
bor nodes, which leads to the exponential increase of the
receptive field with the linear increase of the network model,
and the computational cost increases greatly. To solve this
problem, Hamilton et al. [22] proposed GraphSAGE (Graph
Sample and Aggregate), which dynamically generates a rep-
resentation of any node by learning a function that aggregates
information about neighbor nodes, rather than pre-calculating
the fixed embeddings of all nodes. Specifically, it uses a
sampling strategy to obtain some neighbors of each node, and
integrates the features of these neighbors through a learnable
aggregate function to obtain the embedding vector of the
target node, making the model inductive and scalable. In the
above method, the characteristics of the neighbor nodes are
usually aggregated by averaging or weighting the sum of all
neighbor nodes, and this type of method gives equal impor-
tance to each neighbor node. However, in the actual graph
data, there may be significant differences in the influence of
different neighbor nodes on the central node. Velickovic et al.
[23] introduced an attention mechanism and proposed a
Graph Attention Network (GAT), which can dynamically
assign the importance weight of its neighbor node infor-
mation to each node, reflecting the degree of contribution
of each neighbor to the current node representation update,
so that the network model can capture the complex depen-
dencies between nodes and generate discriminative node
embeddings.

In reality, the node and edge features of a graph may change
dynamically over time. GCN cannot capture the changes of
features in the time dimension, and there are limitations in
dealing with such problems. In order to solve the problems of
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time series change, dynamic evolution and order dependence
in graph structure data, Graph Recurrent Network (GRN) is
widely used in the field of time series graph data. Stochas-
tic Steady-State Embedding (SSE) [24] is a multi-iteration
method for processing time series data, in which a feature is
randomly selected according to the current state and added
to the embedding space with the increase of the number of
iterations, and the data gradually tends to be steady-state
distributed with the increase of the number of iterations, and
the resulting embedding space can capture the main structural
information of the data. In addition, Li et al. [25] introduced
the gated structure into GNN and proposed a Gated Graph
Sequence Neural Network (GGS-NN) The model not only
uses GNN to propagate and aggregate information on the
graph structure, so that each node can update its own feature
representation based on the information of neighbor nodes,
but also realizes the long short-term memory function in the
graph structure by introducing the update gate and reset gate
mechanism, allowing the model to capture and accumulate
node state changes across multiple time steps. Considering
the differences in the importance of information at different
nodes in the graph, Johnson [26] proposed a Gated Graph
Transformer Neural Network (GGT-NN) by introducing an
attention mechanism based on GGS-NN, which continues to
transmit node features through the gating structure, makes
the model more flexible and efficient, and also uses the
multi-head attention mechanism to enhance the model’s abil-
ity to model the complex relationship between nodes.

In the above study, GCNs are good at capturing the static
or local dynamic spatial dependence between nodes in the
graph structure, and usually do not directly consider the
changes in the time dimension, so they cannot effectively
process the dynamically changing air formation target graph
data. Although GRNs processes time series data through
cyclic or iterative mechanism, it is not able to model the
topology of formation target and the time dependence of
target feature simultaneously when processing the time series
graph data of air formation target with complex spatial
correlation.

Ill. PROBLEM ANALYSIS
A. PROBLEM DESCRIPTION

In air combat, in the face of complex and high-intensity
combat missions, the combat capability of a single target is
limited. In order to enhance their own combat effectiveness
and adapt to the increasingly complex battlefield environment
and the rapidly changing air battlefield situation, they allocate
tasks according to the function of each internal target to
achieve efficient synergistic operations within the air forma-
tion, forming a three-dimensional combat system integrating
detection, attack and defense, as well as a multi-level defense
depth and attack level, making it difficult for the enemy to
deal with all threats at the same time.

In the course of executing a predetermined combat
mission, the state and behavior of an air formation target
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evolves with the changes in spatial and temporal conditions.
Their state characteristics essentially constitute time-series
data over time, reflecting the process of dynamic change of
formation targets. At the same time, in order to adapt to the
changing mission requirements and cope with the complex
and changeable battlefield environment, the organization and
spatial configuration of the air formation must also be flexible
and changeable to achieve the optimal combat effectiveness.
Based on the above analysis, the target of air formation
shows distinctive dynamic characteristics and a high degree
of flexibility in both time and space dimensions, which not
only needs to effectively execute the established tasks, but
also needs to be able to quickly and accurately respond
to the ever-changing situation on the battlefield. Therefore,
an in-depth study and precise understanding of the behavioral
patterns of air formation targets and their implied intentions
are of vital significance to a comprehensive assessment of the
air battlefield situation. This further proves that through the
in-depth mining of the temporal state information and inter-
nal structural relationships of air formation targets, we can
effectively reverse-engineer their true combat intention.

The air target formation can be abstracted into a graph,
each single target of the formation is the node in the graph,
and the coordination relationship within the formation is the
edge that connects the nodes. An air formation is denoted
as G = (V,E), where V = {vi,v2,...,v,} represents a
single target set in an air formation, |V | = n represents an air
formation composed of n single targets, E = {e1, €2, ..., en}
represents the set of synergies between targets in an air for-
mation, and |E| = m indicates that an air formation contains
m synergies, that is, the air formation G contains m edges. The
node matrix of air formation G is denoted as X € R"*/, where
n represents the number of single targets in the air formation
and f represents the characteristic dimension of the target.
The adjacency matrix of air formation G is defined as

If there is a connection from node i to node j
Others

ey

The characteristics and structure of air formation targets
change dynamically over time. Assume that the air formation
target is abstractly represented as G = (V®, E®O X ®) at
time . Assume that the target intent is I = {il, D,..., ip},
where i, denotes the p-th target intention. Then the relation-
ship between the air formation target graph G and the target
intention / is

I=g (G<’>) )

where g(-) represents the mapping relationship between the
air formation target graph and the target intention.

B. ANALYSIS OF AIR FORMATION ACTIVITY STATE
As a tactical structure consisting of two or more air units
working closely together in a specific formation, the air
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Attack 0
Bombing 1
Refueling 2

Patrol 3
Transport 4

Scout 5

FIGURE 1. Air formation target combat intention space.

formation needs to take into account multiple factors, such
as strategic planning, tactical coordination and combat effi-
ciency, when executing a mission, so it shows significant
dynamic changes in the time and space dimensions. In this
process, each single target in the formation joins the forma-
tion sequence and enters the predetermined route according
to the specified time window, and may accelerate, decelerate,
climb, descend, turn and perform special tactical maneu-
vers in order to complete the established combat tasks.
In order to meet different levels and types of operational
requirements, the air formation will organize various types of
aircraft according to the actual situation, and carry out forma-
tion actions according to different formation configurations.
Within the formation, an efficient coordination mechanism is
formed among its members to jointly build an intelligent and
integrated air combat network.

Air formation performs diverse and complex tasks, which
mainly include attack, bombing, refueling, patrol, transport,
and scout according to its composition and combat objectives.
Attack formation is the core form of organization in air war,
which mainly completes the task of striking the air or striking
the ground, and usually consists of fighter planes, electronic
warfare planes and early-warning planes, etc. The formation
type mainly has wedge shape, arrow shape, horizontal shape
and vertical shape, etc. Among them, fighter planes carrying
various types of precision-guided weapons are responsible
for directly carrying out ground strike or air strike missions,
and some fighter planes are also responsible for air cover to
avoid enemy attacks on formations; electronic warfare planes
suppress enemy radars and communication systems by means
of electromagnetic interference and electronic countermea-
sures to create an electromagnetic environment conducive to
the penetration of their own formations; and early warning
planes provide information support to commanders and com-
batants through real-time situational awareness of airspace
and coordinate the combat operations of the entire forma-
tion. Bombing formation is a kind of air group organization
method that performs air-to-ground attack to destroy enemy
high-value targets with bombers as the core, mainly com-
posed of bombers, fighter planes, electronic warfare planes
and early warning planes, etc., and the main formation con-
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sists of wedges and trapezoids. Refueling formations are a
vital component of modern air warfare, providing fuel to
other combat aircraft with tankers to significantly increase
their combat radius and duration in the air. In the imple-
mentation of aerial refueling mission, refueling aircraft and
refueled aircraft to form a specific formation for aerial refu-
eling, in which the recipient aircraft mainly includes fighters,
bombers, AWACS (Airborne Warning and Control System),
transport aircraft and other types of combat aircraft need
to prolong the endurance capacity. In addition, in order to
ensure the safety of the refueling process, especially in the
enemy threat area, the air refueling formation will also be
equipped with a certain number of escort fighters. A patrol
formation is an air force unit composed of multiple fighter
planes, which conducts continuous surveillance, interception
of enemy aircraft, early warning and early strike in designated
airspace, and may be equipped with early warning aircraft
and electronic warfare aircraft in order to improve situational
awareness and jamming capabilities. The transport formation
mainly takes large transport aircraft as the core, and other
types of support escorts, and lays a solid foundation for
winning the war by carrying out tasks such as material trans-
portation, personnel delivery, and rapid deployment of troops
during the war or in an emergency. The scout formation is
mainly composed of reconnaissance aircraft, fighter aircraft
and early-warning aircraft, etc. It carries out scout missions
in the airspace or combat area of the enemy by means of
the coordination and cooperation between the reconnais-
sance aircraft and the relevant supporting aircraft, and can
obtain the relevant image data, electronic signals and target
position information of the enemy. The scout formation is
mainly composed of reconnaissance aircraft, fighter aircraft
and early-warning aircraft, etc. It carries out scout missions
in the airspace or combat area of the enemy by means of
the coordination and cooperation between the reconnaissance
aircraft and the relevant supporting aircraft, and can obtain
the relevant image data, electronic signals and target position
information of the enemy. The scout formation provides an
indispensable information advantage for its own side by accu-
rately grasping the enemy’s situation and responding quickly.
In summary, we determine that the intention space of the air
formation target includes attack, bombing, refueling, patrol,
transport and scout, which contains a total of six kinds of
combat intentions, as shown in Figure 1.

Due to the differences in the state of air formation targets
when performing different combat missions, their combat
intentions can be identified by the state characteristics of
formation targets. In this paper, the motion state and sensor
state of the target during the mission, as well as its own
attributes are comprehensively considered in the construction
of the target intention recognition feature space for air for-
mation. There are 10 features in the feature space, including
longitude, latitude, azimuth angle, course angle, distance,
speed, altitude, sea radar status, air radar state and target

type.
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FIGURE 2. Air formation data partitioning.

IV. METHOD

A. DATA PARTITIONING

The situation data of the air formation target has obvious time
series characteristics, and the subsequent state of the forma-
tion often depends on the previous state. In order to retain the
contextual information in the time series when recognizing
the combat intention of the air formation and considering the
influence of the historical state of the formation, the model
needs to use a sliding window to divide the situation data,
s0 as to divide the continuous formation time series data into
multiple time segments or subseries with overlapping parts.
This method of data partitioning can not only generate a large
number of training samples to increase the size of the training
set, but also prevent the model from overfitting the features
of air formation targets in a specific time period to improve
the generalization ability of the model. In addition, dividing
the air formation target situation data by a sliding window
ensures that each training sample contains time segments of
the same length, which is crucial for constructing STIRNet,
enabling the network to learn a spatio-temporal feature rep-
resentation of air formation targets with a fixed window size.
The process of sliding window segmentation of air formation
target posture data is as follows.

Assuming that an air formation contains n single targets,
and each single target has m samples, and creating a sliding
window of length / and moving step s, then for each formation
data can be divided into [mT_l + 1] sub-sequence blocks,
where [-] denotes the largest integer that does not exceed
itself. Then all the target subsequences are pooled to form
a four-dimensional data structure of size [’"S_l +1] x n x
I x f, where f denotes the dimension of a target sample. The
process is shown in Figure 2.

B. DETERMINING THE ADJACENCY MATRIX

In the above, the model divides the situation data of air
formation targets into sub-sequences through a sliding win-
dow. On this basis, it can be transformed into data of
spatio-temporal graph structure. For the air formation, each
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N [((m-1)/s+1]

single target in it can be regarded as a node of the graph,
and the characteristics of the node are the state characteristics
of the formation target. In order to determine the specific
structure of the graph, the relative relationships between
nodes need to be clarified, i.e., the adjacency matrix of the
graph needs to be determined. It is a core component in the
graph structure, which clearly defines the connectivity or
interaction between the nodes in the graph, and can repre-
sent the relative positions, distances, speed differences and
other information between the single targets within the air
formation, thus reflecting the spatial structure and dynamic
interaction of the formation.

When using STIRNet to identify the combat intention of
air formations, the convolution operation enables the cap-
ture of feature changes in the spatial and temporal domains,
whereas the adjacency matrix enables the model to learn the
spatial correlation between different single targets within a
formation evolving over time, which is crucial for under-
standing the combat intention of formations. Under the
STIRNet framework, the reasonable construction and use of
adjacency matrix to characterize the spatial links and syner-
gistic relationships between single targets of air formations
is the basis for accurately recognizing their combat inten-
tion. The steps to determine the adjacency matrix are as
follows.

Step 1: To determine the large aircraft. According to the
formation mission planning, the large aircraft is responsi-
ble for providing refueling, information support and other
guarantees to other small aircraft types during the mission.
Therefore, when determining the structure of the formation
graph, there are connections between the large aircrafts and
other small aircrafts.

Step 2: Determine the synergy of the rest of the targets
based on heading and distance. We divide different heading
ranges, and set a distance threshold in each heading range.
When the distance between targets is less than the preset
threshold, we assume that there is a connection between them
in the graph.
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‘ Target data H

Adjacency Matrix
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FIGURE 3. STIRNet model structure.

Step 3: To create the adjacency matrix of air formation
target. According to the connection relationship defined in the
above steps, we initialize a matrix of size nxn, where the rows
and columns represent the single targets in the formation,
and the array elements represent the relationship between the
single targets. If there is a connection between two single tar-
gets, the value of the corresponding position is 1; otherwise,
the value of the corresponding position is 0. In this paper,
the elements on the main diagonal of the air formation’s
adjacency matrix are all 0 and it is a symmetric matrix.

C. STIRNet

STIRNet is able to simultaneously process and analyze the
time series data and spatial topology of air formation targets
through spatio-temporal attention mechanism and spatio-
temporal convolution. The structure is shown in Figure 3.
Firstly, data preprocessing is carried out on the air formation
target data, including coding, denoising, and normalization,
etc.; secondly, the data are divided by sliding window; thirdly,
the topology of air formation is determined, i.e., the adjacency
matrix of the graph; forthly, the divided target data are divided
into the training, validation, and test sets according to the
ratio of 6:2:2; fifthly, the training and validation sets are
inputted into the spatio-temporal processing module, which
extracts the air formation target temporal and spatial features
through the spatio-temporal attention mechanism and spatio-
temporal convolution, and then the Dense layer is used as the
output layer; finally, the test set is inputted into the trained
model to recognize the combat intention of the air formation
target.
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In terms of the computational complexity of the model,
the traditional methods are based on sequence models or
simple network structures to deal with the spatio-temporal
data of air formations, and the computational requirements
may increase exponentially with the increase of the number
of formation targets, interaction complexity, etc., especially
when dealing with complex spatio-temporal dependencies.
In contrast, STIRNet models the dynamic behavior of air for-
mations as a graph structure through spatio-temporal graph
abstraction, and utilizes GNN for information propagation
and feature extraction. Since GNN can effectively process
local neighborhood information in parallel, it can reduce
the computational complexity compared to the traditional
method of global scanning.

In terms of model scalability, traditional methods often
struggle to maintain linear growth in performance when
dealing with large-scale formations or expanding to scenar-
ios where more targets are involved. STIRNet supports the
addition of more targets, and for newly added targets and
their spatio-temporal interactions with other targets, it only
needs to introduce corresponding new nodes in the network
and update the neighboring relationships. This means that
the model can effectively handle new input data without
significant changes to the overall architecture in the face
of changing air formation sizes, thus demonstrating good
scalability.

1) SPATIO-TEMPORAL ATTENTION MECHANISM

The spatio-temporal attention mechanism is a computational
module that processes the spatio-temporal data of air forma-
tion targets in deep learning models, which can be used to
understand and model the dependencies in the spatial and
temporal dimensions of air formation target data. It is mainly
divided into spatial attention mechanism (SAtt) and temporal
attention mechanism (TAtt). Air formation flight involves
complex mutual cooperation and dynamic changes, and the
trajectory, speed, direction, and relative position relationship
of each formation member to other members may affect the
combat intention of the entire formation. The spatio-temporal
attention mechanism assigns different weights to various
points in time and synergistic relationships among formation
members based on current state and historical information as
a way to focus on important points in time and space, high-
light key spatio-temporal patterns, and reduce the influence
of unimportant or irrelevant factors. For time-series data of
air formation targets, the attention mechanism also helps the
model to capture and emphasize these long-term temporal
dependencies and spatial correlations across multiple nodes
of the formation, thus accurately recognizing the combat
intention of the formation targets. Combining the spatial
and temporal attention mechanisms can jointly optimize the
spatial and temporal correlation feature extraction process,
enabling the model to more effectively utilize and understand
the spatio-temporal structure of the air formation targets,
which helps to improve the accuracy and generalization per-
formance of the model.
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FIGURE 4. Spatio-temporal convolution.

The spatial attention mechanism helps the model learn
how to assign weights to the spatial dimensions of the air
formation, focusing on different spatial features based on
the importance of each node and ignoring unimportant or
redundant information [27]. The expression for SAtt is

SAtt =V, o ((le) Wy (WsX)T + bs) 3)

where SA#t denotes the spatial attention matrix; X denotes

the input data; Vi, W1, W,, W3 and b, are the parameters to

be learned; and o denotes the Sigmoid activation function.
Normalizing the above equation, we have

Att;
SAt,  — M (4)

LJ n

> exp (SA#; ))

j=1
where SA#t; j denotes the correlation strength between the i-th
single target and the j-th single target in the air formation.

In view of the changes of the air formation target data
in the time dimension, the time attention mechanism can
dynamically decide how much attention to be paid to the
characteristics of different time steps in the past and the
future, so as to capture the short-term and long-term time
dependence of the target data [28]. The expression for TAtt
is

TAt =V, o ((XUI) U> UsX)T + bl) (5)

where TAt#t is the temporal attention matrix, X is the input
data, V;, U1, U, U3 and b, are the parameters to be learned,
and o is the Sigmoid activation function.

Normalizing the above equation, we have

TAtt; ;
a0 (TAft) ©)

1N} n
> exp (TA#; ))
j=1
where TA#t; j denotes the correlation strength between the i-th
and j-th moments in the air formation.

2) SPATIO-TEMPORAL CONVOLUTION

Spatio-temporal convolution can effectively capture and uti-
lize the spatio-temporal dependencies in the air formation
target data, as shown in Figure 4. Spatial convolution can
effectively identify and utilize these spatial adjacencies
or topologies of air formations to extract features on the
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airspace. Temporal Convolution is capable of extracting tem-
poral features of formation targets from successive time steps
and automatically learns patterns in time-series data to cap-
ture local temporal dependencies of such formation target
features. By combining the two, the synergistic relation-
ship between different single targets within an air formation
within the same time step and the attribute evolution laws
of each single target at different moments can be considered
simultaneously, which can more accurately fit the complex
spatio-temporal behavior of air formation targets.

In air formation graph, each node usually contains feature
information of the target and is connected to other nodes
through edges to form a complex formation topology. The
core idea of GCN is to use the node’s own features as well as
information of its neighboring nodes to update the node’s rep-
resentation, so as to extract the overall feature representation
of the graph [29]. This feature makes GCN able to capture the
interdependencies and global contextual information among
the nodes within the formation well.

Define the Laplacian matrix for the air formation graph as

L=D—A (7

where D denotes the degree matrix of the air formation graph,
which is a diagonal matrix where the elements on the diagonal
are the degree of each vertex in turn, i.e., the number of edges
connected to that vertex; A is the adjacency matrix of the air
formation graph.

Symmetric normalized Laplacian matrix is obtained by
regularizing the Laplacian matrix.

Ly =D ILD™2 8)

Both L and Lyy,, are real symmetric matrices, so they both
have n eigenvalues and n eigenvectors that are orthogonal
to each other, and both are semi-positive definite matrices.
Decompose Lyyy, into Ly, = UAU T where U is a matrix
composed of the eigenvectors of Lyy;,; A is the diagonal
matrix of the eigenvalues of Lyy,,. In addition, the eigenvalue
range of Ly, is [0, 2].

For the air formation graph, it is not possible to give a
convolution kernel of a specific shape for the graph because
the number of neighboring nodes at each node of the graph is
not exactly the same. According to the Fourier transform, the
air formation graph is transformed into the spectral domain
where the convolution operation is easy to be performed, and
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after completing the convolution operation, it is inverted in
order to return to the spatial domain. Then Lyy,, is multiplied
with the node signal x to obtain

Lyynx = UAU" x )

where UTx denotes the Fourier transform of the input
signal x.

Therefore, the convolution operation on the air formation
graph only requires computing the symmetric normalized
Laplace matrix Ly, of the graph and decomposing its
eigenvalues and eigenvectors. However, the computational
complexity of the feature decomposition of Ly, is too high.
Spectral convolution on air formation graph can be defined as
the multiplication of a nodal signal x with a convolution filter
8o in the Fourier domain. Define the convolution operation
on the air formation graph as

goxx =Ugp(A)U"x (10)

K
> Ok Ak,
k=0

However, in practical operations, the problem of vanishing

gradient or gradient explosion occurs as the value of K
increases. Consider the recursive expression of Chebyshev
polynomials as

go(A) can be approximated as go(A) =

To(x) =1
Ti(x) =x (11)
Ti(x) = 2xTy—1(x) — Tx—2(x)

The Chebyshev polynomials are defined by Ty (cosx) =
cos kx, which tends to stabilize regardless of the value of K.
Therefore, the Chebyshev polynomials do not suffer from
vanishing gradient or exploding gradient. The range of the
independent variable of the Chebyshev polynomial is [—1, 1],
in which case the eigenvalue range of the matrix to be decom-
posed is D. However, the eigenvalue of Lyy,;, can be in the
range of [0, 2], so that

lAAsym = Lsym =1 (12)

The range of values of the eigenvalues of i,sym is[—1,1].
Parameterize equation (10) according to the Chebyshev poly-
nomials, that is,

g9 xx = Ugg(A)U'x

K
=U (Z Ok Ty (A)) U'x

k=0

K
=> OUT (AU x

=>4 (isym) x (13)
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Let K = 1 in the above equation, equation (13) can be
further simplified as

A

8o *x = 0pTo (Lsym) x+ 01Ty (ilsym) X
= 6ox + Glisymx
— Gox — O,D"IAD x

(14)

Kipf et al. constrain 8; = —6p [30]. The above equation
can be further simplified to

g0 *x =00 (1 +D—%AD—%)x (15)

Since 6 is the parameter to be learned, the above equation
can be further simplified to

1 1

A — —

goxx=D jﬁb 2x (16)
where A = A + I and D;; = ZAU

J
To summarize, the information transfer formula between
two adjacent graph convolution layers in GCN is

HED _ o (biAlA)iH(k)WwH)) (17

where H is the output of the hidden layer, o is the activation
function, and W is the weight parameter that the GCN needs
to learn.

Temporal convolution is a key module for processing
time-series data of air formation targets, which performs
filtering operations on air formation target data in the time
dimension through a series of learnable temporal filters to
capture formation dynamic features evolving over time. Its
expression is

Z/=f,(2w-Z+b) (18)

weM

where Z' denotes the output of the temporal convolution
layer; f, denotes the activation function; w denotes the con-
volution kernel; M denotes the set of convolution kernels; Z
denotes the input of the temporal convolution; and b denotes
the bias.

V. EXPERIMENTAL ANALYSIS

A. EXPERIMENTAL DATA AND ENVIRONMENT

The experimental data in this paper comes from the air bat-
tlefield posture simulation system. Against the background
of airborne multi-service joint operations between the two
warring parties, various types of air targets, such as fighter air-
craft, transport aircraft, AWACS and reconnaissance aircraft,
are simulated to perform the six types of combat missions
identified in Section III in an air battle, so as to obtain
the state of each target. The target dataset constructed is
three-dimensional time-series data, with the first dimension
being the number of nodes in each air formation, the second
dimension being the number of samples per node, and the
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TABLE 1. Results of comparative experiments.

Model Accuracy Macro- Macro- Macro-

(%) Precision(%)  Recall(%) F1(%)
FCNN 68 69 69 68
IDCNN 74 73 74 73
RNN 77 77 78 74
LSTM 82 83 82 80
LSTM-Attention 87 87 86 88
STIRNet 92 93 93 93

third dimension being the state attributes of each sample. The
dataset has a total of 28,263 samples. The data is divided into
training set, validation set and test set in the ratio of 6:2:2.
We programm in Python 3.8 on an Ubuntu 20.04 sys-
tem with the PyTorch 1.11.0 deep learning framework and
the Cuda 11.3 parallel computing architecture, the processor
is a 12 vCPU Intel(R) Xeon(R) Platinum 8255C CPU @
2.50 GHz, the GPU is an RTX 3080, and RAM is 40.0 GB.

B. COMPARATIVE EXPERIMENTS

The proposed STIRNet model is mainly composed of
spatio-temporal attention mechanism and spatio-temporal
convolution, and the number of spatio-temporal processing
modules is set to 2, the order of Chebyshev polynomial is 2,
the number of Chebysheyv filters and time filters are 32, the
Epochs is 60, and the learning rate is 0.0005, cross entropy is
used as the loss function and Adam is used as the optimizer.

In order to validate the performance of the STIRNet model
in recognizing the combat intention of air formation targets,
we design a comparative experiment. The LSTM intention
recognition model proposed in [7], the LSTM-Attention
intention recognition model proposed in [8], the FCNN (Fully
Connected Neural Network) intention recognition model
proposed in [31] and [32], and the IDCNN (One- Dimen-
sion Convolutional Neural Network (IDCNN) and RNN
(Recurrent Neural Network) are compared with the method
proposed in this paper. The results of the comparative exper-
iments are shown in Table 1.

From Table 1, it can be seen that since air formation combat
involves highly dynamic and nonlinear spatio-temporal inter-
actions and tactical decision making, and FCNN is a simple
structured fully-connected neural network that captures the
complex nonlinear relationships of the input data through a
multi-layer fully-connected structure, it is not only insensitive
to the spatial structure of the air formation targets, but also
fails to capture the long-term dependence of the target data
in the temporal dimension, and thus has the accuracy is
the lowest at 68%. Compared to FCNN, 1DCNN has some
advantages in processing time series, and by processing the
time series data of air formation targets through the fil-
ter, it can better capture the local dependencies in the time
series data and the features on the trend of target attribute
changes, thus improving the recognition accuracy, and its
accuracy rate is 74%. RNN is a neural network designed
to process sequential data and is theoretically capable of
capturing the time dependence of air formation target data of
arbitrary length. However, the original RNN suffers from the
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problem of gradient vanishing or explosion in the long-term
dependency problem, which leads to a mediocre performance
for the combat intention recognition containing information
dependent on a farther time step, but it has been improved in
the short-term dependency so that the accuracy is higher than
that of the FCN and the 1DCNN, which is 77%. LSTM is
an improved model based on RNN, which effectively solves
the long-term dependency problem by introducing a gating
mechanism. LSTM makes the model perform well in under-
standing the temporal evolution of the combat intention of
the air formation by retaining the key information from the
air formation target data over the past period of time in the
network and selectively forgetting or updating the state as
needed, which further improves the accuracy rate to 82%. The
attention mechanism is combined with LSTM to construct the
LSTM-Attention model, in which the attention mechanism
allows the model to dynamically focus on the important
parts of the air formation target time series data, avoiding
the situation of treating all the time steps equally, and help-
ing to improve the sensitivity to the key time nodes of the
combat intention and the recognition accuracy, with an accu-
racy rate of 87%. The proposed STIRNet model combines
the spatio-temporal attention mechanism and spatio-temporal
convolution operation, which is suitable for processing air
formation target time series data with explicit spatial topology
and temporal dependence. In air formation combat intention
recognition, the model is able to simultaneously consider the
spatial relationships between single targets within the for-
mation and their changes over time, and effectively extracts
the synergistic relationships within the formation through
the operation of the adjacency matrix. As a result, STIRNet
demonstrates the strongest performance in understanding and
processing complex spatial and temporal dynamic behaviors,
thus obtaining the highest combat intention recognition accu-
racy for air formation targets. Compared with other intention
recognition models, the proposed STIRNet model has an
average improvement of about 19.41% in Accuracy, 19.09%
in Macro-Precision, 18.96% in Macro-Recall, and 19.72% in
Macro-F1.

However, it is obvious that STIRNet involves complex
spatio-temporal convolution and spatio-temporal attention
mechanisms, which are more computationally intensive com-
pared to other models, but it is able to more accurately
model formation behavior when dealing with highly corre-
lated spatio-temporal data, and in the long run, the improved
model performance may offset the lack of computational
efficiency. It should be noted that the operation is only exe-
cuted on the hardware devices used in this paper, and with
the development of hardware devices, we believe that the
computational timeliness is not an issue that needs to be
considered in particular.

C. ABLATION EXPERIMENTS

The proposed STIRNet model is compared with FCNN,
1DCNN, RNN, LSTM and LSTM-Attention in the above,
and the results have fully proved that the model possesses
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TABLE 2. Results of ablation experiments.

Accuracy Ma(':r.o- Macro- Macro-
Model %) Precision  Recall(% F1(%)
(%) )
GCN 84 82 82 81
STGCN 87 89 88 88
GAT 89 90 89 89
STIRNet 92 93 93 93

superior performance in recognizing the combat intention of
air formation targets. In order to analyze and evaluate the
impact of each component or module in the model on the
overall intention recognition performance, ablation exper-
iments are conducted here and the results are shown in
Table 2.

As can be seen from Table 2, the accuracy of the proposed
STIRNet model is 9.52%, 5.75% and 3.37% higher than
that of GCN, STGCN (Spatio-Temporal Graph Convolutional
Network) and GAT (Graph Attention Network), respectively
Macro-Precision is 12.20%, 3.37% and 2.22% higher than the
above models, Macro-Recall is 12.20%, 4.55% and 3.37%
higher than the above models, and Macro-F1 is 12.35%,
3.41% and 2.25% higher than the above models. The GCN
model is dedicated to processing non-Euclidean data, and can
effectively capture the synergistic relationships and feature
propagation among nodes within an air formation. However,
for scenarios such as air formations, which contain com-
plex spatio-temporal dynamic characteristics, GCN can only
extract the spatial correlation between the internal forma-
tions, and does not have the ability to directly deal with
the target’s time series changes, so it has the lowest inten-
tion recognition accuracy. On the basis of GCN, STGCN
further combines temporal convolution operation, which can
simultaneously consider the spatial neighbor information and
temporal dependency of air formation targets. Compared to
GCN, STGCN is able to better extract and fuse the behavioral
patterns of individual single targets within the formation
over time, which helps to improve the accuracy of inten-
tion recognition, thus outperforming GCN to 87%. GAT
introduces an attention mechanism based on GCN, which
allows the model to adaptively assign weights to different
targets and their neighbors within the air formation, focusing
more on the key targets and their synergistic relationships
within the formation and ignoring irrelevant or noisy inter-
ferences, which improves the recognition accuracy to 89%.
The proposed STIRNet model combines the spatio-temporal
attention mechanism and the spatio-temporal convolution
operation to achieve the dual optimization in both time
and space domains. Through spatio-temporal attention, the
model not only handles the spatial interactions of formations,
but also flexibly captures and enhances spatio-temporal fea-
tures that are crucial for recognizing combat intention. As a
result, STIRNet performs best in dealing with the complex
spatio-temporal interaction behaviors of air formation targets,
achieving the highest accuracy of 92%.
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TABLE 3. Robustness evaluation results.

Macro- Macro-

Standard = Aceuracy  poicon  Recall®% MO
Deviation (%) (%) ) F1(%)
92 93 93 93
0.1 92 93 92 92
0.2 91 90 90 91
0.3 88 88 87 89

TABLE 4. Air formation target operational intent recognition results.

Precision(%) Recall(%) F1(%)
Attack 98 100 99
Bombing 90 73 81
Refueling 96 98 97
Patrol 100 98 99
Transport 77 89 83
Scout 94 98 96
accuracy 92
macro avg 93 93 92

D. ROBUSTNESS ASSESSMENT

In order to evaluate the robustness of STIRNet, we add
Gaussian noise with standard deviation of 0.1, 0.2 and
0.3 respectively to the key features such as coordinate value,
velocity and altitude in the target data, and the results are
shown in Table 3. From the table, it can be seen that when
adding Gaussian noise with a standard deviation of 0.1,
the four evaluation indexes of Accuracy, Macro-Precision,
Macro-Recall and Macro-F1 are reduced by 0.54% on aver-
age; when adding Gaussian noise with a standard deviation
of 0.2, the four evaluation indexes are reduced by 1.66%
on average; when Gaussian noise with a standard deviation
of 0.3 is added, the four evaluation metrics are reduced by
4.55% on average. This shows that when adding Gaussian
noise with a standard deviation of 0.1, the performance of
the model for formation target combat intention recognition
is almost unchanged; when adding Gaussian noise with a
standard deviation of 0.2, the recognition performance of
the model decreases slightly; when adding Gaussian noise
with a standard deviation of 0.3, the recognition perfor-
mance of the model starts to show a more obvious decrease.
The robustness evaluation reveals that STIRNet has strong
robustness when processing target data. This is due to the
fact that on the one hand STIRNet captures spatial depen-
dencies through spatial convolution, and at the same time
combines with temporal convolution to capture the dynamic
characteristics of target data, which helps to understand and
learn the complex interactions between air formation targets
and the change rule over time, and even if it is interfered
with by noise to a certain extent, it can still recognize
the combat intention; on the other hand, the model can be
used through the spatio-temporal attention mechanism to
focus on features that carry critical information and are less
affected by noise, thus improving the stability of the overall
performance.
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FIGURE 5. Confusion matrix for combat intention recognition of air
formation targets.

E. THE RESULTS OF INTENTION RECOGNITION

The proposed STIRNet model is used to recognize the combat
intention of air formation targets, and the confusion matrix
of the recognition results is shown in Figure 5. From the
figure, it can be seen that it is easy to be misjudged as
transport when recognizing the combat intention of bombing,
which is mainly due to the fact that the state and formation
composition of the two are relatively close to each other when
the air formation target is performing the relevant combat
mission. When the combat intention of the air formation
target is attack, the model is able to recognize all of them
correctly. The results of air formation target combat inten-
tion recognition based on the STIRNet model are shown in
Table 3, from which it can be seen that the model’s precision
is highest when the air formation target’s combat intention is
patrol; the model’s recall is highest when the air formation
target’s combat intention is attack; the model’s F1 is highest
when the air formation target’s combat intentions are attack
and patrol; and the model’s overall accuracy rate is 92%.

VI. CONCLUSION

We solve the complex spatio-temporal pattern recognition
problem of air formation target combat intention recog-
nition by the proposed STIRNet model. In this study,
we first analyze the activity state of air formations and
determine the main recognition framework; then we con-
struct a spatio-temporal target intention recognition net-
work STIRNet for air formations, in which, through the
spatio-temporal attention mechanism, the model is able
to adaptively learn and assign weights to key time steps
and formation members, so as to focus on the momen-
tary information that is crucial for recognizing the combat
intention and the key target in the formation information,
and through spatio-temporal convolutional operations, the
model can capture these spatio-temporal correlations to effec-
tively understand the behavioral patterns and their evolutions
among targets within the formation. Comparing and ana-

VOLUME 12, 2024

lyzing with existing target intention recognition models, the
STIRNet model we proposed demonstrates the strongest
performance in understanding and dealing with complex
spatial and temporal dynamic behaviors, and obtains the high-
est combat intention recognition accuracy. Through ablation
experiments, the impact of each component in the STIRNet
model on the overall intention recognition performance is
analyzed and evaluated, and the results demonstrate that the
model is able to more adequately mine and utilize the key
spatial and temporal information in the data. We propose an
innovative solution for the specific field of combat intention
recognition of air formation targets, which provides technical
support for command and decision-making.

To further expand the applicable fields of the model,
considering the spatio-temporal data analysis capability of
STIRNet, on the one hand, the model can be applied to civil
airspace management, which can predict the flight paths and
potential conflict points of the aircrafts through real-time
analysis of a large amount of flight data, thus helping to
optimize the route planning, improve the utilization rate of the
airspace, and ensure the safety of flights. On the other hand,
STIRNet can be used for UAV (Unmanned Aerial Vehicle)
swarming behaviors research. By abstracting and process-
ing the spatial and temporal interaction information between
UAVs, it can accurately predict the behavioral patterns and
development trends of UAV formations, which is of great
significance for realizing efficient, orderly and safe UAV
swarming operations. The research and practice of applying
STIRNet to the above scenarios not only expands the perfor-
mance boundaries of the model, but also foretells its broad
prospects in solving complex dynamic system problems in
other fields. In our future work, we will further explore the
adaptive modification of STIRNet in these domains and carry
out relevant experimental validation.
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