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ABSTRACT Surface defect inspection of metal components plays a critical role in ensuring product quality,
enhancing production efficiency, and reducing costs, with particular emphasis on the detection of small-sized
surface defects to ensure the safety and reliability of metal components during their usage. Existing detection
methods for small size defects on the surfaces of metal components have some shortcomings, such as low
precision and poor real-time performance. To solve these two problems, this paper proposes a real-time defect
detection method based on improved YOLO. Firstly, the LSandGlass (LSG) module is used to replace the
residual module in the backbone network, which reduces information loss, eliminates the low-resolution
feature layer, and minimizes semantic loss. The network then uses a lightweight Ghost convolution at the
neck to extract the network features. In addition, the convolutional block attention mechanism (CBAM)
module is added to improve the detection precision of small-size defects. Finally, soft intersection over union
(SIoU) is used to further enhance target detection capability. The experiment was carried out a self-made
hexagonal bolt data set of typical commonly used metal components. The experimental results show that
compared to the original YOLOVS, the mAP (0.5) is improved by 5.7% to 95.50%, and the reasoning FPS is
improved by 21 fps to 95 fps. These results indicate that the proposed LCG-YOLO improves the real-time
detection performance of metal component surface defects.

INDEX TERMS Surface defect detection, LSandGlass, CBAM, ghost, SToU, YOLOVS.

I. INTRODUCTION
The detection of surface defects in metal parts is important

between different types of defects. Therefore, the detection of
metal components is essential for quality control in industrial

for quality control [1]. In industrial production, metal surface
defects have a serious impact on the performance of parts;
it is necessary to detect the surface in metal parts to ensure
quality. Through the detection of defects on the metal surface,
defects can be found early, avoiding the loss of subsequent
processing, testing and other links, and reducing production
costs [2]. The more automated the detection of surface defects
of metal parts, the higher the detection efficiency, which help-
ing to improve the production efficiency and productivity.
This inspection requires high-precision, high-efficiency and
non-contact inspection of metal surfaces to detect defects
in a timely manner and requires the ability to distinguish
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production.

Traditional metal surface defect detection technology
relies on manual detection, which has some disadvantages,
such as low efficiency, low precision and reliance on expert
experience. To overcome these shortcomings, automated
defect detection technologies have been rapidly developed,
such as optical inspection, magnetic particle inspection, ultra-
sonic inspection and computer vision [3]. However, optical
detection can easily be influenced by the external light inten-
sity and stability of the light source, potentially leading
to erroneous judgments. Magnetic testing can only iden-
tify ferromagnetic materials that are susceptible to magnetic
field interference, and that is incapable of detecting three-
dimensional defects. Ultrasonic testing is susceptible to the
form and quality of the object being evaluated, ultrasound
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interference, and other variables. It may not be able to identify
internal imperfections for some diverse materials, such as cast
iron. Computer vision detection capabilities may not identify
objects with unique shapes and surface colors.

With the development of deep learning technology, deep
learning-based computer vision defect detection technology
has been widely used. The technology to detect defects
using deep learning can be categorized into two parts, such
as two-stage and one-stage series. For two-stage detection,
researchers have proposed algorithms such as CNN [4],
Fast-RCNN [5], Faster RCNN [6] and R-CNN [7]. The
detection method based on R-CNN focuses on sensor, deep
learning and target-related problems, but there are some
problems such as long running time, large environmental
impact and target size difference. However, this method is
not suitable for real-time detection in different research envi-
ronments. To efficiently detect targets in images while gen-
erating high-quality segmentation masks for each instance,
researchers invented Mask R-CNN [8], which extends Faster
R-CNN and adds a branch to predict target masks to the exist-
ing boundary box recognition branch. In 2016, researchers
proposed a series of single-lens multi-box detector (SSD) [9]
algorithms for one-stage detection. SSD uses prior frames
with different scales and aspect ratios and extracts feature
maps with different scales for detection. Large-scale feature
maps can be used to detect small objects, whereas small-scale
feature maps can be used to detect large objects. In 2019,
an improved small target detection algorithm FA-SSD [10]
based on SSD was proposed, which is divided into two struc-
tures: F-SSD and A-SSD. F-SSD is used to fuse feature layers
of different sizes to enhance the feature information in the
context. A-SSD is used to establish feature relationships in
the feature mapping space. The SSD is similar to the YOLO
in run speed and faster RCNN in terms of detection precision.
However, the debugging process in the network is highly
dependent on experience and there are some problems such
as a low degree of feature convolution and insufficient feature
extraction. The You Only Look Once (YOLO) [11] algorithm
proposed by Redmon et al. has a high detection speed.
By dividing the grid, the object and its class boundary box
can be returned directly, and object recognition is treated as a
regression problem, which increases the detection speed. The
YOLOVS proposed by the Ultralytics team in 2020 has differ-
ent variants [12] (such as YOLOv5s, YOLOvS5m, YOLOVS5I,
YOLOv5x and YOLOVS5n) to represent models of differ-
ent sizes and levels of complexity. These variants offer
different trade-offs between speed and precision to accommo-
date different computing powers and real-time requirements.
GSConv is a lightweight convolutional technique proposed
in 2022 that can reduce the complexity of models while
maintaining accuracy in the implementation object detection
tasks [13]. In 2023, YOLOvV8’s one of the key characteristics
is scalability [14]. The new backbone network, anchorless
detection head and loss function also provide good algorithm
conditions for improving detection precision. The bottleneck
design paradigm aims to improve the cost-effectiveness of
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the detectors. Shift-ConvNets were proposed in 2024 by
scientists from Shenzhen University as a convolutional neu-
ral network architecture. It replaces traditional convolution
operations with shift operations, thus reducing the model
parameters and improving computational efficiency. This net-
work structure introduces shift offsets to control the receptive
field of the convolutional kernel, enabling better capture of
features and exhibiting good spatial and translational invari-
ance [15]. However, one of its disadvantages is that it requires
higher computing resources to achieve high precision and
high detection speed, and another disadvantage is that the
detection effect of small targets is not ideal, and there are
some problems in our detection of metal parts.

In recent years, new methods for defects have been
proposed in deep learning metal surface defect detection
methods. For metal surface defects, Wenfang et al. [16] con-
ducted simulation experiments to verify the ability of the
support vector machine to identify the first and second echoes
of the defects. By combining ultrasonic signal propagation
theory with an RBF neural network, Wenluan et al. [17]
proposed a new method to locate and detect near-surface
micro hole defects in metal alloy components using four
waveforms. Han et al. [18] used the DIoU-NMS method
to replace the traditional NMS algorithm and improve the
recognition of repeatedly blocked targets.

Qualified bolt Broken bolt

Round bolt

FIGURE 1. Some surface defects of metal components.

However, as shown in FIGURE 1, for small-size surface
defect detection methods for metal parts [19], the following
arise as the problems arise:

(1) Low detection precision: for small surface defects,
many traditional detection methods have difficulty meeting
high-precision detection requirements, and they are easy to
miss or misdirect.

(2) Slow detection speed: Traditional metal surface defect
detection methods require a certain amount of time for scan-
ning and analysis, and require manual intervention, resulting
in a slow detection speed.

(3) High detection cost: Some traditional metal surface
defect detection methods require professional operation and
high-end detection equipment, which is expensive and unsuit-
able for large-scale production lines.

(4) Struggles in adapting to complex working environ-
ments: When detecting defects in metal surfaces; it is often
necessary to meet specific working conditions, such as tem-
perature and humidity, so it cannot adapt to complex working
conditions.

(5) It is difficult to achieve automated detection: Because
the traditional method requires human intervention and
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operation is more complex, it is difficult to achieve automated
detection and cannot meet the needs of large-scale production
lines [20].

To solve these problems, it is necessary to develop more
efficient, convenient and automated small-size surface defect
detection methods for metal parts to achieve more accurate,
high-speed and low-cost detection. In this study, the original
YOLOVS algorithm is improved to enhance the detection
precision and the recall rate of metal targets while supporting
the detection speed, which can achieve real-time detection in
different research environments.

The main contributions of our work can be summarized as
follows.

(1) The LSandGlass (LSG) [21] module was utilized to
replace the residual module in the backbone, which can
extract features from different scales and enhance the feature
table through a cross-layer connection. It can reduce semantic
loss and has low computational complexity, which is helpful
in improving detection precision.

(2) Our method utilizes the lightweight Ghost model [22],
and the adjustments we made include modifying the number
of network channels, changing the size and number of con-
volutional cores, and optimizing the structure. The grouping
convolution method eliminates the correlation between chan-
nels so that the current channel features are only relevant to
themselves. On the one hand, the mode of redundant feature
generation is simulated, and on the other hand, the number of
parameters and calculations are significantly reduced. These
advances have improved the precision and speed of object
detection.

(3) The Convolution block attention module (CBAM) [23]
improves the ability of the YOLO network to accurately
extract and utilize the information feature. This enhances
target perception, which in turn increases the accuracy and
robustness of target detection.

(4) Replacement of the generalized intersection over union
(GIoU) [24] with a soft intersection over union (SIoU) [25]
improves the speed of training and the precision of reasoning.

The remainder of this study is structured as follows.
Section II describes the improvements to the original YOLO
algorithm. In Section III, we describe the data set and present
the experimental results. Finally, we summarize the literature
and identify the scope and limitations of future research in
Section I'V.

II. PRINCIPLE AND METHOD IMPROVEMENT

A. PRINCIPLE OF THE ORIGINAL YOLOv5

The YOLO algorithm is a deep learning-based object detec-
tion algorithm that has the characteristics of high speed and
high real-time performance and is suitable for applications
with high real-time requirements. The defect detection tech-
nology based on the YOLO algorithm is also the most widely
used [26]; however, it also has some shortcomings, such as
poor detection effect on small targets and easy to ignore
small targets. Compared to traditional object detection algo-
rithms, YOLO transforms the object detection problem into
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a regression problem, dividing the image into multiple grid
cells, each of which predicts the category and location infor-
mation of the object [27]. First, the input image is divided
into fixed-size grid cells, each of which is responsible for
predicting one or more targets. As each cell of is predicted,
the output contains information on the target category, loca-
tion, and confidence level. Filter the final target boxes using
non-maximum suppression (NMS) [28], remove overlapping
boxes, and select the box with the highest confidence. Finally,
the targets are filtered according to the confidence threshold,
and only the targets whose confidence is higher than the
threshold are retained.

The structure of YOLOVS5 follows the classic object detec-
tion framework, which is divided into Backbone, Neck and
Head. The Backbone of YOLOVS is responsible for the
feature extraction of the input images. The YOLOVS neck
processing module uses a path aggregation network (PANet)
[29] to fuse features at various levels through a pyramid
structure. The YOLOVS header module is responsible for
predicting the location and category of the target. After the
feature passes through multiple convolution layers and fully
connected layers, the prediction results are outputted, and
each prediction result contains a bounding box and the cor-
responding class probability. YOLOvS uses the GIoU loss
function.

In general, the YOLOVS framework has a simple and
efficient structure, promotes target detection as a regression
problem, realizes end-to-end training and detection, and has a
good speed-precision balance. Features are extracted through
the backbone network, fused through the neck processing
module, and finally, detection results are generated through
the head module. This design enables YOLOVS to achieve a
fast-reasoning speed while maintaining precision. Therefore,
we chose YOLOVS as the baseline and made some improve-
ments to meet our requirements for real-time detection of
metal surface defects.

B. IMPROVED NETWORK STRUCTURE

1) LSANDGLASS MODEL

Obtain richer information on the combination of gradients
and reduce information loss and gradient confusion [30].
This study uses the LSG hourglass module to replace the
Resunit [31] residual module of the C3 module in YOLOvV5S
to further enhance the representation of features.

The LSG module is an improvement over YOLOVS,
designed to improve object detection performance and pre-
cision. Four LSG modules are used to replace the residual
modules in the original YOLOvVS5 backbone network, which
can extract features from different scales and enhance the
ability to express features through cross-layer connections.
The smaller feature layer has a larger acceptance field and
can capture more semantic information but will lead to
the loss of local and detailed features. By contrast, shal-
lower convolutional neural networks have smaller acceptance
fields and are more concerned with local and detailed
information. To reduce semantic loss, we chose to remove
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FIGURE 2. The schematic diagram of the LSG module.

the 19 x 19 feature layer from the backbone feature extraction
network, while retaining the other two feature layers, which
reduces both semantic loss and the number of parameters.
FIGURE 2 shows the structure of the LSG model.

The LSG module can capture target information at dif-
ferent scales and fuse features on various levels to improve
the precision and robustness of target detection. Experiments
show that the LSG module performs better on various target
detection data sets and can significantly improve the average
precision (mAP) and precision of target detection compared
to the traditional YOLOv5 model.

The LSG module has the following advantages over other
models in object detection tasks:

(1) Relatively low computational complexity: Compared to
some complex target detection models, such as Faster R-CNN
and Mask R-CNN, the LSG module has lower computational
complexity and can achieve efficient target detection in the
case of limited resources.

(2) High precision and robustness: the LSG module
can better capture multiscale information, enhance fea-
ture expression capabilities, and achieve high precision and
robustness in target detection tasks.

(3) Scalability and flexibility: the LSG module can be
combined and extended with other object detection models,
providing more design space and flexibility to adapt to differ-
ent scenarios and requirements for object detection tasks.

FIGURE 3 shows a comparison of before and after using
the LSG module. The two pictures on the left side of
FIGURE 3 show the results of 6 successive convolutions
without the LSG module. The edge features of the metal
parts are not well obtained, and the loss of information is
significant. In the two pictures to the right of FIGURE 3,
the edge feature information of the metal parts can be better
extracted using the improved LSG feature extraction results,
and the difference between the background information and
feature information is more obvious.

2 &

i
™

FIGURE 3. Improvement of the image features based on LSG.

2) GHOST CONVOLUTION

To optimize the parameter scale and computing resource con-
sumption of the network, and improve the detection speed,
this paper replaces the C3 module in the neck with the
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C3-Ghost module. In the Ghost module, the input channels
are split into two parts, with the backbone network managing
one input channel and using a 3 x 3 convolutional kernel for
processing, while the Ghost network handles the other input
channel. For example, if the input channel number is C, the
number of channels processed by the backbone network is
C/2, and the number of channels processed by the virtual
network is C /2. The backbone is responsible for performing
convolution operations and generating the backbone feature
maps. The backbone is typically a standard convolutional
layer that receives half of the input channels and outputs the
corresponding feature map. A ghost network also performs
convolution operations; however, its output is called a ghost
feature graph. The Ghost network receives the other half of
the input channels and outputs the corresponding feature map.
The Ghost module obtains the final output feature map by
fusing the backbone feature map with the Ghost feature map.

By setting the stride to 2, we can ensure that the convo-
lution operation is performed with a 2-pixel interval both
vertically and horizontally, thus effectively reducing the
dimensions of the image. The 640 x 640 input image is
processed through the first convolutional layer, resulting
in an output size of 319 x 319. Subsequently, the out-
put size of the second convolutional layer was adjusted
to 159 x 159. The third convolutional layer further reduces
the size to 79 x 79. Finally, after passing through the fourth
convolutional layer, the output size is refined to 39 x 39 pixels.
This gradual reduction in size aids in extracting important fea-
tures from the image, reducing computational complexity and
thereby accelerating the training speed of the model. Depend-
ing on the network structure and application requirements,
fusion can take the form of simple element-level additions
or connections. Because the computation is reduced and a
feature representation capability comparable to standard con-
volution is provided, the computation cost is kept low, and
the real-time detection effect of the metal-parts network is
improved. The Swish function is applied to the feature maps
after convolution to introduce nonlinear factors and enhance
the feature representation, making the model better simulate
and process complex input data, and improve the performance
and accuracy of the model. Therefore, it is applied to deep
learning object detection and image classification where effi-
ciency needs to be improved, and the Ghost module is shown
in FIGURE 4.
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FIGURE 4. The ghost module.
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3) CBAM

To improve the detection precision of metal part surface
defects, the CBAM module is added in this study, which
can enhance the model’s attention to specific areas without
increasing the amount of calculation, to improve the model’s
performance in target detection, image segmentation and
other tasks. The CBAM attention mechanism is embedded
into the network for feature extraction and enhancement.
First, the image is input, and then the feature mapping is
calculated through two submodules, the channel attention
module (CAM) and the spatial attention module (SAM),
to obtain the focus weight. The CAM adaptively adjusts the
importance of different channels by calculating the atten-
tion weights of channel dimensions in the feature graph,
so that the network can better focus on useful feature channels
and suppress irrelevant channel information. SAM adaptively
adjusts the importance of various positions by calculating the
attention weight of the spatial dimension of the feature graph,
so that the network can better focus on the target region and
suppress background noise interference. The weight coeffi-
cient of the output is then multiplied by the feature mapping
of the input one by one to obtain the new enhanced feature.
Finally, experiments are conducted on the data set to verify
the detection performance. FIGURE 5 shows the CBAM
structure diagram. On this basis, the LCG-YOLO network
can more accurately extract and use the feature information,
enhance the perception of the target to improve the precision
and robustness of target detection, and provide a better repre-
sentation of the entire network.

Channel attention
M(F)ERC

PRSI
Global avg pool ﬁ ., @ , @
FC FC

Input X2 \'
Tensor
F
— —
1x1 33 11
conv conv conv

With dilation d

Spatial attention Bam attention
by M(F)

fe— cnsmna < — M(F)ER

FIGURE 5. The CBAM structure diagram.

4) slou
In the original YOLOVS network, the predicted bounding
box is processed using GIoU as a loss function, which suc-
cessfully resolves the disjoint issue between the predicted
and actual bounding boxes. However, GIoU is unable to
accurately ascertain the relationship between two boxes and
to indicate the intersection of two boxes when the two boxes
are contained within each other or have different aspect
ratios. Therefore, to overcome the GloU deficiency, this study
replaced GIOU in the original network with SIOU.

The loss function of the IoU, for example, GloU, distant
Intersection over Union Loss (DIoU) [32] and Completed
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Intersection over Union (CIoU), does not consider the direc-
tion between the real and predicted boxes, resulting in a slow
convergence rate. In this regard, SIoU introduces a vector
Angle between the real box and the predicted box and rede-
fines the relevant loss function, which includes four parts:
angle, distance, shape cost and IoU costs.

FIGURE 6. The scheme for calculation the contribution of the angle cost
to the loss function.

As shown in FIGURE 6, the model first attempts to make
predictions on either the X-axis or the Y-axis (the closest) and
then continues along the relevant axis.

The angle cost can be defined as

A =1—2%sin? (arcsin (C—h) — z)
o 4

= cos (2* (arcsin (;—h) - %)) )]

where ¢, is the height difference between the center point of
the real box and the prediction box, o is the distance between
the center point of the real box and the prediction box, and
arcsin (¢, /o) is equal to Angle «.

x=%=mm ©)
o= / e be)z + (8 - bcy)2 3)
cn = max (b, be, ) — min (b, be,) @

(bﬁi, bcx) is the center coordinate of the real frame, and

bﬁi, bcx) is the center coordinate of the prediction frame,
and it can be noted that when « is /2 or 0, the angle loss
is 0, and during training if « < 7 /4, o is minimized, 8 is
minimized.
The distance cost can be defined as

A= z (1 _ efypt) — D TVPX _ VP

t=x,y

2 2
bs — b, bg; — be,
) ~= 0 LY =2-A
w
Q)

Thereinto, (cy, cp) is the width and height of the smallest
external rectangle of the rea and prediction boxes.

During « — 0, the contribution of the distance cost is
reduced. Conversely, the larger A is as « approaches 7 /4.
Thus, as the Angle increased, the problem became increas-
ingly difficult. As the Angle increases, y is given time priority

Px
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FIGURE 7. The scheme for calculation of the distance between the
ground truth bounding box and the prediction of it.

based on the distance value. It is important to note that as
o — 0, distance costs become routine. The distance cost
calculation is shown in FIGURE 7.

The shape cost can be defined as

= 3 (1) = (=) (-

t=w,h
_ |w—wgt| _ |h—hg’| 6
w = hax (w, wst)’ " max (h, h&") ©)

Thereinto, 6 defines the shape cost, and its value is unique
for each data set. We define it on a scale of 2 to 6. 6 is an
essential term in this equation, that the amount of attention
required for the cost of the shape. If the 6 value is set to 1, the
shape is immediately optimized, affecting the free movement
of the shape. The common algorithm on each data set com-
putes the 6, whose experimental value is close to 4, while the
numerical value is within the specified range, indicating that
it has a good effect.

The final SIoU loss function is defined as follows.

A+ Q
Losssjoy =1 — 10U +
10U = |BﬂBGT| 7
|BU BCT | @

C. THE IMPROVED YOLO MODEL (LCG-YOLO)

The overall algorithm proposed in this paper is shown
in FIGURE 8. First, the LSG sandglass module is
used to replace the Resunit residual module and remove
the 19 x 19 feature layer from the feature extraction network
of the backbone [33]. The C3 structure in the neck is replaced
by C3Ghost, reducing the amount of convolution computa-
tion. At the same time, when the neck is used for feature
fusion, this paper adds the CBAM attention mechanism
module to the neck to enhance the characterization ability
of deep neural networks. Finally, in the output phase, GloU
is replaced by SIoU.

Ill. EXPERIMENTS AND DISCUSSIONS

A. EXPERIMENTAL SETTING

Prior to network training, to maximize model performance
and avoid overfitting, the GPU is RTX 3090, the video mem-
ory is 24GB, and the CPU is a 15vCPU AMD EPYC 7642
48-Core Processor. The CUDA version is 10.1, and the com-
piled language is Python3.8. The deep learning framework
used in the experiment is PyTorch and the optimizer is Adam.
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The batch size is 32 and the learning rate is set to 0.001.
A total of 300 epochs are trained.

B. DATASET AND PREPROCESSING

Based on our research cooperation with local part-processing
factories, a reasonable and comprehensive dataset is neces-
sary. The images in the experimental data set are sourced
from two main sources. One part consists of 1557 internal
data pictures taken from a local factory according to spe-
cific needs. These images capture the real-world conditions
and variations encountered in manufacturing environments.
The other part consisted of 592 images related to metal
components obtained from the Internet, providing additional
diversity to the data set.

To improve the balance and diversity of the self-made
dataset [34], various preprocessing techniques, such as
slice-up, grayscale, saturation, filtering and mirroring oper-
ations, were applied to the original images. As illustrated in
FIGURE 9, these operations aimed to increase the data set and
increase its robustness by simulating different environmental
conditions and potential variations. Following image pre-
processing, a ratio of 7: 2: 1 was assigned for the training,
validation, and testing sets, respectively.

The data set contains 2149 bolt surface patterns, which
were further expanded to 8569 instances through the appli-
cation of a series of operations, ensuring a rich and diverse
representation of real-world defects and variations in the data.
The data set was annotated and defects were classified into
five descriptive aspects: circle, crack, damage, scratch, and
void, as shown in Table 1, the annotations were created using
the Labellmg annotation software and stored in XML files
following the PASCAL VOC standard, ensuring compati-
bility and ease of use with a wide range of deep learning
frameworks and tools. To perform defect detection tasks
under different environmental conditions and operational sce-
narios, while working with limited computational resources,
we chose a specific input image size of 640 x 640. This choice
allows us to capture finer details of smaller defects efficiently.

C. EVALUATION INDICATORS
Five key indicators were used to measure the effectiveness of
the YOLOVS algorithm Precision, Recall, F1 score, mAP and
FPS. Precision is the ratio of the number of objects correctly
detected by the model to the total number of objects detected
by the model. High precision indicates that the model has a
low error rate for the detected target. Precision can be denoted
as
.. TP
Precision = ——— (8)
(TP + FP)

Recall refers to the ability of a category to recall positive
classes that should have been correct. The Recall can be
denoted as:

TP

Recall = ———— 9
(TP + FN)
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FIGURE 8. The improved YOLO Model (LCG-YOLO).

TABLE 1. Defect sample diagram.

Refined Feature

Name of Defect Description Image Style
. Hex bolt with a raised
Circle . R
circle in the center.
Hex bolt with a single
Crack crack on the surface.
Hex bolt with a deep
Damage damage on the
surface.
Hex bolt with
Scratch scratched areas on the
surface.
Hex bolt with one
Void small hole right in the

center.
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Total: 2149

Original dataset |

Slice up Grayscale Saturated Filtered Mirroring

Training picture== 271 Training picture~258 Training picture~199 Training picture~447 Training picture~330
Verificationa~77 Verification~74 Verification~57 Verification~128 Verification~94

Test picturex=39 Test picture~37 Test picture~28 Test picture~64 Test picture~47
Total: 387 Total: 368 Total: 284 Total: 639 Total: 471

The dataset of
mixed images

The annotated dataset
Total: 8569

FIGURE 9. Data set and preprocessing.

TP refers to the classification that the classifier correctly
predicts as a positive example; FN refers to the classification
that the classifier incorrectly predicts as a negative example;
and FP refers to the classification that the classifier incor-
rectly predicts as a positive example.

The F1 score is the harmonic average of precision and
recall. Results related to specificity and impact can be
obtained by calculating the following formulas. The F1 score
can be denoted as

Precision x Recall
F1score=2 x — (10)
Prcision + Recall

mAP is the average value of the area under the PR curve for
each category. The mAP can be denoted as:

mAP — ZC Average Precision (C)
c=1 C
where C represents the number of categories.

To better evaluate the performance of the algorithm in
terms of processing speed, we used the FPS as the evaluation
index. The FPS can be obtained by calculating the total
time required to detect the target and the number of frames
processed. The FPS can be denoted as:

1
" Total time/frame count
In addition, mAP(0.5) and mAP(0.5:0.95) referring to the

area enclosed by mAP after Precision and Recall are used as
two axes; represents the average, the number in parentheses

Y

FPS (12)
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represents the threshold for determining IoU as positive and
negative samples, and (0.5:0.95) represents the mean value
after the threshold is set at 0.5: 0.95.

D. COMPARATIVE EXPERIMENTS

To evaluate our proposed training model, we compared sev-
eral popular one-stage methods, such as FA-SSD, YOLOVS,
YOLOvV5-Shift-ConvNets, YOLOv8 and YOLOv8-GSConv.
FA-SSD is more prominent in real-time target detection,
whereas YOLOvS5, YOLOvS5-Shift-ConvNets YOLOvS and
YOLOV8-GSConv are optimized and improved on the basis
of YOLO series algorithms, providing higher detection pre-
cision and faster speed. Our design followed these detection
aspects.

The network training process is illustrated in FIGURE 10.
After conducting a thorough analysis of our model’s training
process over 300 epochs, we observed a distinct pattern in the
behavior of the loss function value, which served as a critical
indicator of the model’s learning progress and optimization
efficiency. This analysis is structured into three stages based
on the observed trends in the loss function values throughout
the epochs.

1) THE INITIAL RAPID DECLINE STAGE (0-30 EPOCHS)

During the initial 0-30 epochs, the loss function value of the
model showed a sharp decline. This stage is characterized
by rapid learning in which the model efficiently captures the
underlying patterns in the data. This steep reduction indicates
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FIGURE 10. The training loss of different models.
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FIGURE 11. The validation loss of different models.

that the model’s initial weights are significantly updated
towards optimal values, leading to a quick improvement in
model performance.

2) THE GRADUAL DECLINE STAGE (30-200 EPOCHS)

Following the initial stage, between 30 and 200 epochs, the
rate of decline in the loss function value gradually decreased.
This slowdown is indicative of the model entering a more
refined tuning stage, in which the adjustments to the weights
are smaller and more precise. During this stage, the model
continued to learn, but at a slower pace, optimizing its param-
eters to better fit the training data without overfitting.

3) THE STABILIZATION STAGE (AFTER 200 EPOCHS)
After reaching the 200th epoch, the loss function values
tended to stabilize, showing minimal fluctuations. This sta-
bilization suggests that the model has reached its best state,
and that further training does not significantly improve the
model’s performance. At this point, the model probably con-
verges to an optimal or near-optimal solution, and the benefits
of additional training epochs are marginal.

In comparison, when analyzing the training process of the
other models, we observed that within the first 85 epochs,
the loss function decreased to a smaller value. This indicates
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that the initial learning rate of the other models is slower than
that of our model. However, from epochs 85 to 250, the rate
of decrease significantly slows down and eventually levels
off after 250 epochs. This pattern suggests that our model
achieves rapid initial improvements, and that the optimization
process tends to stabilize earlier than that of other models,
potentially indicating an efficient fine-tuning stage.

In the validation loss chart shown in FIGURE 11, in the
first 150 rounds, the losses of our model decreased rapidly
and stabilized. It levelled off in 150-250 rounds and eventu-
ally stabilized below 0.02.

This comparison highlights the importance of understand-
ing the dynamics of the loss function between the different
models and training stages. This demonstrates a balanced
learning approach, with significant initial improvements fol-
lowed by a stable fine-tuning process, eventually reaching a
stable optimal state.

Furthermore, to better verify the precision of our model,
we add mAP (0.5) as a comparison indicator, which is mAP
(0.5). For 300 epochs, our strategy is compared with alter-
native methods during the training stage. In FIGURE 12,
the mAP (0.5) of the individual models grew rapidly in the
first 150 rounds. Slow growth in 150-250 epochs with less
volatility. Finally, the FA-SSD model performed the worst
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TABLE 2. The mAP (0.5) of different methods through 0 to 300 epochs.

Epochs 100 150 200 250 300
FA-SSD 0.795421 0.833019 0.850178 0.863833 0.876125
YOLOVS 0.814912 0.867659 0.868178 0.888347 0.902128
YOLOVS5-Shift-ConvNets 0.877765 0.896465 0.913355 0.926489 0.936338
YOLOVS 0.861356 0.888660 0.912051 0.934637 0.945900
YOLOVS-GSConv 0.882974 0.897543 0.912657 0.932635 0.950632
Our method 0.882948 0.910843 0.930248 0.946639 0.955017
TABLE 3. Comparison experiments of different models.
Model Params FPS Precision Recall mAP (0.5) mAP (0.5:0.95)
™M) (fps) (%) (%) (%) (%)
FA-SSD 9.3 54 92.5 82.6 87.6 72.3
YOLOVS 7.2 74 91.2 82.7 90.0 75.3
YOLOvV5-Shift-ConvNets 8.1 68 95.9 89.4 92.5 76.4
YOLOVS 11.2 87 95.4 90.6 94.6 76.9
YOLOV8-GSConv 12.1 90 96.9 92.4 95.3 75.2
Our method 10.9 95 98.3 93.8 95.7 74.7
TABLE 4. The F1 score for five types of defects in the detection process.
Model Circle (%) Crack (%) Damage (%) Scratch (%) Void (%)
FA-SSD 87.451 85.452 89.541 87.451 86.954
YOLOVS 86.364 87.425 86.645 87.645 84.615
YOLOVS-Shift-ConvNets 90.326 94.621 91.976 93.742 94.743
YOLOVS 94.652 89.451 93.451 96.322 94.954
YOLOvV8-GSConv 95.082 96.034 93.459 95.143 96.963
Our method 96.465 98.451 94.525 95.155 96.014

1.2
1
0.8
“
S
% 0.6
04 ——FA-SSD
YOLOV5
——— YOLOVS5-Shift-ConvNets
0.2 ———YOLOVS8
——— YOLOV8-GSConv
Our Method
0
0 50 100 150 200 250 300
Epoch

FIGURE 12. The mAP (0.5) iteration diagram for different models.
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and the final value stabilized at about 0.88, while the value
of YOLOv5-Shift-ConvNets and YOLOv8 grew faster, and
the final value stabilized at approximately 0.94. Comparison
with various models, our model achieves stability faster at
mAP (0.5), and the stable value is better, thus achieving better
results. Table 2 shows the mAP (0.5) values for different
models at 100, 150, 200, 250, and 300 epochs. Shows that
mAP (0.5) increases rapidly during the first 50 epochs and
stabilizes after the number of epochs reaches 200 and reaches
a value of 0.957 in the 300th epoch. During the training
process, the curve of our method performs better than that
of other methods, indicating that the network has achieved
higher detection precision. In addition, the improved model
curves show smoother progress, indicating improved stabil-
ity. Lastly, our method’s optimal mAP (0.5) is 0.95, which is
almost 5.7% higher than the original YOLOv5 model’s 0.90,
indicating the efficacy of the improvement.

As shown in Table3, Table 4, FIGURE 13 and FIGURE 14
show that our method improves detection precision and recall
rate.
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FIGURE 14. The F1 score for five types of defects in the detection process.

In the rapidly developing field of target detection, a model
that strikes the best balance among accuracy, speed, and
computational efficiency is required. This article presents
a comprehensive comparative analysis of a novel object
detection model against established benchmarks such as
FA-SSD, YOLOvVS5, YOLOv5-Shift-ConvNets, YOLOvS and
YOLOV8-GSConv. The evaluation focused on key perfor-
mance metrics, including parameter size, frames per second
(FPS), precision, recall, mean Average Precision (mAP), and
F1 scores across specific object classes.

Enhanced performance and Efficiency: Our model shows a
remarkable improvement in both performance and efficiency,
as evidenced by its superior FPS rates and precision-recall
metrics when compared to its counterparts. In particu-
lar, against FA-SSD, the model not only increased the
FPS by 41 but also enhanced the precision and recall
by 5.8% and 11.2%, respectively. Such improvements are
indicative of the model’s ability to process video feeds
in real-time while maintaining a high accuracy in object
detection.

Parameter optimization: Although our model exhibits an
increase in parameter size compared to the FA-SSD and
YOLO variants, this increase is justified by significant gains
in detection metrics. For example, compared to YOLOVS,
the model sees a parameter increase of 3.7%, but delivers
a substantial 5.7% increase in mAP (0.5). This trade-off
between model complexity and performance enhancement
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suggests thoughtful optimization of the network architecture
to achieve better detection outcomes without excessively bur-
dening computational resources.

F1 scores improvements: The analysis also revealed
notable improvements in F1 scores to detect specific object
classes such as circle, crack, damage, scratch, and void.
These enhancements are particularly prominent when com-
paring the model with YOLOVS, where F1 scores for circles
and cracks show double-digit percentage increases. Such
class-specific advancements underscore the model’s refined
capability to detect and classify various objects with higher
precision, making it highly suitable for specialized tasks in
industrial inspection or quality control.

Comparative challenges: Despite its strengths, the model
faces certain challenges, particularly compared to the latest
YOLOVS. A slight decrease in parameter size and a minor
reduction in certain F1 scores suggest areas where the model
could be further optimized. The decrease in mAP (0.5: 0.95)
compared to the benchmarks indicates that there is room for
improvement to achieve consistent accuracy across different
IoU thresholds.

Taking into account the intricacy of every model and the
real detection results, although our method increases the
parameters of the model, it also promotes the number of
detection frames and map (0.5), which proves that the model
has a good detection effect and is superior to other methods
in metal part defect detection.
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FIGURE 15. Comparison between other algorithms and our method detection.

To evaluate the detection performance of different methods
more intuitively from a visual point of view, our method
randomly selects a subset of photos from the data set for
detection and compares five other detection methods with the
improved method.

As shown in FIGURE 15, to compare the detection effects
of various methods more intuitively, we conducted multiple
groups of comparative experiments for different scenes.

In a series of comprehensive tests designed to benchmark
the performance of various object detection algorithms under
different environmental conditions, our algorithm consis-
tently outperformed established methods such as FA-SSD,
YOLOVS, and their variants. These tests were meticulously
designed to simulate real-world scenarios that pose sig-
nificant challenges to object detection systems, including
variations in lighting, occlusions, and surface conditions.
The results of these tests provide valuable information on
the robustness and accuracy of our method compared to its
counterparts.

VOLUME 12, 2024

(1) Enhanced performance under adverse lighting condi-
tions (in Test 1): The first test, set in a low-light environment,
revealed a notable disparity in confidence levels between our
algorithm and others such as FA-SSD and YOLOvVS. Our
algorithm demonstrated superior confidence and precision
in detecting defects, underscoring its effectiveness in chal-
lenging lighting conditions. This suggests that our model has
advanced features or mechanisms that enable it to maintain
high detection accuracy even when the illumination is subop-
timal.

(2) Superior detection accuracy in different scenarios (in
Test 2): In high-light scenes, as observed in Test 2, FA-
SSD exhibited instances of missed detection, which is a
critical flaw that was not present in our algorithm. Although
YOLOV5, YOLOvS5-Shift-ConvNets, and YOLOvS were able
to identify all defects on the metal surfaces, they were weak
in terms of precision compared to our method. This indicates
that our algorithm not only ensures comprehensive detection,
but also maintains a higher standard of precision, making

41447



IEEE Access

J. Yu et al.: LCG-YOLO: A Real-Time Surface Defect Detection Method for Metal Components

TABLE 5. Ablation experiments.

Model +LSandGlass +Ghost +CBAM  +SloU Precision Recall mAP (0.5) mAP (0.5:0.9)
Original 91.2 82.7 90.0 753
- v 96.5 83.6 90.2 74.3
- \ 95.8 90.8 91.3 74.1
- v 96.2 89.9 94.9 74.2
- 96.6 90.7 95.0 73.8
- \ \ 96.1 926 95.3 74.5
- \ x/ y 97.5 93.4 95.5 74.6
Our Method \ J y 98.3 93.8 95.6 747

it particularly reliable for applications where accuracy is
paramount.

(3) Robustness against partial occlusion and surface dirt
(in Test 3 and Test 4): The third test scenario involved
images with partial occlusion, which is a common challenge
in real-world applications. Unlike several other algorithms,
our method did not show missed detections and maintained a
higher detection confidence. Similarly, in scenarios where the
surface of the object was dirty (Test 4), our algorithm again
proved its mettle by accurately detecting all surface defects
without omissions and showing higher confidence levels than
its competitors. These results highlight the robustness of our
algorithm against common obstacles, such as occlusion and
surface impurities.

(4) Consistent performance in low-complexity scenes
(Test 5): Finally, Test 5, conducted in environments with high
saturation, further affirmed the accuracy of the algorithm.
Despite the simplicity of the scene, our method continues
to exhibit high accuracy, reinforcing its versatility under a
variety of conditions.

Collective findings of these tests demonstrate the
exceptional performance of our algorithm under various
challenging conditions. Its ability to maintain high confi-
dence and precision under low-light conditions, coupled with
its robustness against occlusion and surface anomalies, sets
it apart from existing algorithms. Moreover, its consistent
accuracy in different environmental settings underscores its
potential for diverse applications, from industrial quality
control to surveillance. The superiority of our algorithm can
be attributed to its sophisticated architecture and optimization
strategies, which probably include advanced feature extrac-
tion capabilities and effective handling of environmental
noise. Future work could explore further enhancements to
improve its adaptability to even more diverse conditions and
its efficiency in processing speed and computational resource
utilization.

Through observation and in different scenarios, our method
can obtain the best detection performance on the surface of
metal parts with low complexity, reduce missed detection
defects and false detection, improve the detection precision
of our method, and detect small defects. The detection results
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are more reliable and accurate and contribute to the progress
of metal part surface defect detection methods.

E. ABLATION EXPERIMENTS

To evaluate the function of different components in the
proposed method, ablation experiments are carried out for
verification.

As shown in Table 5, to refine object detection models to
identify surface defects in metal parts, this study systemati-
cally integrates and evaluates several advanced architectural
enhancements on a modified YOLOVS framework. The incre-
mental additions of the LSG model, Ghost’s convolutional
module, CBAM attention mechanism, and SIOU metric con-
tribute uniquely to the model’s performance, culminating in
a comprehensive solution that significantly surpasses tradi-
tional approaches.

The initial step involved replacing the backbone network
with the LSG model, focusing on reducing the semantic
loss to enhance the model’s precision and recall capabilities.
This modification resulted in a 1% decrease in mAP(0.5:
0.9), but a modest increase in recall (0.9%), a 0.2% increase
in mAP (0.5) and a substantial improvement in precision
(5.3%). The LSG model facilitates richer information about
gradient combinations, effectively minimizing information
loss and mitigating gradient confusion. This enhancement
underscores the importance of a robust backbone to capture
detailed features essential for accurate defect detection.

By optimizing the replacement of the convolutional mod-
ule with the Ghost module in the neck, we observed a slight
decrease in precision by 0.7% and mAP (0.5:0.9) showed a
slight reduction of 0.2%. However, there was a correspond-
ing increase in mAP (0.5) of 1.1% and an increase in the
recall rate of 7.2%. This change not only optimized the net-
work parameter scale, but also reduced computing resource
consumption, demonstrating the efficacy of lightweight con-
volutional modules in maintaining, if not enhancing, the
model performance while ensuring computational efficiency.

The addition of the CBAM attention mechanism fur-
ther amplified the model’s performance, leading to sig-
nificant increases in precision (0.4%), mAP(0.5) (3.6%),
and mAP(0.5:0.9) (0.1%), but a reduction in recall (0.9%).
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CBAM optimizes the focus of the model, enabling more
effective feature extraction and improving detection preci-
sion. This adjustment illustrates the transformative impact of
attention mechanisms on refining the model’s ability to dis-
cern and prioritize relevant spatial and channel characteristics
for superior defect detection.

Integrating the SIOU metric into the model further
improved precision (0.4%), recall (0.8%) and mAP(0.5)
(0.1%) but reduced the mAP(0.5: 0.9) (0.4%). SIOU offers a
more nuanced approach to bounding-box regression, enhanc-
ing the target detection capabilities of the model by providing
a more accurate representation of object shapes and ori-
entations. This enhancement solidifies the critical role of
advanced geometric metrics in increasing the detection accu-
racy.

Cumulative addition of these four modules resulted
in the following remarkable performance metrics: pre-
cision (98.3%), recall (93.8%), mAP(0.5) (95.6%), and
mAP(0.5:0.9) (74.7%). This comprehensive integration not
only showcases the individual contributions of each module
but also highlights their synergistic effects, leading to signifi-
cant improvements in training speed, inference precision, and
practical performance. Collective implementation of these
enhancements presents a compelling case for adopting multi-
faceted architectural innovations in object detection models.

The method used in this study to integrate cutting-edge
enhancements into a modified YOLOVS model demonstrates
a significant leap forward in the detection of surface defects
in metal parts. Each module, LSG, Ghost, CBAM, and SIOU
brings different advantages to the table, resulting in a highly
efficient, accurate, and practical model. These findings affirm
the potential of combining various technological advance-
ments to address the intricate challenges of object detection,
paving the way for future research and development in this
critical field.

To better verify the functionality of each component,
we performed a more intuitive visual comparison, as shown
in FIGURE 16.

To advance the capabilities of YOLOVS to detect surface
defects in metal parts, our study systematically incorporated
a series of modifications aimed at improving the detection
accuracy while optimizing the efficiency of the model. The
progression of these modifications and their impact on model
performance are meticulously documented, showing a clear
trajectory of improvement in identifying defects with greater
precision and confidence.

The starting point, depicted in FIGURE 16 (a), illustrates
the original YOLOVS5’s capability, where it managed to detect
only one flaw with a relatively moderate confidence level of
0.56, indicating room for substantial improvement, particu-
larly in complex defect detection scenarios.

As shown in FIGURE 16(b), the introduction of the
LSG model to replace the C3 network in the backbone
marks the first step towards enhancement. This modification
allowed the detection of two distinct types of imperfections,
namely circles and voids, with improved confidence levels
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(a)The original YOLOvVS  (b)YOLOvV5+LSG

(c) +Ghost

(d) +CBAM (e)+SIOU

FIGURE 16. The visual results of the ablation study.

of 0.57 and 0.67, respectively. The ability of the LSG model
to capture richer gradient information plays a pivotal role in
this advancement, reducing semantic loss and enhancing the
precision of the model.

Further refinement is achieved by substituting the Ghost
module in the neck, as shown in FIGURE 16 (c). This
adjustment leads to an increase in the detection precision for
both circles and voids to 0.65 and 0.70, respectively, under-
scoring the effectiveness of the Ghost module in optimizing
the network’s parameter scale and computational resource
consumption without compromising detection accuracy.

The integration of the CBAM attention mechanism,
as illustrated in FIGURE 16(d), significantly increased the
performance of the model. The detection count increased
to three types of defects, with precision scores for circles,
voids, and scratches of 0.74, 0.74 and 0.37, respectively. The
CBAM improves the focus of the model on relevant features,
further improving its ability to discern and accurately classify
different types of defect.

Replacement of GIloU with SloU, as shown in
FIGURE 16(e), marks the culmination of our enhancements.
This change specifically targets the reduction of loss between
true and predicted values, culminating in superior detec-
tion accuracies of 0.76, 0.89, and 0.46 for circles, voids,
and scratches, respectively. The SIoU metric introduces a
more refined approach to bounding-box regression, closely
aligning the predicted boxes with actual defect locations and
shapes.

The sequential addition of these enhancements not only
progressively improves the detection precision but also
ensures that the detected defects are identified with increasing
accuracy. Our approach significantly increased the perfor-
mance of the model, achieving a delicate balance between
high-precision detection and model efficiency. The results
unequivocally validate the effectiveness of our proposed
modifications, establishing our model as not only highly
precise but also lightweight and efficient. Through strategic
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architectural changes, our model achieves unparalleled preci-
sion, closely mirroring the true characteristics of the defects
it aims to detect, thereby establishing a new benchmark in the
field of surface defect detection in metal parts.

IV. CONCLUSION

To improve the efficiency and reliability of defect detection
on metal surfaces, this study introduces a significant advance
using an improved YOLOv5 model. The main contributions
of this study are as follows. (1) Our method integrates the
LSG and Ghost models to reduce semantic loss and opti-
mize the network structure for superior performance. (2) The
inclusion of CBAM enhances the inferencing capabilities and
facilitates the fusion of multiscale feature, while the SIoU
metric increases the precision in target detection. By expand-
ing our data set to 8,569 instances using various processing
techniques, we ensured comprehensive training and evalua-
tion, covering a diverse range of defect types and scenarios for
real-world applicability. The experimental results show that
compared to the original yolov5, our proposed method has a
significant improvement. Specifically, maps (0.5) increased
by 5.7%, whereas FPS increased significantly by 21%. At the
same time, LCG-YOLO has advantages over other models
proposed in recent years in terms of mAP, detection speed,
and model size.

The results of rigorous testing of the six distinct methods
and five key indices demonstrate the improved performance
of the proposed model. However, there remains substantial
room for improvement in the detection of surface defects in
metal parts. More research in the field of defect detection is
necessary to achieve the following objectives:

(1) Advancing defect detection capabilities: Continuous
innovation is essential to keep up with evolving manu-
facturing processes and the growing complexity of metal
parts.

(2) Large-scale data sets and transfer learning: Build more
abundant data sets on metal parts defects and use transfer
learning and other methods to improve the generalizability
and adaptability of the algorithm in different scenarios.

(3) Differential detection of defect types: In addition to
common surface cracks, bubbles and other defects, many
other types of defects need to be detected, such as deforma-
tion and discoloration. Further research can expand the ability
of this algorithm to detect various types of defects.

To achieve these goals, it is necessary to significantly
expand the comprehensive training of the data set and
enhance the detection ability of the algorithm through struc-
tural and algorithm innovation. Further research is needed
to improve feature extraction, optimize model parameters
and accelerate the detection speed. Conducting research
on advanced feature extraction techniques and streamlin-
ing inspection processes is critical to achieving impeccable
accuracy and operational efficiency, in line with the broader
goals of sustainable manufacturing and safety assurance in
industrial environments.
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