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ABSTRACT Nonwoven fabric defect detection is an essential part of the production process, and it is
important to realize fast and accurate nonwoven fabric defect detection to improve production efficiency.
Aiming at the problems of nonwoven fabric defect detection in which most defect targets are small and
traditional industrial cameras are unable to recognize foreign impurities of the same color, a nonwoven
fabric defect detection method based on hyperspectral imaging and improved YOLOVS is proposed.
Specifically, hyperspectral imaging technology is used to replace traditional vision and solve the problem
of homochromatic foreign matter impurities from the dimension of spectrum. In addition, the LSK attention
module is introduced into the YOLOVS5 backbone network, which enables the network to learn the key feature
information and enhance the detection of small targets. Finally, an improved light repetitive group frequency
permutation network (Light-RepGFPN) is proposed in the neck structure, by which the feature fusion
capability of the model is enhanced, so that the high-level semantic information and the low-level spatial
information are fully fused to improve the detection accuracy. Combined with the LSK and Light-RepGFPN
modules, we propose an improved YOLOvS (LL-YOLOVS) defect detection network. It is experimentally
proved that LL-YOLOVS5 can achieve an average accuracy mean 90.3% in the nonwoven fabric hyperspectral
image defects dataset, which is 2.2% higher than that of the original model, respectively.

INDEX TERMS Attention mechanism, defect detection, hyperspectral imaging, YOLOVS.

I. INTRODUCTION

China as the country with the most complete types of cloth
production, both production and export volume are ranked
among the best in the world. The cloth production industry
is one of the pillar industries of China’s national economy
[1]. As one of the fabrics, nonwoven fabrics are favored by
users, whether in the industrial, agricultural, medical or daily
decoration fields. As of 2020, the annual output of nonwoven
fabrics in China has reached 6.76 million tons, and is showing
a year-on-year increasing trend, and it is expected that the
annual output of nonwoven fabrics will exceed 8 million tons
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by the end of 2024 [2]. Defects such as surface impurities,
oil stains, wrinkles, holes and other defects will inevitably
occur during the production process of cloth, thus weakening
its expected performance and affecting its appearance. It is
because of these defects that the quality and utility of cloth is
greatly affected, so it is essential to carry out defect detection
before the cloth leaves the factory.

The main application scenarios of nonwovens are: baby
wipes, face wipes, disinfectant wipes, face masks, protective
clothing and so on. It can be seen that most of the application
scenarios of nonwoven fabrics are in direct contact with the
skin, and most of the surface impurities are hard objects,
which are very easy to scratch the skin, and the color of
some surface impurities is very easy to confuse with the
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background color of nonwoven fabrics, which is difficult to
be distinguished by the traditional visual inspection.

At present, for the defect detection of nonwoven fabrics,
the classical machine vision method that combines edge
detection and dynamic thresholding is mainly used [3],
and the detection methods are fewer and more backward.
Conventional methods for fabric defect detection are roughly
divided into the following categories: structural texture-based
methods [4], statistics-based methods [5], feature spectrum-
based methods [6], feature model-based methods, and deep
learning-based detection methods [7]. Seckin et al. [8]
proposed a new feature extraction method by the intertwined
frames for fabric defect detection, that is faster and provides
higher accuracy. Cheng et al. [9] proposed a separation
convolutional UNet combined with convolutional down
sampling, depth separable convolution and cross-parallel
ratio loss function (IoU loss), which performs the location
detection of fabric defects by extracting the surface features
in the fabric images, and performs well on the AITEX
dataset. Compared to the other four traditional detection
methods, deep learning-based detection methods can improve
the detection effect and reduce the design cost.

Deep learning-based target detection algorithms can be
categorized into one-stage target detection algorithms and
two-stage target detection algorithms. Among the two-stage
target detection algorithms, representative algorithms are fast
region-based convolutional neural networks (Fast R-CNN)
[10], faster region-based convolutional neural networks
(Faster R-CNN) [11] and spatial pyramid pooling networks
(SPP-Net) [12] algorithms. And the algorithmic process
is as follows: Firstly, the convolutional neural network
is used to carry out feature extraction. And then RPN
(Region Proposal Network) network is used to generate
the candidate region to realize the preliminary prediction
of the target location. Finally, the ROI pooling layer is
used to realize the precise location of the target, and the
feature vector is generated through the fully connected
layer to realize the determination of the target category and
location through classification and regression. The two-stage
detection algorithm has the advantages of high detection
accuracy and high localization precision, but the detection
speed is slow and not suitable for industrial real-time
detection. Among the one-stage target detection algorithms,
representative algorithms include: single shot multi box
detector (SSD) [13], Retina Net [14], Efficient Det [15] and
YOLO series [16], [17], [18], [19], [20], [21]. The one-stage
target detection algorithm has two core parts, which are
convolutional neural network and regression network, and
the model can directly regress the category probability and
location coordinates of the target. Thus, one-stage target
detection algorithm has higher detection speed as the main
research direction of defect detection at present. Liu et al.
[22] strengthened the effect of detecting small target defects
by adding a convolutional layer and a feature layer to the
SSD algorithm. Zhang et al. [23] used YOLOV2 to achieve
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dyed fabric defect detection and classification based on
deep convolutional neural network, which can extract defect
features under the situation of limited samples. In order
to solve the shortcomings of neural networks with large
computational costs, which seriously impede the operation of
the network in resource-limited environments, Liu et al. [24]
proposed a lightweight convolutional neural network with a
simple network structure, which has a substantial reduction in
the amount of computation compared to the darknet feature
extraction network. This method used two different scales
for feature extraction, and the detection accuracy from the
final results is slightly lower than the original. From the
final results, the detection accuracy is slightly lower than
the original YOLOV3 algorithm, but the detection speed is
shortened to 38.5% of the original, which can be realized
directly in the factory or embedded devices. In order to
improve the defect detection rate and fabric product quality,
Jing et al. [25] proposed a fabric defect detection method
with higher real-time performance based on the improved
YOLOvV3 model, by adding a scale prediction layer, which
makes the original three-scale prediction become four-scale
prediction when the feature map is 104 x 104, the error rate of
the improved network model for both gray and plaid fabrics
are less than 5%. Zhu et al. [26] proposed to introduce the
Transformer module as well as the convolutional attention
module into the neck network and add a multi-scale feature
detection layer, which makes the YOLOVS network model
to improve the detection accuracy of small targets and
optimize the performance of the model, but the accuracy
improvement is not obvious compared with the individual
comparative models, and the introduction of the transformer
module will increase the computational complexity and
resource demand of the whole network. Zheng et al. [27]
proposed the SE-YOLOvVS5 network, which adds squeeze and
excitation network modules into the backbone of YOLOVS
and replaces the ReLU activation function in the CSP module,
which improves the overall detection accuracy, but has a
weak ability to detect insignificant defects. Liu et al. [28]
introduced soft pooling into the YOLOv4 network model to
improve the ability to detect fabric defects in tiny regions, but
it also leads to an increase in the training and inference time
of the model.

Li et al. [29] proposed a new hyperspectral imaging and
modeling method, and an associated recognition model to
classify single-component textiles, which extracts typical
wavelength regions by band compression of data collected
by hyperspectral imaging techniques, imports these data
into a decision tree classifier and a KNN classifier for
training, and develops a sample classification based on the
training data recognition model. Chen et al. [30] realized
the defect detection of Wet-Blue Leather with hyperspectral
imaging technology, and enhanced the fusion of spectral
and spatial information by segmenting the defective region
with hyperspectral imaging technology and 1D convolutional
neural network, 2D-Unet and 3D-UNet. These methods use
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hyperspectral imaging for the first time for defect detection
in fabrics, but the redundancy in the number of bands and
the large number of processing parameters required require
further research and improvement.

YOLOVS is a high-performance single-stage target detec-
tion network, known for its speed and small model size and
simple structure, so it is widely used in industrial production
and life. However, blemishes vary in size and type, and some
small blemish features are highly similar to the background
information, which is difficult to be distinguished by the
human eye. The direct application of YOLOVS to nonwoven
fabric defect detection is a significant challenge. Therefore,
considering the tiny size and feature similarity of nonwoven
defects, this paper proposes a nonwoven defect detection
method based on hyperspectral imaging technology with
improved YOLOVS.

The main contributions of this article are as follows:

1) The hyperspectral imaging technology is used to obtain
the spectral information under different bands of nonwoven
material and defects, analyze the difference of spectral
information under different bands of nonwoven material and
defects and select the key bands by feature extraction method
to retain the separability information of nonwoven and
defects, which effectively solves the problem of same-color
foreign impurities.

2) The LSK Attention module is introduced into the
Backbone network of YOLOVS, which can dynamically
adjust its large spatial receptive field, enhance the defect
feature extraction ability, strengthen the focus on the
defective region, and increase the accuracy of small target
detection.

3) The Light-RepGFPN network is proposed for con-
structing a new neck structure, which enables the network
to exchange high-level semantic information and low-level
spatial information more fully, and can increase the detection
accuracy to a larger extent with a small amount of computa-
tional increase in the model.

The rest of the paper is organized as follows: Section II
presents related work. Section III introduces the appli-
cation of hyperspectral imaging for defect detection and
describes the detection method in detail, including the
overall network structure of LL-YOLOVS and its individual
modules. Section IV gives the experimental validation of our
method. Section V summarizes our work and discusses the
advantages and disadvantages of LL-YOLOVS and related
future research.

Il. RELATED WORK

As one of the efficient single-stage detection networks,
YOLOVS, has the advantage of more balanced detection
accuracy and model complexity, and is widely used in various
detection fields. In this paper, YOLOv5s-v7.0 released in
December 2022 is used as the baseline model, and the
network structure consists of four parts, namely, input,
backbone, neck, and head, as shown in Figure 1.
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The input part preprocesses the image, including Mosaic
data enhancement, adaptive image scaling, and adaptive
anchor frame design. The backbone network is a feature
extraction sub-network, which is used to initially extract
the features of the target image. The backbone network
consists of CBS, C3, and SPPF modules. The C3 module
is used for feature extraction. The SPPF module fuses
the feature maps of different receptive fields. The neck
network is the feature fusion sub-network, which fuses the
extracted features. It consists of feature pyramid network
(FPN) [31] and path aggregation network (PAN) [32]. The
fusion process is that FPN up-samples deep features and fuses
them with shallow features to enhance multi-scale semantic
feature representation. PAN down-samples shallow detailed
features and fuses them with deep features to enhance
multi-scale localization. The head contains three detection
layers corresponding to three different retarded feature maps.
Predicting and regressing defective targets at different scales
on the three medium feature maps.

Ill. HYPERSPECTRAL IMAGING BASED NONWOVEN
FABRIC DEFECT DETECTION METHOD USING LL-YOLOvV5
A. APPLICATION OF HYPERSPECTRAL IMAGING
TECHNOLOGY IN NONWOVEN FABRIC DEFECT DETECTION
Hyperspectral imaging technology combines optics, spec-
troscopy and image processinag and other multidisciplinary
knowledge, can obtain the spectral information of the object
in different wavelength bands, providing rich spectral data.
Traditional industrial camera is prone to miss the problem
of wrong detection under the condition of the material of
nonwoven fabrics and defects in the same or similar color
in the defect detection process, and most of these defects
are relatively hard metal or plastic, which is easy to scratch
the skin in the use of the process, as shown in Figure 2.
Hyperspectral imaging technology can effectively extract
the spectral characteristics of the material of nonwoven
fabrics and defects, which can be used to get the accurate
detection and classification of nonwoven fabric defects by
extracting and analyzing the spectral features. As shown in
Figure 3, the red curve is the spectral data of the nonwoven
fabric in the range of 900-1700nm, and the green curve is the
spectral data of the foreign matter defects of the same color
in the range of 900-1700nm, which are different and easy to
distinguish.

Because the original hyperspectral data has a large amount
of data, more bands, redundancy and other characteristics,
which cannot be directly applied to the target detection
algorithm. Therefore, according to the practical application
of nonwoven fabric defect detection, this paper extracts
three wavelengths (1202, 1421, 1540) and synthesizes
the pseudo-RGB image by feature wavelength extraction,
as shown in Figure 4, which effectively distinguishes the
feature information of the nonwoven fabrics and defects
and is convenient to be applied to the target detection
algorithm.
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FIGURE 1. YOLOv5 network structure.

FIGURE 2. Blemishes similar to the background.
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FIGURE 3. Spectral data curves of nonwovens and defects.
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el structure in DAMO-YOLO [34], the Light-RepGFPN struc-
ture is proposed to replace the FPN+PAN structure of the
original YOLOVS network, and the addition of dimension-
B. NONWOVEN FABRIC DEFECT DETECTION METHOD ality reduction convolution (DC) reduces the number of

BASED ON LL-YOLOv5
In this paper, LSK Attention [33] is introduced into backbone with a small number of parameters. Figure 5 shows the overall
in YOLOVS to enhance the feature extraction capability of network model.
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<zelocts FIGURE 4. Pseudo-RGB image of same-color foreign matter defects after

processing.

the backbone network. Referring to the Efficient RepGFPN

network channels, so that the model obtains higher accuracy
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One of the difficulties in nonwoven fabric defect detection
is that the defect targets are extremely small, which is easy to
miss detection, and the shape of the defects is irregular and
complex. LSK Attention module improves the accuracy of
concern area by dynamically adjusting the spatial receptive
field, which reduces the miss detection rate. Light-RepGFPN
network makes the model more efficient when dealing with
various sizes and complexities of targets by optimizing the
feature representations. At the same time, considering that
the hardware environment of the factory, the model volume
and the number of parameters should be as small as possible,
and the impact of either LSK Attention or Light-RepGFPN
on the model volume and the number of parameters is
minimal. Therefore, the integration of LSK Attention module
and Light-RepGFPN network makes the LL-YOLOvV5 model
more powerful in the nonwoven fabric defect detection task.

1) LSK ATTENTION
The original backbone network may lead to the loss of
important details and information when extracting features,
in order to solve this problem, this paper refers to the LSK
module and changes the large kernel convolutions to different
kernel convolution sequences according to the different types
of targets with different needs for background information.
The convolutional sequences are embedded in the last layer
of the backbone network, which fully explore the spatial
structure information for fusion, and further improve the
spatial features extraction of the model. The traditional spatial
attention mechanism extracts spatial features with a single
range of background information, which cannot guarantee
the extraction of ideal spatial features. The main idea of
LSK Attention is to effectively weight and spatially fuse
the features under different receptive fields through different
scale spatial information to obtain the final feature map. The
structure of LSK Attention is shown in Figure 6. The main
process of LSK Attention is:

In order to obtain rich background features from different
regions of the input data X, convolution kernels with different
receptive fields are used:

Up=X, U =F"5U), Us=F""Up (1)

where F>* is a Depth-wise convolution operation with
a convolution kernel of 5, and F'*7 is a Depth-wise
convolution operation with a convolution kernel of 7 and
an expansion rate of 3. The LSK attention dynamically
selects an appropriate convolution kernel by considering
the local information of the input feature map in order to
adapt to the contextual information of various target types.
It also adapts its receptive field dynamically to accommodate
diverse target types and backgrounds. After that, each con-
volution operation is followed by another 1 x 1 convolution
layer:

U = 7Ny 2
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Afterward, the feature maps are concatenated, depicted as
follows:

U =[0;: 0] 3)
The spatial relationship are extracted by applying

channel-level average
pooling Pg,¢ and maximum pooling Pyax:

SAavg = Paug(ﬁ)’ SAjax = Pmax(ﬁ) 4

where SA,,, and SA,,,, are the spatial feature descriptors
after average pooling and maximum pooling. After that,
convolutional layers 2~V are utilized to transform them
into spatial attention maps, and possess the same number of
depth convolution N. The mathematical expression is:

§1\4 = fz_)N ([SAavg; SAmax]) (5)

Afterwards, applying the sigmoid activation function to
each spatial attention feature maps SA;, the spatial selection
weights for each depth convolution are obtained.

SA; = 0(SA)) (6)

The weighted depth convolution feature maps are sub-
sequently acquired by element-wise multiplication of the
weights and the corresponding depth convolutions. Ulti-
mately, a convolutional layer is employed to fuse these
feature maps and produce the final attention feature. The
mathematical expression is shown in Equations (7) and (8).

N

S =F(Q (SA; - Up) ™
i=1

Y=X-S )

In which, F is convolutional layer, S is the attention
feature.

2) LIGHT-RepGFPN

It is crucial for a detector to learn sufficient fused information
between high-level semantic and low level spatial features,
which makes the detector neck to be a vital part of the
whole framework. In [35], Generalized-FPN (GFPN) is
proposed to serve as neck as it can sufficiently exchange
high-level semantic information and low-level spatial infor-
mation. In DAMO-YOLO, RepGFPN is designed with an
accelerated queen-fusion, the efficient layer aggregation
networks (ELAN) and re-parameterization. However, the
RepGFPN structure will cause the number of parameters to
drastically increase, thus affecting the detection efficiency.
Based on RepGFPN, we propose a novel Light-RepGFPN
to get the design of real-time object detection, instead of
the original YOLOvS’s FPN+PAN structure. Specifically,
we adds the dimensionality reduction convolution before the
structure, which effectively reduces the computation amount
and the number of parameters, which improves the detection
efficiency and makes the model have a smaller model volume
to improve the detection accuracy. The overall structure is
shown in Figure 7.
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In Figure 7, the meaning of CBS module is convolution,
BatchNorm2d (normalization) and SILU activation function.
F is the Fusion Block, and its structure is shown in Figure 8.

The inputs are two or three layers, which are concatenated
and then channel dimensionality reduction is performed with
convolution respectively, followed by a feature aggregation
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module that mimics ELAN, which consists of N Rep3 x
3 convolutions and 3 x 3 convolutions, with simultaneous
outputs from different layers, and then concatenated to get
the final output.

Light-GFPN, based on Efficient-RepGFPN, fully com-
bines both the contextual feature information to achieve
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higher detection accuracy and fully meets the lightweight
requirements for real-time target detection.

IV. EXPERIMENT AND ANALYSIS

A. NONWOVEN FABRIC DEFECT DATASET

In order to facilitate data collection, this paper builds a
nonwoven fabric data collection device for data collection,
which is shown in Figure 9. The collection device includes
a camera stand, a light source, a hyperspectral camera,
collection station and acquisition system. The dataset used in
this paper is the hydroentangled nonwoven fabric provided by
Yongxin nonwoven factory and the defect samples generated
in the actual production of the factory, and the nonwoven
fabric is randomly combined with the defects in the collection
station. And then the number of the data set was expanded
to 4860 by the pre-processing methods such as scaling,
rotating, adding noise, random color, etc. Figure 10 shows the
preprocessed nonwoven image. The formats of the nonwoven
fabric defects dataset images are all .PNG, and the number of
training and test sets are 3985 and 875.

Defects are presented on the fabric that weaken its intended
properties and affect its appearance. Crushing, friction, oil
contamination and errors in the bleaching can affect the
quality of the cloth, resulting in different types of defects.
Common types of defects are surface impurities, oil stains,
holes and folds.

(1) flaw: Generally metal impurities or fine particles due to
machine friction, aging, rust during the production process.
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(2) dirt: oil stains on the surface of nonwoven fabrics
during the production process.

(3) fold: the crease produced by the extrusion.

(4) hole: the scratch on the surface of nonwoven fabrics
after being scratched by sharp objects.

Figure 11 shows the nonwoven images containing defects
of the used dataset. Figure 12 illustrates the number of
each type of training defects.The dataset used in this paper
contains 4860 images, of which the training set and test
set is 39854875, and the number of flaw for training and
test is 544241229, the number of dirt for training and
test is 276+51, the number of fold for training and test
is 1158+285, the number of hole for training and test is
241+56.

FIGURE 9. Nonwoven fabric data collection device.

(a) (b) () (d

FIGURE 10. Nonwoven fabric image. (a) original, (b) random invert,
(c) invert+ add noise (d) invert+ random color.

B. PERFORMANCE METRICS
In order to verify the effectiveness of the algorithm proposed
in this paper, Precision (P), Recall (R), Reconciliation Mean
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FIGURE 11. Image of nonwoven fabric defects. (a)flaw, (b)fold, (c)dirt,
(d)hole.
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FIGURE 12. The number of various types of defects.

F1, Average Precision (AP), Mean Average Precision (mAP)
are chosen as the evaluation indexes to measure the model
performance. The amount of computation (GFLOPs) is used
to measure the detection speed. The format of the dataset
used in this paper is VOC. Therefore, mAP@0.5 is used as
the primary measure, which indicates the mean AP at the
IOU threshold of 0.5, which can directly reflect the detection
ability of the model. The formulas for the above parameters
are as follows.

TP
P=—x100% )
TP + FP
TP
R=————x100% (10)
TP + FN
2PR
Fl= x 100% (11)
P+R
1
AP = / P(R)dR (12)
0
1 K
mAP = — ZIJAP(i) (13)
=

In which, TP is the number of correctly detected defects;
FP is the number of misdetected defects; FN is the number of
missed defects; TN is the detected background with a value
of 0; K is the number of categories of defects.
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C. SOFTWARE AND HARDWARE ENVIRONMENT
SETTINGS

The experiments were conducted using Windows 10 operat-
ing system with a 12G NVIDIA GeForce RTX4070 GPU.
The experimental platform is Anaconda + PyCharm, and
the environment is configured with CUDA12.1, Python3.10,
Pytorch2.1.0, torchvision0.16.0. The initial learning rate is
0.01, and its descent is by cosine annealing strategy, with a
learning rate momentum of 0.937, a weight decay coefficient
of 5e-4, and 32 Batchsize, trained with SGD optimizer for
100 iterations.

D. ABLATION EXPERIMENT

In order to verify the effect of the proposed LL-YOLOVS
model on f nonwoven fabric datasets, ablation experiments
were conducted to evaluate the effectiveness of the improved
modules under the same experimental environment and
parameter settings. The ablation experiments consisted of
four groups, which are shown in Table 1.

(1) YOLOVS is the benchmark model before improvement,
which serves as the comparison baseline for the following
three groups of experiments.

(2) YOLOVS5+LSK Attention is the experiment of adding
LSK attention to the backbone network only. The LSK
module effectively improves the feature extraction capability
of the backbone network, resulting in 1.2% and 1.5%
improvement in mAP@0.5 and mAP@0.5:0.95 values,
respectively.

(3) YOLOVS5+Light-RepGFPN is the experiment that only
introduces Light-RepGFPN to replace the neck network,
although the number of parameters and computation are
increased, it can effectively improve the feature fusion ability
of the network, which leads to an increase of 1.6% and 3.1%
in the values of mMAP@0.5 and mAP@0.5:0.95, respectively.

(4) LL-YOLOVS is the experiment of the proposed
method in this paper, adding both LSK Attention and Light-
RepGFPN, which improves the accuracy P by 2.1%, the recall
by 1.2%, and the mAP@0.5 and mAP@0.5:0.95 values by
2.2% and 4.0%, respectively, with limited increase in the
number of parameters and the amount of computation of the
model;

TABLE 1. Results of ablation experiments.

Group P R mAP@0.5 mAP@0.5:0.95 GFLOPs
(@) 89.4%  84.2% 88.1% 59.2% 15.8G
2) 89.7%  81.9% 89.3% 60.7% 16.1G
3) 88.7%  88.4% 89.7% 62.3% 19.4G
4) 91.5% 85.7% 90.3% 63.2% 20.1G

E. COMPARISON EXPERIMENTS

In this section, we conducted three types of comparative
experiments. Firstly, the experiments are conducted to
compare with four current mainstream attention mechanisms.
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Secondly, the performance of the improved model is
compared withthe benchmark model. Finally, the proposed
method is compared with several mainstream classical
detection methods.

1) COMPARATIVE EXPERIMENTS WITH DIFFERENT
ATTENTION MECHANISMS

LSK Attention is compared with four mainstream attention
mechanisms to verify the effectiveness of the attention
mechanism in this paper, and the results are shown in
Table 2. This experiment incorporates SE Attention Mecha-
nism [36], CBAM Attention Mechanism [37], PSA Attention
Mechanism [38], SSA Attention Mechanism [39] and LSK
Attention Mechanism used in this paper, respectively, at the
same location of the network and the same environment.
It is experimentally verified that the attention mechanisms
added in this paper are higher than other mainstream attention
mechanisms in the mAP@0.5 index.

TABLE 2. Comparative experiments with different attention mechanisms.

Attention P R mAP@0.5 mAP@0.95GFLOPs
SE 89.6% 83.2% 88.3% 60.5% 15.8G
CBAM 90.0% 81.9% 88.9% 59.7% 16.2G
PSA 91.3% 84.0% 89.1% 61.0% 16.2G
SSA 87.3% 84.3% 87.9% 60.2% 16.2G
LSK 89.7% 81.9% 89.3% 60.7% 16.1G

2) PERFORMANCE COMPARISON EXPERIMENTS BETWEEN
THE IMPROVED MODEL AND THE BENCHMARK MODEL

In order to prove that the proposed model in this paper
has better detection effect than the benchmark model, the
following comparison experiments are conducted. First,
the graphs of mAP@0.5:0.95 values of the models are
shown in Figure 13. After 100 training iterations, the
detection accuracy of the proposed model has a smoother
convergence curve during the training process, with smaller
numerical fluctuations and higher accuracy, and the detection
performance is better than the original model. In order to
visualize whether the improved model is more accurate in
identifying the critical locations of nonwoven defects, class
activation maps are introduced to visualize the localization
of defects. Figure 13 is the class activation maps for defect
localization by the model before and after improvement, the
darker red color means the more accurate localization of
defects.

From Figure 14, it can be seen that the proposed method
has higher corresponding to the defect site and is less
disturbed by the background texture of the nonwoven fabric,
indicating that is able to locate the defect area more
accurately.

Table 3 shows the comparison of the detection performance
on four different types of defects before and after the
improvement, from which it can be seen that each type of
defects has almost been improved on the mAP@0.5 index,
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FIGURE 13. Comparison of mAP curves of models before and after
improvement.
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FIGURE 14. Comparison of class activation maps for models before and
after improvement. (a)YOLOVS5, (b)LL-YOLOVS.

which indicates that the proposed model is also able to
improve the detection accuracy on each type of defects
compared with the original model.

TABLE 3. Comparison of mAP@0.5 indexes of defects detection results by
category.

Defect type mAP@0.5
YOLOvS LL-YOLOvS
Flaw 98.2% 98.1%
Dirt 78.7% 82.4%
Fold 82.8% 86.8%
Hole 92.6% 94.0%

3) COMPARISON EXPERIMENTS WITH OTHER MAINSTREAM
DETECTION METHODS

In this paper, the SSD, Faster-RCNN, YOLOv4, YOLOVS,
YOLOvV8 models are selected for comparison with
LL-YOLOVS. (1) SSD, Faster-RCNN as classical models
in the field of target detection are widely used in various
application. (2) YOLOv4/5/8 represent different versions of
the YOLO series in the development process, these models
are chosen to track the evolution of the YOLO series and
to evaluate the performance of LL-YOLOVS in this series,
and also to understand the competitiveness of LL-YOLOvVS
against the emerging models, which is helpful to assess
the latest research of LL-YOLOVS. (3) As described in the
literature review of this paper, these models are widely used
by researchers and scholars in the field of defect detection,
and they are the mainstream models in the field of defect
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detection at present, and comparing with these models, the
advantages and disadvantages of the algorithm in this paper
can be better reflected, as shown in Table 4.

From Table 4, compared with other detection models, the
method proposed in this paper has a significant improvement
in detection accuracy; and the volume of the improved model
of this paper is relatively more advantageous. The model
in this paper is better than SSD, Faster-RCNN, YOLOv4,
YOLOVS5 and YOLOVS detection models in each parameter
index, and can improve the detection accuracy under the
condition of less parameter number. Taken together, the
method in this paper is more advantageous in fabric defect
detection.

Figure 15 illustrates the detection effect graph of
LL-YOLOVS.

TABLE 4. Comparison of detection results of different methods.

Model mAP@0.5 mAP@0.5:0.95 Model volume
Faster-RCNN 86.4% 56.2% 102.5MB
SSD 80.1% 49.6% 97.1MB
YOLOv4 86.1% 55.4% 18.7MB
YOLOV5 88.1% 59.2% 14.5MB
YOLOvV8 90.1% 61.2% 22.5MB
LL-YOLOv5 90.3% 63.2% 20.0MB
fan 0] oy a3 o o)

FIGURE 15. LL-YOLOv5 detection effect.

V. CONCLUSION

In order to further enhance the nonwoven fabric defect
detection effect, this paper proposes a nonwoven fabric
defect detection method based on hyperspectral imaging
technology and improved yolov5, which strengthens the
extraction ability of the backbone network on defect features
by introducing LSK attention mechanism, and at the same
time, the Light-RepGFPN feature fusion network is added
into the neck structure, which effectively improves the degree
of feature fusion. The experimental results show that the pro-
posed LL-YOLOVS detection method has more advantageous
detection performance than other typical detection methods.
Our preliminary thoughts on future research directions are as
follows: Firstly, we will work on further improving the model
performance on small target detection, which may involve
new network structure, feature extraction methods and
training strategies more suitable for small targets. Secondly,
considering the diversity of different industrial environments
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and application scenarios, we will explore its applicability
in real industries. This may include the introduction of
domain-adaptive learning techniques to mitigate performance
degradation due to environmental changes.
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