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ABSTRACT The paper is devoted to a research area focused on solving problems associated with outages
and connection interruptions in modern IP networks. The goal is to design and implement such a mechanism
that ensures the change of the original route through an exact order of routers in the alternate route. The
restoration of the connection through an alternative pre-calculated path will thus take place faster than it
was in the case of the original B-REP (Bit Repair Fast Reroute Mechanism) mechanism, as the influence of
unwanted loops is eliminated. Fast recovery is crucial in today’s IP networks because fast recoveryminimizes
service interruptions that occur during normal network convergence. Increasing the stability and recovery
speed of modern IP networks has the potential to positively impact the provision of critical services that
require reliable and continuous connectivity. Solutions like Label B-REP Fast Reroute (FRR) are therefore
important for progress in this area and for improving the properties of future networks. The functionality of
the proposed Label B-REP mechanism is verified through tests in the OMNeT++ simulation environment.

INDEX TERMS Fast Reroute, FRR, label B-REP, B-REP.

I. INTRODUCTION
The research area focused on solving the problems associated
with drops and interruptions of connection in modern IP net-
works and deals with finding new and better ways to improve
the stability and reliability of connection in IP networks. This
area addresses sub-research problems such as:

Network convergence occurs when a link or router in
a network goes down when routing protocols must rebuild
paths for data transmission. Convergence time depends on
the size and topology of the network, used routing protocols,
load, etc. Therefore, it is not possible to determine an unam-
biguous convergence time valid for all cases. The speed of
convergence is a critical factor, as services may be unavail-
able or limited during this time. In order to minimize the
convergence time and improve the stability of the network,
techniques such as Fast Reroute (FRR) [1], route backup, and
redundant routers are currently used, which try to respond
quickly to outages and minimize their negative impact on
users and provided services.
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FRR [2], [3] are technologies and mechanisms that are
designed to minimize network recovery time after a network
outage through an alternative pre-calculated route, which
helps to minimize connection interruptions and reduce nega-
tive impacts on the services provided [4], [5], [6].

Routing protocols and mechanisms: research focuses on
improvements to existing routing protocols such as OSPF
(Open Shortest Path First) [7], [8], IS-IS (Intermediate Sys-
tem to Intermediate System) [9], or BGP (Border Gateway
Protocol) [10], [11], [12], but also on designing new mech-
anisms IPFRR (Internet Protocol Fast Reroute) [13], which
would ensure effective routing [14] and thus minimize out-
ages [4], [15].
Detection and diagnosis of outages: Research work seeks

to improve methods and tools for the detection and diagnosis
of network outages, which is important for rapid repair and
restoration of connectivity [16], [17], [18].

Backup and redundancy are looking for solutions so that
in the event of a device or line failure, traffic is automatically
redirected to backup devices [19], [20].

In current IP networks, the biggest problems occur in the
form of - stability, availability, and performance, and the
aforementioned areas are devoted to how to achieve higher
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stability, availability, and performance in modern IP net-
works, which is key to the effective functioning of current
ICT.

The presented paper discusses a new approach that
will allow increasing connection stability in IP networks
through FRR technology and the design of a new Label B-
REP(Bit Repair Fast Reroute Mechanism)FRRmechanism.
Searching for new solutions for the current problem, i.e.,
quick restoration of the connection in the network after an
outage, is of great practical importance in IP networks.

The main goal of the article is the design, implementa-
tion, and verification of the new Label B-REP (Bit Repair
Fast RerouteMechanism)mechanism in theOMNeT+ simu-
lation environment, which can ensure faster network recovery
compared to the B-REP mechanism, as it ensures the change
of the original route through an unambiguous order of routers
in the alternate route, thereby eliminating the phenomenon of
unwanted loops that arose during the B-REP mechanism.

The paper itself is divided into eight sections. The second
section focuses on introducing the reader to the issue of FRR.
Here, we will describe the principle of FRR mechanisms,
their basic properties, and their parameters. The reader will
also be familiar with the terminology used within the frame-
work of FRR mechanisms.

The first section presents an introduction to the issue.
The second section provides an overview of related research
works dealing with the issue of FRR and supporting mech-
anisms for fast convergence in the network. In the third
section, the Label B-REP design methodology is presented.
The fourth presents the implementation of the modified Label
B-rep in the OMNET++ simulation environment. The fifth
section describes the testing and verification of the Label
B-REP mechanism in the OMNeT++ simulation environ-
ment.

The sixth section provides a discussion of the results
achieved, and the seventh section provides conclusions.

II. RELATED WORKS
Nowadays, when network operation is a key part of many
business processes, streaming services, or other real-time
services, it is important to ensure that the network is reliable
and resistant to outages.

The section presents the latest FRR solutions that are cur-
rently available and enable fast network recovery in the event
of outages.

FRR solutions are based on the network convergence pro-
cess [21], [22], [23], [24]. In the event of a link or router
failure in the network, the neighboring routers inform each
other about the change in the network topology and recal-
culate new routes to the specified destinations. During this
process, the flow of data from the source to the destination
is interrupted - packets are usually lost (dropped). Conver-
gence in an OSPF network can take from a few seconds to
a few minutes, depending on the size and complexity of the
network. To minimize downtime and data loss, it is important
that routers are properly configured and that an appropriate

error detection method is used. All the mentioned factors vary
depending on the routing protocol used [23], [25].

The critical factor in the case of network convergence is the
convergence time itself. There is an effort to make it as short
as possible, and it is necessary to know and estimate this time
already during the design of the network itself [26]. Conver-
gence time depends on the protocol used, timer settings, and
network configuration. However, in general, the convergence
period can consist of the following time periods:

• Fault Propagation - The time it takes for information
about the fault to be transmitted to other routers in the
network and for neighboring nodes to learn about the
link failure. It usually takes 10 ms to 100 ms per next-
hop router [25], [27].

• Calculation of new routing information - The time
required to calculate new routing information for the
affected routers in the network. It varies depending on
the routing protocol used and the size of the network. For
link-state routing protocols using Dijkstra’s algorithm,
the calculation usually takes several ms [25].

• Updating the routing table - The time of this phase
is directly dependent on the hardware equipment of
the router, its performance, the implementation of the
routing protocol, and the number of prefixes affected
by the error, but it can be in the order of hundreds of
milliseconds [25], [27].

IPFRR is a fast-forwarding mechanism that, when deployed,
ensures that incoming packets are not lost during the conver-
gence process [25], [27].

FRR can be implemented in different ways, which differ
from each other in the calculation of the alternative path [28],
[29].

When activating the Fast ReRoute mechanisms, early
detection of the outage and its repair using the deployed FRR
mechanism is important. Due to the fact that at the time of
connection failure, the repair mechanism already has backup
routes prepared in advance, so their actual deployment takes
less time than detecting a specific line failure on the router.
Therefore, it is necessary to focus on outage detection tech-
niques that can minimize this detection time [30].

The Fast Reroute Mechanism (FRR) has two critical com-
ponents that need to be protected. It is a line and a node [27].

Repair Coverage is the ability of the Fast ReRoute mech-
anism to restore a route after a failure and expresses the
effectiveness of individual FRR mechanisms. Indicates the
percentage of network routes that can be restored using the
Fast ReRoute mechanism. Patch coverage can be affected
by various factors such as network topology, link capacity,
network throughput, patch algorithm, etc. [27], [31].

A proactive approach within FRR mechanisms means that
elements in the network do not wait for a problem to arise,
but are actively prepared for an outage [32].

It is characteristic of ReRoute that thanks to the
pre-calculated alternative route, the speed of their recovery
after a line or node failure depends only on the time of failure
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detection, which is also considered to be their significant
advantage [27].

Each mechanism is unique, and they differ from each other
in the way or improvements in how they approach finding
an alternative path, as well as in the conditions they can
tolerate [33], [34].

The existing IPFRR mechanisms differ in principle in
how and by what criteria they calculate the alternative route.
Among the most used FRRmechanisms are Loop-Free Alter-
nate (LFA) and its extended version, Remote LFA (RLFA),
or Traffic Engineered TI-LFA [35]. Other IPFRR mecha-
nisms include:

• Equal-cost multi-path (ECMP) [36], [37] – uses the
principle of a duplicate path with the same metric.

• Multiple Routing Configurations (MRC) [29], [31],
[37], [38], [39], [40], [41] – use the principle of multiple
routing configurations for specific outages in networks.

• Not-ViaAddresses [42] special IP addresses to explicitly
indicate network outages.

Further mechanisms based on tunneling, Maximally
Redundant Trees (MRT) [43], [44], which will use alterna-
tive tree configurations and other IPFRR mechanisms with a
similar method [44], [45], [46].

Fibbing is a new network technology that can provide
flexible routing in IP networks and redirect flows to desired
paths. In a fibbing network, the network controller is in place
to generate fake messages and nodes by sending OSPF link
state messages (LSAs). Fibbing was developed to achieve
centralized control over distributed routing [38], [39].
The convergence time of the protocol is mainly dependent

on the speed transfer time (FPT - Flood Pacing Time) of the
routers in the network. Because the controller identifies the
exact location of the failed link through monitoring cycles,
it sends new Type 5 LSAs to reconfigure recovery paths.
When a router receives LSA messages, it does not immedi-
ately send them to neighboring nodes. The router accumulates
them and packs them into one packet, which it forwards only
after the FPT timer expires. Since the failure recovery time
depends on the FPT, the FPT time was set to 5 ms in the
investigated system to reduce the network reconfiguration
time [34].
MPLS is an OSI/ISO layer 2 and 3 technology that is

widely used in backbone networks and Wide Area Networks
(WANs). The reason for its dominance is its high performance
and ability to quickly redirect.

MPLS consists of two key parts. Multi Protocol means
it can carry any network protocol (network/layer 3) such as
IP, IPv6, IPX, X.25, AppleTalk, etc. Label Switching, i.e.,
switching, not routing based on labels [47].
MPLS-TE FRR is only developed for MPLS-enabled net-

works, so it cannot be implemented without MPLS support.
The prerequisite for IPFRR is an IGP, such as OSPF or IS-IS.

Conventional IP routing includes de-encapsulation and
performs packet inspection, which affects additional process-
ing [48] and slowdown. MPLS inserts its header between the

FIGURE 1. MPLS - backup tunnel.

layer 2 and 3 protocol headers, and at each hop in the network,
the ‘‘label’’ value in the header changes. This is different
from IP packet forwarding.

MPLS [49] forwarding decisions are made by creating
and exchanging MPLS labels and consulting the LIB (Label
information base) forwarding tables. MPLS forwarding table
entries map labels to the next hops. Each entry in the MPLS
[6] forwarding table points to an entry in the MPLS next-hop
table, which is typically an interface.

Fast ReRoute provides LSP (Label Switched Path) connec-
tion protection. This allows all traffic carried by the LSP that
bypasses the fault to be rerouted. The router that connects
the faulty connection makes the decision about redirecting
the traffic completely locally. The tunnel end station is also
informed of the link failure via IGP or RSVP; the end station
then attempts to establish a new LSP that bypasses the failure.

The example in Fig. 1 illustrates how Fast ReRoute is used
to protect the flow carried in the TE tunnel between routers
R1 and R9 as it traverses the link between R2 and R3. The TE
tunnel from R1 to R9 is considered the primary tunnel and is
defined by tags 37, 14, and Pop. A backup tunnel is created
to protect this connection. It leads from R2, R6, R7 and R3.
This backup tunnel is defined by labels 17, 22, and Pop [50],
[51], [52].

When R2 detects that the link between it and R3 is no
longer available, it redirects traffic destined for R3 through
the backup tunnel. This is done by pushing label 17 (Push 17)
on packets destined for R3 after the normal swap operation
(which replaces label 37 with label 14) has been performed.
By adding label 17 to the packets, it redirects them along
the backup tunnel through the other interface to router R6,
routing traffic around the faulty link. The forwarding of pack-
ets from the primary tunnel to the backup tunnel is decided
exclusively by R2 after detecting a link failure.

MPLS TE provides protection against any of the following
events:

• One route failure.
• Single node failure or multiple path failure.

The Fast ReRoute and LSP mechanism for MPLS can pro-
vide a failure recovery time of less than 50ms when switching
from a primary to a secondary LSP. The experiments carried
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FIGURE 2. BIER header.

FIGURE 3. The bit-string field in BIER.

out in the article [6] achieved a success rate of 87.5% in
finding an alternative path within 50 ms.

A. OUR RESEARCH IN THE FIELD OF FRR
In the Framework of Related Works, we are also adding a
section where we will present our progress so far in the field
of FRR.We have been researching FRR since 2015, when our
first Multicast Repair (M-REP) mechanism was developed
[53]. In other works, efforts were devoted to its extension [54]
and simulations of other advanced mechanisms for fast net-
work recovery [13], [55].
B-REP FRR is a new Fast ReRoute mechanism designed

in cooperation with our Faculty of Management and Infor-
matics, University of Žilina (Slovakia) and Department
of Infocommunication Engineering, Kharkiv National Uni-
versity of Radio Electronics (Ukraine) published in the
article [55]. B-REP (Bit Repair) is designed to repair all
network failures (so-called 100% Repair Coverage). B-REP
belongs to the group of FRR mechanisms that calculate
backup routes in advance but with low computational com-
plexity. The algorithm is able to calculate backup paths based
on common line metrics or completely ignore them and cal-
culate paths without being limited by metrics. This means
that if a path exists, the algorithm will find it and use it. The
advantage is also the possibility to manually set your own
backup path by the network administrator [55].

Unlike several other Fast ReRoute mechanisms, B-REP
uses a standardized BIER header. This BIER header shown
in Fig. 2 includes one special Bit-String field. This special
field consists of bit field, and it is shown in Fig. 3. The
Bit-String in the B-REPmechanism is used to define a backup
path when routing packets during network outage bypass. B-
REP is primarily intended for deployment in communication
networks with a link-state routing protocol.

A bit string is a special data structure used to store infor-
mation about routers in the BIER domain. This string consists
of an array of bits, with each bit representing a specific

FIGURE 4. The routing problem of B-REP.

router. Bits are ordered from least significant (LSB) to most
significant (MSB), allowing efficient storage and processing
of information. The value of the bit string specifies the routers
to be used in the event of an error to deliver the packet in the
correct direction.

While testing the original B-REP mechanism, we discov-
ered one serious problem. In the case of a specific topology
(Fig. 4), where router S has as direct neighbors both routers
(R1 and R2) that are on an alternative path, it may happen that
it chooses the wrong one. When router S sends the packet to
R1 (instead of R2), R1 sends the packet to R2, and then R2
will drop the packet because the link to router D is dead.s
Bitstring tells the router which routers formed the alternate
path but does not say in which order.

Therefore, we focused on the development of a new mech-
anism that would clearly identify which routers participate in
the alternative path and in what order.

B. SUMMARY AND CONCLUSION OF THE ANALYSIS
Fibbing is a new technology for routing in IP networks
that focuses on a combination of distributed and centralized
approaches.

The goal of Fibbing is to achieve the desired routing paths
at the output. Fibbing brings smaller and more efficient mem-
ory and CPU usage on routers, even when many fake nodes
are introduced into the network. Fibbing takes approximately
constant time to generate many records in the network. Ulti-
mately, the crash recovery time seems to depend on the set
FTP time.

MPLS-TE is commonly used to optimize data flow in
highly interconnected networks where quality of service
(QoS) and minimum delay requirements must be met.
It allows redirecting flows to optimal paths under current
conditions, higher network reliability, and, last but not least,
high flexibility. It is a rather complexmechanism that requires
experts to manage and maintain the network, and its deploy-
ment can also be quite expensive due to the need for devices
with MPLS support.

B-REP is capable of interoperatingwith any link-state rout-
ing protocol. Its main task is to find and calculate the shortest
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TABLE 1. Comparison of existing FRR solutions from the point of view of
critical factors.

alternative path to temporarily bypass a network failure. A big
advantage is that it uses a standardized way of marking the
backup path using Bit-String for implementation. It provides
easy implementation into the existing architecture and defines
your own alternative paths. The comparison of recent existing
solutions in FRR from the point of view of critical factors is
depicted in Table 1.

Analysis of critical factors:
The following requirements are imposed on FRR

mechanisms:
• Low computational complexity of the algorithm (pre-
computing).

• Repair of all possible errors in the network (Repair
coverage) approaching 100%.

• Simple integration into the existing topology.
• Protection against line and router failure.
• Fast recovery of communication within 50 ms.
• Success rate approaching 100% of saved packets.
• Support for multicast technology.
• Fast detection of network errors.
These properties can also be identified as the basic problem

areas of the Fast ReRoute mechanisms, as each of the current
FRR mechanisms meets only some of these properties.

We have identified the following problem areas for the
mentioned FRR mechanisms.

1) MODIFICATION OF PACKETS
Quick detection of an outage and subsequent notification to
the remaining routers affected by the outage is key to fast
network recovery technologies. In some FRR mechanisms,
information about a specific line failure is propagated:

- by modifying special bits in the IPv4 header,

- by encapsulating the packet with another header or
- based on the interface through which the packet was
received.

2) PRELIMINARY CALCULATIONS
FRR mechanisms work on a principle that is based on fast
detection of a link failure with a neighboring router and
precomputing alternative paths.

The computational complexity of individual FRR mecha-
nisms increases with the growing number of routers in the
network. These calculations must be re-implemented if there
is a change in topology in the network and are usually per-
formed on routers as specific low-priority processes when the
router’s CPU is idle.

Calculations of FRR mechanisms thus take time and sys-
tem resources of the router.

3) DEPENDENCE ON LINK-STATE ROUTING PROTOCOLS
Another important fact is that several analyzed FRR mecha-
nisms require topological information about the network from
the database of link-state routing protocols to calculate the
alternative path. This feature limits the application of FRR
mechanisms only to networks where a primarily link-state
routing protocol is deployed. Currently, most existing FRR
mechanisms are dependent on information from link-state
routing protocols.

Currently, several companies (e.g. Cisco Systems, Juniper
Networks) are working on the implementation of fast net-
work recovery mechanisms into existing operating systems
in routers. Mainly, LFA and Remote LFA mechanisms found
commercial applications in both companies due to their sim-
plicity.

In general, from the information obtained, it is not possible
to say unequivocally which of the mechanisms is the best.
Each has its advantages and disadvantages, and it is up to the
network architect to decide which one to use.

Our goal is to continue to improve the mechanisms that
will ensure faster recovery in the network. Since we found the
emergence of unwanted servers that increase the convergence
time with the B-REP mechanism, we want to eliminate this
unwanted phenomenon with the new Label B-REP mecha-
nism through a clear order of routers in the alternative path.

In general, from the information obtained, it is not possible
to say unequivocally which of the mechanisms is the best.
Each has its advantages and disadvantages, and it is up to the
network architect to decide which one to use.

Our goal is to continue to improve the mechanisms that
will ensure faster recovery in the network. Since we found the
emergence of unwanted servers with the B-REP mechanism,
which prolong the convergence time, we want to eliminate
this unwanted phenomenonwith the new Label B-REPmech-
anism through a clear order of routers in the alternative path.

III. METHODOLOGY OF DESIGN OF LABEL B-REP
The section provides an overview of the design methodology.
Label B-REP brings new possibilities and advantages for
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the design of IP networks and their stability. This section
describes in more detail the individual parts and components
of the B-REP mechanism, including our modifications to the
Label B-REP mechanism.

B-REP is based on the principle of unicast delivery of
IP packets, described in more detail in the publication [55].
B-REP focuses on protecting the unicast data flow and
uses a standardized solution to describe an alternative path
using a Bit-String. After a deeper examination of the origin
B-REP FRR mechanism, it was found that under certain
circumstances, such as the specific network design and the
corresponding order of bits in the Bit-String, either a routing
loop could occur, or the order of routers would not be pre-
cisely defined in the given situation.

Based on the finding that the B-REP and EB-REP
mechanisms can cause a measurement loop under certain
circumstances, we came to the decision that it would be more
appropriate to store the order of routers on the backup path in
a precisely determined order in the Bit-String method of the
stack data structure. I.e., the next-hop router on the backup
path would always be on top of the imaginary stack. ‘‘Two
new parameters are introduced for the correct operation of
the B-REP mechanism’’ [55].
In the following parts, its analysis and implementation

in the OMNeT ++ simulation environment and subsequent
simulation on the model topology created by us with the
running OSPF routing protocol will be presented.

A. B-REP ROUTER-ID
In order to ensure the correct functioning of the B-REP
mechanism in a common network domain, it is essential that
each router has a unique identifier (ID). Therefore, the use
of a new router identifier (the first mentioned parameter)
was proposed, designated as B-REP router-ID(B-REP R-ID),
which is similar to the BFR-ID used in networks with BIER
support. The process of assigning this identifier is not well
defined and can be done either manually by the administrator
or derived from another existing and already assigned unique
router identifier. Once an ID is assigned to a router, no other
router within the domain can use it, thus ensuring the unique-
ness of the identifiers [55].

B. BIT STRING
Another parameter is a variable of the type ‘‘bit-string’’,
which represents a special variable-length field named as Bit-
String. It allows the user to define the B-REP Router-ID
of routers with B-REP support. Subsequently, the order of
the individual B-REP Router-IDs is precisely defined, thus
enabling the entire hop-by-hop route backup to be deter-
mined. The transport network is assumed to have one of
the link-state routing protocols enabled and active, which
provides accurate topological information to each router in
the area about the other routers in the shared area. Thanks to
this criterion, B-REP can calculate and accurately determine
the value of the Bit-String that defines the backup path for
various failures.

TABLE 2. Comparison of B-REP R-ID.

TABLE 3. Table with assigned B-REP R-IDs.

Unlike the original B-REP router-ID allocation, where one
bit in the Bit-String represented one router, in our new Label
B-REP mechanism, we will encode individual routers using
multiple bits. This behavior can be understood as a represen-
tation of a decimal number (B-REPR-ID) in binary form. The
comparison is shown in Table 2.

Dijkstra’s algorithm is used to calculate the alternative
route, while B-REP requires access to the LSDB database of
the deployed link-state routing protocol. The B-REP mecha-
nism can run as a specific, low-priority process during router
CPU idle time, thus not burdening it with calculating backup
routes at busy times. It records the resulting alternative path
in the B-REP BackupTable (B-REP BP table) [55].

C. B-REP COOPERATION WITH OSPF
In this part, the cooperation of the new Labal B-REP mech-
anism and the above-described components with the OSPF
routing protocol deployed in the network is rebuilt.

In the OSPF system, it is necessary that each active router
has a unique identification code (router ID), called OSPF
Router-ID. This code can be set manually or automatically
when assigned based on one of the router’s local IP addresses.
If it is necessary to ensure uniqueness, it is possible to use
the alternative option of assigning B-REP R-ID according to
the already determined OSPF R-ID. The process of mapping
these identification codes is not strictly prescribed, but dif-
ferent algorithmic methods can be used. Such an example of
mapping is shown in Table 3 referring to the values belonging
to the topology shown in Fig. 5.

Thanks to the OSPF protocol and its LSDB routing infor-
mation database, all routers in the common area have the
same information. This allows each router with the B-REP
mechanism enabled to assign a unique B-REP R-ID to itself
and to other routers. Subsequently, after assigning a B-REP
R-ID, each router remaps this identifier (or identifiers) to a
Bit-String value and stores them in the B-REP table, as shown
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FIGURE 5. Allocation of bit strings by router ID.

in Table 3. As a result, every router with an activated B-REP
mechanism should have the same table since it is based on
the same information provided by the LSDB database.

The table is compiled in such a way that all OSPF
Router-ID records are sorted in ascending order, and a unique
identifier is assigned to such sorted records, which is then
converted into a Bit-String representation (Table 3). At the
moment of detection of an outage, the contents of the B-REP
table are frozen so that inconsistent information does not
occur during the creation of a backup route. After the con-
vergence of the IGP routing protocol (in our case, OSPF)
is completed, the process of rebuilding the B-REP table is
started on each router separately.

The concept of most FRR mechanisms is to precalculate
backup routes to bypass a failed router or link. Adher-
ing to this concept, the B-REP mechanism, thanks to the
pre-calculated backup routes, is able to ensure that the rout-
ing mechanism of the router can quickly deploy the backup
route with minimal delay and loss. All routers with an active
B-REP mechanism calculate based on the protected connec-
tion. In FRR terminology, this protected link (or protected
line) is referred to as a link to be protected by a backup path
in the event of its failure or the failure of a directly connected
neighbor. Additionally, the B-REP mechanism uses Dijk-
stra’s algorithm, which computes backup alternative routes to
all destinations by setting the protected link metric to infinity.

If the router detects a connection failure with the primary
router throughwhich the packet is supposed to reach the given
destination, it becomes router S. The target of the alternative
path from router S in terms of bypassing the failure is router
D, whose role in this example is played by router R3 (Fig. 6)
[55].

At the time of failure of the primary path, which is set
as a protected link, router S has already prepared a backup
hop-by-hop route to the destination router D. The B-REP
mechanism is activated on router S. The latter takes control

FIGURE 6. Fault detection with B-REP mechanism response.

FIGURE 7. B-REP additional header.

over packet routing and starts encapsulating packets of the
original unicast flow with the additional BIER header. It sets
a Bit-String field in the BIER header (Fig. 7) with a calculated
backup path to which packets will be forwarded up to the
destination router D.

If another outage occurs along the backup route, it is
assumed that the new router S modifies the Bit-String field
of the packet with a new backup route and routes the packets
already along it. The biggest problem in this case is indicated
by the fact that the new router S may not yet know about the
first drop (since OSPF convergence is still in progress) and
can route packets back to the location of the first drop. It is
important to note that this feature is currently not well-tested
and is under investigation [56].

The following example shows the passage of a packet along
an alternative path (Fig. 8). As can be seen, the backup path is
built through routers S →R2→R4→ D. Router R1 detected
the failure of its primary path and became Router S, which
began encapsulating incoming packets with the destination
address of Router D with a temporary BIER header. In the
header, he set the Bit-String field to the value correspond-
ing to the calculated backup path (00011 00100 00010 LSB),
which in words would look like this (D R4 R2 LSB) for a
better idea.

When the router participating in the backup route (also
referred to as N_i) receives a packet with a BIER header,
it checks the value of the Bit-String field in it. According
to the length of its B-REP R-ID converted to binary form,
it takes a specified number of bits from the top of the
imaginary stack (Bit-String in the BIER header), compares
them with its Bit-String and then removes this item from the
Bit-String field in the header BIER. This will ensure that the
router that received the packet with the BIER header will not
receive it again, thus avoiding the formation of loops.
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FIGURE 8. Hop-by-hop packet traversal along the backup path.

FIGURE 9. Flow diagram of activation of the B-REP mechanism during an
outage.

In other words, router R2 receives a packet with a
Bit-String value (00011 00100 00010 LSB), removes its B-
REP R-ID (00010), and sends it to the next router in the
sequence (R4) with the following Bit-String value in the
BIER header (00011 00100 LSB). However, before sending
it to the next-hop router, it checks whether such a next-hop
router is directly connected at all. Other routers on the backup
path repeat this procedure until the Bit-String is empty. After
removing its B-REP R-ID, the last router D, also removes the
B-REP header and further leaves the routing of the packet to
the routing protocol.

For a better understanding, the functioning of the B-REP
mechanism can also be illustrated with the help of flowcharts.
The first diagram (Fig. 9) shows the activation process of the
B-REP mechanism and its subsequent behavior in the event
of an error. The second diagram (Fig. 10) shows how packets

FIGURE 10. Flow diagram - processing of a packet with a BIER header.

FIGURE 11. Topology with a line rating.

with a BIER header are processed on each router with the
B-REP mechanism deployed.

IV. IMPLEMENTATION OF MODIFIED LABEL B-REP IN
OMNET++

The modified LABEL B-REP was implemented in the
OMNET++ simulation environment.

For simulation purposes, a test topology was created on
which the mechanism we proposed was tested.

The simulations themselves are based on the dynamic
routing link-state protocol OSPF, which discovers new neigh-
bors through Hello messages and maintains a connection
with them. All OSPF routers in the network exchange
complete topological information and store it in a Link
State Database (LSDB). Thanks to this, the routers know the
entire topology of the network, but for proper functioning,
it is necessary that all routers in the network have the same
database, in which the information is updated dynamically.
OSPF uses Dijkstra’s algorithm to calculate the shortest
paths.

An example of the proposed test topology can be seen
in Fig. 11. The most beautiful path calculated by the OSPF
protocol from the source to the destination is Source -> R1
-> R7 -> R11 -> R16 -> R19 -> Dest.
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FIGURE 12. Test topology with primary path and addressing.

TABLE 4. User packet path through the network - OSPF.

V. SIMULATIONS IN OMNET++

The section will present the process of testing and verifying
our implemented Label B-REP mechanism in the OMNeT
++ environment. The simulations were performed in a test
topology named dense_topology.When designing the topol-
ogy, we took into account the density of links between routers,
so that there are still alternative routes even in the event of
various line failures. The generated user traffic was from
the computer named Source(192.168.1.1) to the destination
computer Dest(192.168.2.1).
For clarity within the topology, we implemented the IP

addressing between the routers in the following form 10.
first_router.second_router.x. It can be seen in Fig. 12 in the
topology during the running simulation. Also shown here is
the primary path in a stable situation in the network used
by the OSPF protocol from the source of user traffic to
the destination. The primary path passes through the routers
R1→R7→R11→R16→R19, which is also confirmed by
Table 4, showing the jumps of user data flow packets in the
simulation.

The Source Table 4 shows exactly what time the first data
packet passes through the network.

A. SIMULATION SCENARIO NO. 1 – LINE FAILURE
With the first scenario, we will test the resistance and reaction
of the mechanism to a line failure in the network. We expect
an outage in the simulation time of 60 seconds when we
consider the network fully functional and all routers have
prepared alternative paths.

In this scenario, we simulate a link failure on the primary
path between routers R11 and R16 (Fig. 13). We expect an
immediate response of the R11 router to the outage, which

FIGURE 13. Scenario 1 - line failure.

FIGURE 14. Console statements generated by the B-REP mechanism -
scenario 1.

leads to the encapsulation of the packet with the IPFRR
header together with the backup route in Bit-String format
from the B-REP BackupTable. Thus, at this time, the B-REP
mechanism starts to work. Based on the metrics, the second
shortest path is selected as the alternative path (shown in
orange color in Fig. 13). Router R11 forwards the encapsu-
lated packet to the nearest next-hop neighbor on the backup
path. The routers on the backup path (R15, R12, R17, R19)
successively process the IPFRR packet and, from the Bit-
String field, determine the next-hop neighbor to which they
forward the packet. When the IPFRR packet is processed
by the last router on the backup route (R19), it removes
the last entry in the Bit-String from it. Subsequently, the
packet becomes de-encapsulated and is further routed to the
destination by the standard routing protocol (Dest).

In the simulation, the B-REP mechanism is disabled when
the source router (R11) detects that the protected interface is
in the UP state again.

The expected behavior described above can be verified
in more detail with the implemented console statements.
We also actively used them during the actual mechanism
testing during development, shown in Fig. 14.
It is clear from the console listing that router R11

with OSPF Router-ID 10.11.16.1 and B-REP Router-ID in
Bit-String format 01010 detected the failure of its directly
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TABLE 5. Path of a user packet through the network - B-REP - scenario 1.

connected link on the primary path and activated the B-REP
mechanism. From the BREP BackupTable, he extracted a
prepared entry with an alternative path also in Bit-String
format, encapsulated a packet with a backup path, and sent
it to the next-hop router with IP 10.11.15.2.
This next-hop router (R15) received the IPFRR packet

along with the Bit-String of the backup route as we can
see in Fig. 14. First, he removed his BREP Router-ID from
the desired Bit-String to avoid loops (highlighted in green
in Fig. 14). From the packet, he read the B-REP Router-ID
of the next next-hop router on the backup path (currently
the last item in the Bit-String - highlighted in turquoise in
Fig. 14), looked up this entry in his B-REP table and found
out the IP address of the next- router hop on this backup path.
It also discovered its output interface to which the designated
next-hop router is directly connected. Finally, it forwarded
the packet through the detected output interface with the
modified Bit-String.

The described process is performed by all other routers on
the backup route until the packet reaches the last router (R19).
After removing his B-REP Router-ID, he discovers that the
Bit-String has remained empty and unencapsulates the packet
from the IPFRR header. The packet is further routed through
the network using the standard routing protocol (OSPF).
Since in our case, the destination station is directly connected
to the R19 router, we see the<unspect> tag as the next-hop.

The behavior described above can also be observed within
the simulation from the graphical packet forwarding table
in the OMNeT++ console. The part of this table where the
packet goes through the network via the backup path is shown
in Table 5.
In Fig. 15 is an entry from the BREP BackupTable that

router R11 used to bypass the intruded local fault. Fig. 16
shows the encapsulated packet sent by this router along with
the backup path in Bit-String format.

FIGURE 15. BREP BP table entry used to bypass the fault.

FIGURE 16. Sent IPFRR packet from router R11 to R15.

FIGURE 17. Total number of data packets sent and received.

In a simulation time of about 75 seconds, the convergence
of the OSPF routing protocol was completed, and both OSPF
and B-REP mechanism recalculations took place.

At the end of the testing, we add the number of sent packets
from the source of data traffic (Source) and the number of
received packets to the destination stationDest.Wemade this
recording in a simulation time of 90 seconds, i.e., 30 seconds
after the line failure. In Fig. 17, it can be seen that we have
sent a total of 51 packets, and on the other hand, we have
requested the same number (51) of packets. By implementing
the B-REP mechanism, we ensured that there was no loss
during the line outage.

B. SIMULATION SCENARIO NO. 2 – ROUTER FAILURE
The second scenario tested the mechanism’s resistance and
reaction to a router outage in the network. We expect an out-
age in the simulation time of 60 secondswhenwe consider the
network to be fully functional and all routers have prepared
alternative paths.

In this scenario, we simulate the outage of router R11 on
the primary path (Fig. 18). We expect the R7 router to react
immediately to the outage, which leads to the encapsulation
of the packet with the IPFRR header together with the backup
route in Bit-String format from the B-REP BackupTable.
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FIGURE 18. Scenario 2 - router outage.

FIGURE 19. Console statements generated by the B-REP mechanism -
scenario 2.

Based on the metrics, the second shortest path is selected
as the alternative path (shown in orange color in Fig. 18).
Router R7 forwards the encapsulated packet to the nearest
next-hop neighbor on the backup path. The routers on the
backup path (R1, R8, R12, R17, R19) successively process
the IPFRR packet and, from the Bit-String field, determine
the next-hop neighbor to which they forward the packet.
When the IPFRR packet is processed by the last router on the
backup route (R19), it removes the last entry in the Bit-String
from it. Subsequently, the packet becomes de-encapsulated
and is further routed to the destination by the standard routing
protocol (Dest).

The expected behavior described above can be verified in
more detail by the implemented console statements (Fig. 19).
Here, it can be seen that router R7 with OSPF Router-
ID 10.7.11.1 and B-REP Router-ID in Bit-String format
00110 has detected the failure of its directly connected line on
the primary path and activated the B-REP mechanism. From
the BREP BackupTable, he extracted a prepared entry with
an alternative path also in Bit-String format, encapsulated a
packet with a backup path, and sent it to the next-hop router
with IP 10.1.7.1.

TABLE 6. Path of a user packet through the network - B-REP - scenario 2.

This next-hop router (R1) received the IPFRR packet along
with the Bit-String of the backup route as seen in Fig. 19.
First, he removed his B-REP Router-ID from the desired
Bit-String to avoid loops (highlighted in green in Fig. 19).
From the packet, he read the B-REP Router-ID of the next
next-hop router on the backup path (currently the last item in
the Bit-String - highlighted in turquoise in Fig. 19), looked
up this entry in his B-REP table and found out the IP address
of the next- router hop on this backup path. It also discovered
its output interface to which the designated next-hop router is
directly connected. Finally, it forwarded the packet through
the detected output interface with the modified Bit-String.

The described process is performed by all other routers on
the backup route until the packet reaches the last router (R19).
After removing his B-REP Router-ID, he discovers that the
Bit-String has remained empty and unencapsulates the packet
from the IPFRR header. The packet is further routed through
the network using the standard routing protocol (OSPF).

The behavior described above can also be observed within
the simulation from the graphical packet forwarding table
in the OMNeT++ console. The part of this table where the
packet goes through the network via the backup path is shown
in Table 6.
Fig. 20 is the entry from the BREP BackupTable that router

R7 used to bypass the intruded local fault. Fig. 21 shows the
encapsulated packet sent by this router along with the backup
path in Bit-String format.

In a simulation time of about 75 seconds, the convergence
of the OSPF routing protocol was completed, and both OSPF
and B-REP mechanism recalculations took place. From this
time, router R1 found a new route in the converged routing
table, and the packet from Source was already routed outside
router R7 (Table 7).
At the end of the testing, we also checked the number of

sent and received packets on the Source and Dest devices in
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FIGURE 20. BREP BP table entry used for fault bypass - scenario 2.

FIGURE 21. Sent IPFRR packet from router R7 to R1.

TABLE 7. New path after OSPF convergence - scenario 2.

the simulation time of 90 seconds, and the result is the same
as in Fig. 17, so there was no loss of packets.

C. SIMULATION SCENARIO NO. 3 – MULTIPLE OUTAGES
In the third scenario, the resistance and response of the
mechanism to the outage of the router in the network and
the subsequent outage of the line on the backup path were
tested. We expect the beginning of testing in a simulation
time of 60 seconds when we consider the network to be fully
functional and all routers have prepared alternative paths. The
second outage is expected at a simulation time of 65 seconds
on the alternate path at the time of network convergence after
the first outage.

In this scenario, we simulate an outage of router R11 on the
primary path (Fig. 22 Failure A) for 60 seconds. The second
outage starts in the simulation time of 65 seconds when the
line on the backup route between routers R12 and R17 goes
down (Fig. 22 Failure B).
We expect the R7 router to react immediately to the outage,

which leads to the encapsulation of the packet with the IPFRR
header together with the backup route in Bit-String format
from the B-REP BackupTable. Based on the metrics, the sec-
ond shortest path is selected as the alternative path (shown in
orange color in Fig. 22). Router R7 forwards the encapsulated

FIGURE 22. Scenario 3 - multiple outages.

packet to the nearest next-hop neighbor on the backup path.
The routers on the backup path (R1, R8, R12, R17, R19) suc-
cessively process the IPFRR packet and, from the Bit-String
field, determine the next-hop neighbor to which they forward
the packet. When the IPFRR packet is processed by the last
router on the backup route (R19), it removes the last entry
in the Bit-String from it. Subsequently, the packet becomes
de-encapsulated and is further routed to the destination by
the standard routing protocol (Dest). The routing procedure
is, therefore, the same as we described above for scenario 2
(Simulation scenario no. 2 – Router failure).

However, in the simulation time of 65 seconds, a line
failure occurs directly on the backup path (Fig. 22 Failure
B). Here, an immediate response is expected from the router
R12, which is part of the backup path and becomes the new
router S. Its task is to search its B-REP BackupTable for a
new backup path with the corresponding Bit-String. Based
on the metrics, the second shortest path from the point of
view of router R12 to destination R19 (shown in purple
color in Fig. 22) is selected as an alternative path. Router
R12 forwards the encapsulated packet to the nearest next-hop
neighbor on the backup path. The routers on the backup path
(R13, R16, R19) successively process the IPFRR packet and,
from the Bit-String field, determine the next-hop neighbor
to which they forward the packet. The entire process of
processing the IPFRR packet by these routers is the same as
we have already described, so we will not describe it again.

We can check the above process of expected behavior
in more detail with the implemented console statements
(Fig. 23).
The behavior from the console statements can also be

observed within the simulation from the graphical packet
forwarding table in the OMNeT++ console. The part of
this table where the packet goes through the network via the
backup path is shown in Table 8.

In the simulation time of 76 seconds, the network con-
verged from the first network outage, and packets started to be
routed by router R1 directly to R8, which became the primary
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FIGURE 23. Console statements generated by the B-REP mechanism -
scenario 3.

TABLE 8. Path of a user packet through the network - B-REP - scenario 3.

TABLE 9. New path after OSPF convergence - scenario 3.

router. However, the B-REP mechanism was still running on
R12, and OSPF convergence was running in the background.
It was only in the simulation time of 81 seconds that the
total recovery of the primary path was completed, and OSPF
recovered from the second network outage. At 81 simulation
seconds, user packets were fully routed by the OSPF routing
protocol, as seen in Table 9.

At the end of the testing, we also checked the number of
sent and received packets on the Source and Dest devices in

TABLE 10. Comparison of times.

the simulation time of 90 seconds, and the result is the same
as in Fig. 17, so there was no loss of packets.

D. EVALUATION OF SIMULATIONS
In the simulations described above in the environment of the
OMNeT++ simulation tool, we successfully managed to test
the newLabel B-REPmechanism. The simulations took place
in three scenarios successively, from scenario 1 with a single
link failure to scenario 2 with an entire router outage and
scenario 3 with multiple outages. We tried to design all types
of scenarios in such a way that they model a situation that
could also occur in a real network. For each scenario, we first
recorded the flow of packets routed along the primary path
of the converged network and then simulated some kind of
outage.

Testing has shown that the Label B-REP mechanism we
implemented can behave effectively in various situations as
expected. It should be noted that the existing FRR mecha-
nisms are generally tested only in case of line or node failure.
Scenario 1 and scenario 2 were focused on these two situa-
tions, from the results of which we can state the problem-free
functionality of our implementation of the Label B-REP
mechanism.

From the results of scenario 3, we conclude that the
deployment of the Label B-REP mechanism in its current
form is suitable for multiple outages in the network. The
behavior of the mechanism in such a situation is very depen-
dent on the problem in the network.

The Label B-REP mechanism calculates alternative paths
ahead, similar to most FRR mechanisms today. For this rea-
son, after the detection of an outage, the deployment of a
backup path takes a minimum of time. Table 10 also con-
firms the average time delay of packet transmission over the
network from the Source to the Dest.

It should be taken into account that the packets were sent
in the simulation on idle devices and lines with a set delay of
10 µs. The time data are only informative and should show
that the deployed B-REP mechanism caused almost no time
delay in the transmission of packets. The times differ only
minimally, and that is mainly due to the number of hops
through which the packets had to go.

VI. DISCUSSION
Many efforts have been devoted to the development of various
mechanisms in recent years, as they seem to be difficult
in modern networks with sensitive traffic. Only a small
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FIGURE 24. Example of the micro loop of B-REP.

percentage of them are deployed by commercial companies
in their operating systems. A large part of them, even good
designs, are only tested in simulation tools and await either
their success or possible improvement, but they represent a
basic building block for the creation and research of new
mechanisms.

Some provide a very high percentage of ‘‘repair coverage’’
(MRC, MRT mechanisms) but at the price of high demands
on both hardware and software, whichmeans that their imple-
mentation in existing networks is difficult.

Many of the developed mechanisms are computationally
intensive because the backup routes are pre-calculated from
the routing information of the IGP protocols they work with,
and thus, it can be concluded that they are simply dependent
on them.

The important part that this work dealt with was the verifi-
cation and testing of the implemented FRRmechanism. It was
necessary to design a suitable test topology of the network
and then perform several tests on it in the form of simulated
scenarios. During these tests, we monitored the behavior of
the Label B-REP mechanism as well as the overall behavior
of the network during its convergence after an outage. It was
verified that with the implemented Label B-REP mechanism,
no packets were lost during the outage.

Fig. 24 shows a specific topology where a microloop
might occur. Router R1 can choose R2 or R3 as a next-hop.
If router R1 is chosen as a primary next-hop, R3 instead of
R2 microloop will occur. Fig. 25 shows examples of how
the new Label B-Rep mechanism removed unwanted loops
that were created by the original B-Rep mechanism and thus
accelerated the convergence time of the network.

In conclusion, based on the performed tests, we can state
that themechanism succeeded both in the case of a line failure
and also of the entire router in the network. According to
the result, Label B-REP is faster by approximately 11% in
comparison to B-REP.

The simulations were carried out in the OMNET ++ sim-
ulation environment. First, a test topology was created, and
three different test scenarios were tested on it, where a link
failure, a router failure, and a multiple outage were simulated.

The simulations took place in three scenarios successively,
from scenario 1 with a single link failure to scenario 2 with

FIGURE 25. Example of solving micro loop with Label B-REP.

TABLE 11. Comparison of existing FRR solutions to Label B-REP.

TABLE 12. Speed comparison of FRR of existing FRR solutions to Label
B-REP.

an entire router outage and scenario 3 with multiple outages.
Testing has shown that the implemented Label B-REPmecha-
nism can behave effectively in various situations as expected.

A. COMPARISON WITH OTHER SOLUTIONS
Label B-REP is more flexible in solving outages, setting
up backup paths, and solving problem areas of the original
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B-Rep mechanism, such as non-exact next-hop in specific
topologies.

Existing solutions have a high computational complexity in
calculating alternative paths. Classic FRR mechanisms such
as LFA and R-LFA are implemented in Cisco and Juniper’s
operating systems. These solutions are implemented because
of their low computational difficulty and load on the router’s
CPU, but they provide very low repair coverage.

According to our research in recent years, we conclude the
basic information is in the following Table 11.
Most FRR mechanisms install alternative FRR paths after

fast link failure detection. This detection usually takes 30 ms
by BFD protocol, and because alternative paths are calculated
in advance, installation of alternative routes is immediate.
Therefore, the speed of all FRR solutions is approximately
the same, including B-REP and Label B-REP.

These FRR solutions differ in repair coverage and CPU
complexity.

Label B-REP mechanism takes advantage of the flexible
mapping of alternative next-hops using labels and construct-
ing alternative paths.

Table 12 compares the FRR process of existing solutions
to Label B-REP.

According to the result, Label B-REP is faster by approxi-
mately 11% compared to B-REP.

VII. CONCLUSION
The goal of the contribution was the design and implementa-
tion of the new Label B-REP mechanism, which eliminated
the deficiency of the previous B-REP mechanism.

When examining the B-REP, it was found that the B-REP
mechanism could cause a routing loop under certain cir-
cumstances, so in the current research, we are dedicated
to determining the exact order of routers on the backup
path. Thus, we created the Label B-REP mechanism, which
removes the deficiency of the B-REPmechanism and ensures
that the change of the original route through the unambiguous
order of the routers in the alternate route will take place faster
since the connection restoration through the alternative route
will take place faster than it was in the case of the B-REP
mechanism, as the influence of unwanted loops is removed
(the next-hop router on the backup path is always at the top
of the imaginary stack).

As was proven in the work by simulations, the new Label
B-REP mechanism removed the influence of negative loops
and, compared to the B-REP mechanism, can restore the
connection 11% faster in the event of a line failure, as well
as in the case of an entire node failure.

In the future, our research will be directed towards finding
a mechanism that would find application in SDN and WSN
networks.
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