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ABSTRACT Breast tumor is a common female physiological disease, and the malignant tumor is one
of the main fatal diseases of women. Accurate examination and assessment of tumor shape can facilitate
subsequent treatment and improve the cure rate. With the development of deep learning, automatic detection
systems are designed to assist doctors in diagnosis. However, the blurry edges, poor visual quality, and
irregular shapes of breast tumors pose significant challenges to design a highly efficient detection system.
In addition, the lack of publicly available labeled data is a major obstacle in developing highly accurate and
robust deep learning models for breast tumor detection. To overcome the aforementioned issues, we propose
SRU-PMT+, a pseudo-label reusing Mean-Teacher architecture based on squeeze-and-excitation residual
(SE-Res) attention. We utilize the proposed segmentation network, SRU-Net++, to generate pseudo-labels
for unlabeled data, and guide the learning of the student model using the generated pseudo-labels and
groundtruth, improving the accuracy and robustness of the model. Our proposed semi-supervised method has
been rigorously evaluated on the available labeled dataset, i.e., Breast Ultrasound Images (BUSI) dataset.
Results show that our proposed method outperforms current segmentation methods and has good performance.
Importantly, our strategy of reusing pseudo-labels improves the performance of breast tumor segmentation.

INDEX TERMS Semi-supervised learning, mean-teacher, ultrasound images, tumor segmentation.

I. INTRODUCTION
Cancer has always been a major public health issue worldwide.
In recent years, the incidence and mortality rates of malignant
tumors have gradually been increasing [1]. Early detection
of breast cancer can significantly improve the cure rate of
patients. The study shows that patients with early stage cancer
have a 98% probability of surviving 5 years, compared with
only 22% for patients with advanced cancer [2]. Ultrasound
images have become an important means of diagnosis and
treatment for doctors because of their painless, real-time, and
prompt characteristics. Traditional ultrasonic tumor detection
is a time-consuming and laborious method [3]. In addition,
factors such as blurred edges, large motion artifacts, and
irregular shapes of breast tumor ultrasound images increase the
difficulty of tumor edge segmentation, as shown in Figure 1.
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With the development of technology, artificial intelli-
gence (AI) has been widely applied in various fields [4],
[5], [6], [7], [8]. Deep learning is widely used in the field
of image segmentation [9]. Convolutional Neural Network
(CNN) has successfully achieved the extraction of image
feature representation, and generates pixel prediction through
fully connected layer to achieve segmentation [10]. However,
the limitation of this architecture lies in the subsequent fully
connected layer, which results in high space complexity
and degrades overall performance. In 2015, Long et al.
proposed the Fully Convolutional Network (FCN) [11] as
a way to overcome the limitations of CNN. The FCN uses a
fully convolutional encoder-decoder architecture to capture
semantic representation. It adopts upsampling operations in
the decoder to increase the spatial dimension of fine-grained
segmentation results. This provides pixel-level predictions for
achieving image segmentation. Ronneberger et al. are inspired
by the FCN architecture to develop the classical medical image
segmentation network model U-Net [12], which is suitable for
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various applications of medical image analysis and is capable
of handling a variety of image types. In recent years, many
networkmodels have evolved based onU-Net as infrastructure,
such as: 3D U-Net [13], Attentation U-Net [14], U-Net++

[15], U-Net3+ [16], Graph U-Net [17], PDF U-Net [18], SGU-
Net [19] and etc. These network models are demonstrated
promising results in medical image segmentation tasks.

FIGURE 1. Examples of different disadvantages in breast tumor ultrasound
images, (a) and (b) are ultrasound images of malignant tumors with
irregular borders and shapes, (c) is ultrasound images of benign tumors
with uneven shapes, and (d) is large motion artifact images ultrasound
image of a benign tumor. Tumor boundaries are indicated in green. The
images in the second row is the groundtruth of tumors.

Semi-supervised semantic segmentation (SSS) is a feasible
solution to the scarcity of labeled data and can eliminate the
need for manual expert labeling. Semi-supervised learning can
improve segmentation performance by capturing information
from unlabeled data, surpassing the performance of using only
a small set of annotated examples. Consistency regularization
is currently the dominant SSS method, which effectively incor-
porates training on unlabeled data into standard supervised
learning. To improve segmentation performance, SSS relies
on retaining labeled data or model perturbations to create
prediction divergence on the same input. This allows the model
to use the partly unknown real information of unlabeled data by
maintaining consistency of predicted or intermediate features
under different perturbations. Recently, some unsupervised
prototype segmentation methods employ a feature matching
operation to generate pseudo-labels in semi-supervised
segmentation tasks, and then add consistency constraints
between model predictions and prototype predictions to
improve model performance.
Mean-Teacher based methods use a consistency loss to

supervise unlabeled data with augmentation. DTC [20] is
a dual-task consistency architecture for all kinds of data.
ContrasMask [21] uses contrastive learning to extract features
from labeled and unlabeled data. These methods extract
features from data using different learning paradigms and
guide model learning solely based on the similarity between
labeled data and labels. However, labeled data may not fully
cover the distribution and information differences of the entire
dataset, which causes the model to lose some image features
from the unlabeled data during training and fail to learn the
full image features.

To solve the aforementioned issues, we propose a
novel semi-supervised medical image segmentation method.
To tackle the problem of poor image quality and inadequate
feature extraction of breast tumor images, we propose a
new segmentation network called SRU-Net++ that improves
feature extraction for fuzzy edges. To address the issue of
limited publicly available datasets, we propose a pseudo-label
reuse strategy and a new semi-supervised training framework
called SRU-PMT+. This enhances the model’s learning of
unlabeled data, which is necessary for improving the model’s
performance due to the need for a large amount of data in
deep learning. Our proposed method significantly enhances
the network’s performance in tumor segmentation. The main
contributions of this paper are as follows:

• Drawing inspiration from U-Net++ and combining it
with the SE-Res attention mechanism, we propose a new
segmentation network called SRU-Net++. This network
achieves excellent accuracy in tumor edge segmentation,
demonstrating a high level of segmentation precision.

• We propose a pseudo-label reuse strategy that generates
pseudo-labels for unlabeled data using a network trained
on a limited amount of labeled data, which is then utilized
in semi-supervised training. By training the limited
labeled data with SRU-Net++, it gains the ability to learn
and generate pseudo-labels for the remaining unlabeled
data. These pseudo-labels have well-defined edges and
provide effective guidance for network feature extraction.

• We incorporate the pseudo-labels into the Mean-Teacher
architecture, where the pseudo-labels and groundtruths
guide the Student model’s learning, and consistency
is calculated between the Student and Teacher models.
We refer to this architecture as SRU-MT+. This
method significantly improves the model’s segmentation
accuracy and robustness.

II. RELATED WORK
A. MEDICAL IMAGE SEGMENTATION
Medical image segmentation plays a crucial role in a wide
range of applications, as it involves dividing an entire image
into a set of regions [22]. This process utilizes various image
features, such as brightness, color, texture, shape, size, and
location, to partition the image into multiple non-overlapping
regions [23]. The resulting segmentation of these regions can
provide clinicians with detailed and comprehensive image
information, which can better support medical diagnosis and
treatment decisions.

B. U-NET AND ITS VARIANTS
The encoder-decoder architecture has gained widespread
adoption in medical image segmentation, and U-Net [12] is
recognized as the most prevalent and classic model in this
domain. The network has been enhanced by multiple scholars
in recent years. For its improvement, it is also diverse, resetting
the skip connection, introducing residual convolution blocks,
introducing attention mechanisms, etc [24].
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To enhance the segmentation performance of medical
images, it incorporates skip connection fusion features into
the encoder-decoder architecture of FCN [11]. With the
wide application of the attention mechanism in the field of
deep learning, Attention U-Net [14] was proposed in 2018.
To improve the segmentation accuracy, this network introduces
the attentionmechanism into the U-Net and takes soft attention
in the skip connection. However, this enhancement also leads
to increased computational overhead and a reduction in the
calculation rate.
U-Net++ [15] is a new segmentation method that utilizes

nested and dense skip connections. It is capable of providing
the decoder with accurate semantics and coarse grading
information by passing information from all previous layers to
the current layer. This network utilizes direct connections
to tackle the vanishing gradient problem, enhance image
features, and achieve accurate segmentation results for
blurry medical images [25]. Nonetheless, the dense skip
connections of U-Net++ substantially increase the number
of parameters, which can lead to computational challenges.
While this network indirectly merges features from various
receptive fields, it only integrates information from the
next layer and overlooks information from previous layers.
Consequently, the decoder may lack the necessary level of
detail, which can affect its ability to accurately segment
images. To improve image segmentation performance, several
U-Net architectures that incorporate transformer [26] have
been proposed [27], [28], [29], such as TransU-Net [30] and
TransFuse [31].

These architectures leverage the self-attention mechanism
of the transformer to capture long-range dependencies and
contextual information. These architectures have demon-
strated good performance in various applications. However,
a relatively large amount of high-quality labeled data is
required for training, which is unrealistic for medical images.
This kind of data set requires expert annotation to provide
reliable support, which greatly increases the cost of manual
annotation.

C. SEMI-SUPERVISED MEDICAL IMAGE SEGMENTATION
Semi-supervised learning is to improve the performance
of the model by training unlabeled data together with
labeled data. A simple description is given a training set D,
where the training set D is divided into labeled data sets
Dlabel = {x labeli , yi}ni=1and the unlabeled dataset Dunlabel =

{xunlabeli }
m
i=1, where n and m are the data volume of the two

data sets, yi is the groundtruth of the labeled data, Dlabel is
a smaller subset of D. Semi-supervised segmentation is to
combine Dlabel and Dunlabel to construct a data-efficient deep
learningmodel, so that its performance is similar to the optimal
model trained on the full-label data set. At present, many
methods have been developed for semi-supervised medical
image segmentation tasks, mainly divided into three strategies
[3]: pseudo-label [32], unsupervised regularization [33], [34],
[35] and knowledge prior [36]. Among them, semi-supervised
learning using pseudo-labels is the most widely used method.

Liu et al. [37] evaluate the pseudo-labels output by the model
through the trust module, set a threshold to select a high
confidence level to improve the quality of the pseudo-labels.
Li et al. [38] proposed a method for building state-of-the-art
self-ensemble strategies using exponential moving average to
reduce the noise and instability of pseudo-labels. Although
the pseudo-label strategy is widely used in the field of semi-
supervised learning, this strategy is mainly constrained by
the quality of the pseudo-label. When a model overfits on a
small amount of labeled data during training, it is unable to
correct errors, resulting in excessive amplification of errors
during predictions. Poor quality pseudo-labels cannot provide
effective consistency guidance during training, and may even
cause the model to learn incorrect information, resulting in
decreased segmentation performance. Therefore, high-quality
pseudo-labels are crucial for semi-supervised segmentation
task.

D. MEAN-TEACHER ARCHITECTURE
The Mean-Teacher architecture is a semi-supervised learning
algorithm proposed in 2018 [39]. Compared to the Temporal
Ensembling algorithm [40], this method addresses the issue of
high computational cost. The architecture primarily focuses
on the model’s weights and divides it into two components:
the Teacher and the Student. In the Mean-Teacher architecture,
the Teacher model generates learning objectives for the
Student model, which is trained based on these objectives
and inherits the weights of the Teacher model. The final
model is obtained through a weighted average of temporal
memory. Additionally, the algorithm introduces perturbations
to the input data and improves the model’s robustness through
consistency regularization.

In recent years, many methods for automatic segmentation
of medical images have been developed using the Mean-
Teacher architecture. In 2021, Wang et al. [41] introduced
feature uncertainty and segmentation methods into the Mean-
Teacher model. Furthermore, research teams such as Qual [42],
Li et al. [43], and Bortsova et al. [44] have conducted studies
on improving the robustness and segmentation performance
of the Mean-Teacher model by addressing disturbances such
as rotation, elastic deformation, and model regularization
techniques. These methods mainly focus on changes in data
and the combination of different loss functions, without
considering the guiding role of pseudo-labels. In the original
Mean-Teacher architecture, pseudo-labels are primarily used
to guide consistency between the Student and Teacher
models, which can lead to long training epochs and limited
segmentation accuracy. To address this issue, we propose a
Mean-Teacher architecture with pseudo-label reusing, which
we call SRU-PMT+.

III. METHOD
In this section, we will provide a detailed introduction to
the proposed segmentation network SRU-Net++, and the
upgraded Mean-Teacher architecture SRU-PMT+.
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A. SRU-NET++ NETWORK ARCHITECTURE
Due to the large noise and blurred boundaries in breast
tumor ultrasound images, it is challenging for neural
networks to extract features effectively. To address this
issue, we propose a novel segmentation network called
SRU-Net++, which is constructed based on the U-Net++

architecture. SRU-Net++ adopts the dense skip connections
and multi-depth integration of U-Net++, addressing the
issues of high parameter and computational complexity.
The main idea is to use residual channel attention modules
and multi-channel attention modules to improve the feature
extraction capability of the network. The specific architecture
of SRU-Net++ as shown in the Figure 2.We combine residual
connections and attention mechanisms to form the block and
use SE-Res blocks to replace the convolutional operations in
U-Net++. Additionally, we also add multi-channel attention
modules in the skip connection part to refine the feature
information. The deconvolution operation in the decoder is
replaced with bilinear interpolation upsampling to ensure
the quality of the feature information and the connection
between information. To mitigate the issue of a high number
of network parameters in U-Net++, we have integrated the
Primary feature conservation (PFC) module proposed by
Xu et al. [45] in 2023. The PFC module consists of depthwise
separable convolutional kernels, which reduce computational
cost and parameter count while maximizing the extraction of
low-level semantic features. The architecture of PFC module
is illustrated in Figure 2. This module reduces the amount
of parameters and calculations of the network model and
ensures the accuracy of calculations. We use SE-Res blocks to
suppress noise in the image and obtain better image features.
Through residual connections, the module can better propagate
and utilize the original features, reducing information loss
during the computation process and mitigating the impact
of noise on feature extraction. The adoption of channel
attention allows for selective enhancement or attenuation
of feature responses in different channels, reducing the
extraction of irrelevant information and improving the
capability of extracting useful features. It exhibits superior
noise suppression ability compared to regular convolution
operations.
We resize an image with a size of 256 × 256 pixels

as input, and obtain the mask through iterative training of
the SRU-Net++ network, and generate pseudo-labels of
unlabeled data according to the weights obtained from the
training of the labeled data for the training of the Mean-
Teacher framework. The specific process is in section III-C for
details. The training process of the data in the segmentation
network is specifically described as the following operations.
First, the calculation of the data in the PFC module is:

X̃ = σpwise (σconv (X ) + σdwise (σconv (X ))) (1)

where X ∈ RH×W×C , σconv is 3 × 3 convolution operation,
σdwise is 7 × 7 deep convolution operation, σpwise is 1 ×

1 point convolution operation. After transforming the data in
the PFC module, it enters the encoder section, whose specific

calculation can be described as follows:

xi+1,0 = ϑ
(
σmp

(
xi,0

))
(2)

where i ∈ {1, 2, 3}, ϑ is residual channel attention module,
σmp is max pooling operation. We compress the features of
the previous layer using maximum pooling to increase the
perceptual field, achieve nonlinearity and invariance. This
enhances the feature extraction of the previous layer by the
next layer. Eq (3) describes the calculation process of the skip
connection and decoder part:

xi,j = ϑ
(
xi,j−1, δ

(
xi+1,j−1

))
(3)

where i ∈ {0, 1, 2, 3, 4}, j ∈ {1, · · · , 4 − i}, δ is the bilinear
upsampling operation, and finally the data computed by the
decoder is passed through the 1 × 1 convolution operation
and the sigmoid activation function to obtain the Mask map of
segmentation. After a certain number of rounds of training on
labeled data, the weights obtained from the training are given
to the network model to generate pseudo-labels of unlabeled
data for subsequent segmentation.

B. SQUEEZE-AND-EXCITATION RESIDUAL ATTENTION
MODULE
1) RESIDUAL BLOCK
In the field of medical image analysis, deep learning is
widely applied, with CNN being the most commonly used,
and numerous enhancement methods have been proposed to
improve the performance. Increasing the depth of a network
can improve its learning ability to some extent, but this
operation can cause the problem of vanishing gradients,
which slows down convergence and is not conducive to
improving segmentation accuracy. To solve this issue, there
are generally two approaches: adjusting the optimization
method or adjusting the model structure to make it easier
to optimize. The author of ResNet [46] adopted the second
approach, introducing residual connections into the construc-
tion of basic blocks, which changes the way the model is
solved:

H (x) = F(x) + x (4)

where H (x) is the expected potential mapping, F(x) is the
fitting function, and Eq (4) is the solution method of residual
block. The module architecture is shown in Figure 3(a).

2) SE BLOCK
In addition to the superposition of network layers, the
attention mechanism is also a methods to improve the
performance of CNN. CNN is composed of a series of
convolutional layers, nonlinear layers, and down-sampling
layers. The convolutional kernel usually aggregates spatial
and feature information within a local receptive field
to obtain global information, but it may not capture
fine details. Therefore, SE block [47] comprises of two
components, namely squeezing and excitation. It leverages
global information to selectively amplify relevant feature
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FIGURE 2. Schematic illustration of SRU-Net++ network and PFC module. The SRU-Net++ network adopts a globally
symmetric dense skip-connection structure and primarily utilizes SE-Res blocks, bilinear upsampling operations, and max
pooling operations. We train the SRU-Net++ using labeled data and then use it to generate pseudo-labels for unlabeled data,
which are used for subsequent processing.

channels and attenuate irrelevant ones, thereby achieving
adaptive feature recalibration. On the basis of the original
module, we lightweighted it by replacing convolutional layers
with linear layers, reducing the computational and parameter
complexity of the module. We also replaced the max pooling
operation with adaptive average pooling to ensure that the
module extracts global information from the image. The
module is shown in Figure (3b), and the calculation is as
in Eq (5):

X̃ = Fse(X , θ)X = σ (W2 · δ (W1 · GAP(X ))) · X (5)

where GAP is adaptive average pooling,W1 andW2 are linear
layers, δ is ReLU layers, and σ is sigmoid functions.

3) SE-RES BLOCK
Combining the above two methods, we abandons the
convolution operation and adopt the residual channel attention
mechanism to enhance the model’s learning of image details
and improve the segmentation accuracy of the model. The
module is shown in Figure (3c). In this module, the Res block
and SE block are combined, and the downsampling operation
and channel attention module are added to the skip connection
part, so that different semantic information can be divided into
different levels of importance when extracting image features,
avoiding excessive. It can effectively learn useless information
and supplement the detailed information of the segmentation
area, and also increase the number of shallow network layers
and avoid the problem of gradient disappearance.

C. SRU-PMT+ ARCHITECTURE
Our research proposes an improved segmentation network
called SRU-PMT+ to address the issues of high noise and
blurry boundaries in breast tumor ultrasound images. In the
training process of the neural network model, obtaining
high-quality data and a sufficient quantity of data is crucial

FIGURE 3. (a) is the residual block architecture, (b) is the SE block
architecture, (c) is the SE-Res block architecture.

for achieving good results. However, the availability of
annotated data for breast tumor ultrasound images is limited.
To overcome this issue, we introduce semi-supervised learning
and leverage a combination of limited labeled data and a large
amount of unlabeled data to enhance the model’s capabilities.
SRU-PMT+ is an enhancement of the original Mean-Teacher
architecture. In the original Mean-Teacher framework, pseudo-
labels are only used to calculate the consistency loss based
on uncertainty between the Student and Teacher models.
We train SRU-Net++ on labeled data to provide it with
learning abilities and then generate pseudo-labels for the
unlabeled data. These generated pseudo-labels are used
to compute the supervised loss function for the Student
model. By using pseudo-labels, the Student model can
better learn the feature information from unlabeled data,
guided by both the Teacher model and its own trained
model. This improves the segmentation accuracy for edge
details.
To further improve the segmentation performance of

SRU-Net++, we employ it as both the Student and Teacher
models, and we preprocess the input data before training
the network architecture. We apply three data augmentation
techniques, including horizontal flipping, translation scaling
rotation, and coarse dropout, to enhance the model’s learning
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capabilities. Additionally, we retain the parameters of the
Student model from the Mean-Teacher framework and
update the weights of the Teacher model using a weighted
average method based on temporal memory. SRU-PMT+

combines the segmentation capabilities of SRU-Net++,
semi-supervised learning, and an improved Mean-Teacher
architecture. The framework is shown in Figure 4. Our
approach also incorporates data augmentation operations and
a weight updating strategy to further enhance the model’s
performance and robustness. The update of the parameters
for the Teacher model in SRU-PMT+ can be represented by
the Eq (6). the translation of the overall training process as
described in Algorithm 1.

θ ′
t = αθ ′

t−1 + (1 − α)θt (6)

where θ ′
t is the parameters of the Teacher model in the t-th

epoch, θt is the parameters of the Student model in the t-th
epoch, α is the hyperparameter for smoothing coefficient. It is
used to control the weight update speed of the teacher model.
Setting its value to 0.99 is to maintain the relative stability
of the teacher model and avoid drastic changes in weights
during the training process. Setting this hyperparameter
ensures that the teacher model generates stable predictions,
which helps improve the model’s generalization ability and
robustness.

Algorithm 1: SRU-PMT+ Algorithm
Input: Labeled data set Dlabeled, unlabeled data
set Dunlabeled, network architecture SRU-Net++,
number of iterations T , learning rate lr, pseudo-label
generation threshold threshold, weight update factor
α.
Output: Trained SRU-Net++ model.
1: Initialize the parameters θs and θt for the

Student and Teacher models of SRU-Net++.
2: for t = 1 to T do
3: Perform forward and backward propaga-

tion using the labeled data setDlabeled, calculate
the supervised loss for the Student model, and
update the parameters θs of the Student model.

4: Perform forward propagation using the
unlabeled data set Dunlabeled and generate
pseudo-labels.

5: Perform forward and backward propaga-
tion using the pseudo-labels and the labeled
data set Dlabeled, calculate the consistency
loss for the Student model, and update the
parameters θs of the Student model.

6: Update the parameters θt of the Teacher
model using the weight update factor α,
according to the equation: θt = α · θt−1 + (1−

α) · θs.
7: end for
8: Return the trained SRU-Net++ model.

The semi-supervised segmentation framework we propose
changes the inherent guidance of using pseudo-labels for

uncertainty consistency, improves the utilization value of
pseudo-labels, and makes unlabeled data play a greater role
in the entire training process.

D. LOSS FUNCTION
The output of SRU-Net++ is the result of two classifications
(tumor and background), which is the process of classifying
each pixel, thus converting the breast tumor segmentation
problem into a binary classification problem. In the SRU-
PMT+ framework, our ultimate goal is to find the optimal
solution to the combined loss function. The combined function
is shown in Eq (7):

Loss = Lsup + λLcon (7)

where Lsup is supervised loss, Lcon is consistency loss, λ is
a constant,the calculation process is detailed in Section IV-E.
For the breast tumor segmentation problem, we choose the
Dice function as the supervision loss function, and the binary
cross-entropy (BCE) function as the consistency loss function,
and the specific calculations are shown in Eq (8) and Eq (9):

Lsup = 1 −
2

∑N
i=1 yiŷi∑N

i=1 yi +
∑N

i=1 ŷi
(8)

Lcon = −
1
N

N∑
i=1

yi log (p (yi)) + (1 − yi) log (1 − p (yi))

(9)

where yi is the label value (0 or 1) of pixel i, yi is the predicted
value of the pixel, N represents the total number of pixels, and
p(yi) is the probability that the output belongs to yi.

IV. EXPERIMENTS AND RESULTS
In this section, we will introduce the dataset used in the
experiment, the preprocessing operations on the data, as well
as the evaluation indicators and related environments used in
the experiment.

A. DATASET
We evaluate our proposed architecture using the open-source
dataset BUSI [48]. The BUSI dataset is widely used in the
field of breast ultrasound image processing and contains
600 cases of breast ultrasound of women aged 25-75. The
dataset consists of 780 images with a size of 500 × 500 pixels,
including 437 benign cases, 210 malignant cases, and
133 normal cases. To more carefully evaluate the performance
of our vector for malignant and benign tumor segmentation,
we train and test on the BUSI dataset for benign and malignant
tumors, respectively. Due to the limited number of images
in both datasets, we adopted a data augmentation technique
inspired by Salazar et al. to increase the data volume and
enable model to learn a wider range of features [49], [50].
Specifically, we augmented the benign dataset to 1050 images
and expanded the malignant dataset to 850 images. In the
experiment, we use 25% of the training set as the labeled data
set, and the remaining data sets are unlabeled data sets. The
specific allocation is shown in Table 1.
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FIGURE 4. Schematic illustration of SRU-PMT+ architecture and the segmentation process of tumor ultrasound images. We use
SRU-Net++ as the Student and Teacher models, where mixed labeled and unlabeled data undergo noise processing and are input
into both models. Unlike Mean-Teacher, we introduce pseudo-labels to guide the learning of the Student model, enhancing the
model’s segmentation accuracy on unlabeled data.

TABLE 1. Illustration of BUSI dataset used in this work. The 25% of
training set is labeled data, and the rest is unlabeled data.

B. DATA PREPROCESSING
The breast tumor segmentation task requires precise localiza-
tion and segmentation of tumor regions, which are usually
complex and contain many edges and texture features.
Therefore, before training the model, we used three methods
of data preprocessing including horizontal flipping, shift-scale-
rotation, and coarse dropout to improve the accuracy and
efficiency of the model.

Horizontal Flip can help the model better adapt to different
directions of tumor morphology. In breast tumor segmentation
tasks, tumors are usually not perfect circles or ellipses, but
present various shapes. Using horizontal flipping can expand
the dataset and increase the model’s ability to recognize
different tumor shapes. Shift-scale-rotation can help the model
better adapt to tumors of different sizes and rotation angles.
In breast tumor segmentation tasks, the size and shape of
tumors may vary. Using shift-scale-rotation can increase the
diversity of data and enable the model to better adapt to tumors
of different sizes and rotation angles. Coarse dropout can
help the model better recognize and classify tumor regions
with missing parts. In breast tumor segmentation tasks, some
tumor regions may be missing due to pathological reasons

or image quality issues. Using coarse dropout can randomly
delete some pixels, enabling the model to better recognize
and classify tumor regions with missing parts. Through these
three preprocessing operations, we improved the diversity
and quality of the data, and increased the accuracy and
efficiency of the model. The specific results are shown in the
Figure 5.

FIGURE 5. Illustration of data processing. From left to right are images
after data preprocessing.

C. EXPERIMENT CONFIGURATIONS AND EVALUATION
METRICS
All experiments are performed in parallel on a single
RTX 3090 GPU using the deep learning pytorch framework.
We use the proposed SRU-Net++ network as the backbone
network, and use this network to generate pseudo-labels
for unlabeled data. In the network training, both Student
model and Teacher model are set to SRU-Net++, and the
EMA method is used to update the parameters between
two models, and the upper limit of the ema coefficient
is set to 0.99. Before the image is input into SRU-MT+,
aussian noise and salt and pepper noise are added to the
input of the two networks to improve the robustness of the
model.

In order to quantitatively compare the segmentation results
of different methods on breast tumors, we used several
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TABLE 2. Quantitative comparison of our proposed SRU-PMT+ on BUSI benign tumor dataset, with the existing supervised breast tumor segmentation
models.

evaluation indicators such as Dice similarity coeffieient(DSC),
Jaccard, Accuracy, Precision, and Recall. These evaluation
metrics are defined as follows:

DSC =
2 × TP

2 × TP + FN + FP
(10)

Jaccard =
TP

TP + FP + TN
(11)

Accuracy =
TP + TN

TP + FP + TN + FN
(12)

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

D. MODEL PERFORMANCE ANALYSIS
We compared the results of the proposed SRU-PMT+

framework with existing state-of-the-art models on the benign
and malignant tumor datasets in BUSI. The quantitative results
with state-of-the-art models are shown in Table 2. On the
benign tumor dataset, our method demonstrates significant
advantages over other models in DSC, Jaccard, Accuracy, and
Precision metrics. On the malignant tumor dataset, our method
outperforms other models in DSC, Jaccard, and Recall metrics.
Based on the results presented in Table 2, it is evident that our
proposed SRU-PMT+ method exhibits superior performance
compared to the leading DCSAU-Net model across various
evaluation metrics on the benign tumor dataset. Specifically,
the SRU-PMT+method demonstrates improvements of 3.19%
in DSC, indicating a more accurate capture of tumor regions.
Moreover, the Jaccard index shows a notable enhancement of
5.34%, implying a higher degree of overlap in the segmented
results. Additionally, the SRU-PMT+ method achieves a
0.5% improvement in Accuracy and a 3.17% improvement

in Precision, signifying better overall segmentation accuracy
and precision.
Similarly, as depicted in Table 2, the SRU-PMT+ method

outperforms the best-performing DCSA-UNet on the malig-
nant tumor dataset. Specifically, it achieves improvements of
0.94% in DSC, 1.31% in Jaccard index, and 5.5% in Recall.
These results indicate that the SRU-PMT+ architecture excels
in accurately delineating malignant tumor regions, achieving
a higher degree of overlap with ground truth annotations,
and capturing a greater number of true positive instances.
Overall, these experimental results provide strong evidence
that our proposed SRU-PMT+ architecture possesses robust
segmentation capabilities, outperforming the state-of-the-art
models on both benign and malignant tumor datasets.

To verify the effectiveness of our proposed semi-supervised
segmentation method, SRU-PMT+, we compared it with
widely applied semi-supervised segmentation methods,
as shown in Table 3. In the comparison, the models of
the contrastive semi-supervised segmentation methods were
all set as U-Net. From the table, it can be observed that
SRU-PMT+ outperforms other methods in all metrics, indi-
cating that our proposed method has excellent segmentation
performance.
In medical image segmentation tasks, ensuring both

accurate lesion segmentation and result balance is crucial.
Result balance refers to the consistency of segmentation
results across different samples, avoiding the phenomenon
of excellent performance only on specific types of images.
To evaluate the balance of these segmentation methods, the
standard deviation of Dice coefficient and Jaccard index is
also calculated.
As the Table 2 and Table 3 shown. In the benign dataset,

our method has a standard deviation of 1.16% for the
Dice coefficient and 1.04% for the Jaccard index. The
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TABLE 3. Quantitative comparison of our proposed SRU-PMT+ on BUSI dataset, with the existing semi-supervised segmentation methods.

worst Dice coefficient values of our method are higher
than the best Dice coefficient values of the compared
fully supervised segmentation network and semi-supervised
segmentation method. The range of Jaccard index values is
also exceptionally high compared to the compared methods.
This indicates that our method not only has good segmentation
performance but also has generality.In the malignant dataset,
our method has a standard deviation of 2.30% for the Dice
coefficient and 2.26% for the Jaccard index, which is lower
than the compared semi-supervised segmentation method.
Although the standard deviation values are higher than some
fully supervised methods, the worst segmentation results
generated by our method still have higher values for these two
metrics compared to those methods. This indicates that our
method exhibits good generality and segmentation accuracy.
Therefore, our method demonstrates both good segmentation
performance and generality in both benign and malignant
datasets.
In addition to comparing the results with these fully

supervised segmentation networks, we also compared the
SRU-Net++ network with these models in terms of parameter
count, computational complexity, and model size. As shown
in Table 4, our proposed SRU-Net++ network has a relatively
small model size, low computational complexity, and fewer
parameters. This indicates that by using the SE-Res module
instead of convolutional kernels in the U-Net++ model,
we have reduced the complexity of the network and also
decreased the utilization of computational resources. This
demonstrates that the SRU-Net++ network achieves a
lightweight and low-computation model while still achieving
high segmentation performance and maintaining good
accuracy.
Visualization of the segmentation results is shown in

Figure 6 and Figure7. The visualization results show that
due to the high noise and blurry boundaries of tumor
ultrasound images, most models exhibit missing edges and
over-segmentation. Our method can segment most of the tumor
edges on benign tumors. Although there are still some missing
edges and over-segmentation on malignant tumors, most of
the tumors are segmented without segmenting normal breast
tissue or missing tumor edges.

E. ABLATION STUDY
In order to validate the segmentation performance of our
network, we explored SRU-Net++ with different depths,
as shown in Figure 8. Table 5 demonstrates that the depth of

FIGURE 6. Comparison of tumor segmentation results with some
semi-supervised segmentation methods.

FIGURE 7. Comparison of tumor segmentation results with some
supervised segmentation methods. Tumor boundaries are indicated in red.

TABLE 4. Quantitative comparison of our proposed SRU-PMT+ on
computational complexity and parameter, with the existing supervised
breast tumor segmentation models.

SRU-Net++ is optimal. In the benign dataset, SRU-Net++

performed the best in DSC, Jaccard, Accuracy, and Recall
metrics. In the malignant dataset, it performed the best in all
metrics. We also compared SRU-MPT+ with Mean-Teacher,
and the results are shown in Table 6. The results reveals that
the SRU-PMT+ architecture exhibits enhanced segmentation
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performance, compared to the Mean-Teacher architecture,
on both the benign and malignant tumor datasets. In the
benign tumor segmentation task, it improved by 4.52%, 6.41%,
0.16%, and 2.36% on the five metrics. In the malignant tumor
segmentation task, it improved by 6.06%, 5.97%, 0.41%,
and 10.86% on DSC, Jaccard, Accuracy, and Recall metrics,
respectively.
In addition, we explored the coefficient lambda in Eq (7),

and the results are shown in Table 7. It is evident that
our method achieves optimal results when the loss function
coefficient is chosen as 0.9.

FIGURE 8. The architectures of SRU-Net++ with different depths, (a) is
SRU-Net++(L1), (b) is SRU-Net++(L2), (c) is SRU-Net++(L3).

Medical image segmentation is a binary classification
problem that aims to classify foreground and background
pixels in an image, such as distinguishing tumor regions in
breast ultrasound images. However, in cases where the tumor
contours are small and the distribution of foreground and
background pixels is imbalanced, performance evaluation
often relies on PR (Precision-Recall) curves and ROC
(Receiver Operating Characteristic) curves.

TABLE 5. Performance of SRU-Net++ with different depths on BUSI
dataset.

TABLE 6. Quantitative comparison of our proposed SRU-PMT+ on BUSI
dataset, with the original mean-teacher architecture models.

To better validate the improvement in model performance
achieved by our proposed pseudo-label reuse semi-supervised
learning mechanism, we also employed these two metrics
to evaluate the classification performance of SRU-PMT+

in terms of foreground and background pixels. As shown
in Figure 9, SRU-PMT with pseudo-label reuse achieved

TABLE 7. Segmentation performance of SRU-PMT+ with different λ
coefficients on the BUSI dataset.

an average precision that was 4.47% higher than that of
the standalone SRU-Net++ model in the benign tumor
scenario and 4.43% higher in the malignant tumor scenario.
As shown in Figure 10, SRU-PMT+ outperformed SRU-
Net++ in terms of AUC (Area Under the Curve) in both
the benign and malignant tumor scenarios. The experimental
results indicate that our proposed pseudo-label reuse semi-
supervised learning mechanism enhances the performance of
the network model when faced with significantly imbalanced
pixel class distributions. This ensures the accuracy of lesion
pixel classification by the network model.

FIGURE 9. The PR curves of the SRU-PMT+ method and a single
SRU-Net++ network without employing a semi-supervised learning
mechanism.

FIGURE 10. The ROC curves of the SRU-PMT+ method and a single
SRU-Net++ network without employing a semi-supervised learning
mechanism.

V. CONCLUSION
This study proposes a segmentation network based on
residual attention mechanism, called SRU-Net++. We use
SRU-Net++ to generate pseudo-labels for unlabeled tumor
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images and incorporates them into the Mean-Teacher
architecture to enable the reuse of pseudo-labels. We also
introduce a novel semi-supervised segmentation architecture,
SRU-MPT+, which achieves excellent segmentation accuracy
in breast tumor segmentation tasks and provides strong
auxiliary support for medical diagnosis by doctors. The
introduction of this architecture offers improved image
segmentation results for doctors and has the potential to
enhance the accuracy and efficiency of breast tumor diagnosis.
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