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ABSTRACT Voice-controlled systems have revolutionized user interactions, making technology more
accessible and intuitive across various settings. In multi-user environments, such as households, voice
assistants like Amazon Alexa are favored as they enable seamless interaction with devices and services.
However, the convenience these systems offer comes with challenges, especially concerning privacy
and security. In environments where multiple users interact with the same voice assistant, the need for
sophisticated access control mechanisms becomes apparent to prevent unauthorized access to sensitive
information. This study assesses the effectiveness of voice access controlmechanismswithin thesemulti-user
contexts, shedding light on the inherent privacy risks associated with shared voice-controlled systems. First,
the study demonstrates vulnerabilities in the current access control mechanisms concerning users’ private
data. Second, a framework for automated testing is developed to explore the access control weaknesses and
determine whether the accessible data is of consequence, as not all information may be equally sensitive
or vital to users. Third, two flaws within the access control mechanisms offered by the voice system are
identified, highlighting the susceptibility of existing access controls to unauthorized access. Finally, the
study reveals that operations on the system are protected, whereas other operations that are not protected
still reveal user’s private information. These findings underscore the need for enhanced privacy safeguards
and improved access control systems in multi-user environments. Recommendations are offered to mitigate
risks associated with unauthorized access, focusing on securing the user’s private data on the voice assistant.

INDEX TERMS Smart speakers, virtual personal assistants, voice interface, smart home assistant, access
control, private information, privacy, multi-user, shopping data.

I. INTRODUCTION
The proliferation of Voice User Interface (VUI) has trans-
formed howwe live and interact with our living spaces. Using
VUI in smart homes are no longer confined to the realm
of tech enthusiasts; they have gained widespread popularity,
and the number of connected services continues to grow at
an astonishing pace [1]. Smart home assistants known as
smart speakers, such as Amazon Alexa and Google Home,
are increasingly popular and entering tens of millions of
households [2], [3], [4], [5], offering an array of services,
including online shopping, managing to-do lists, playing
music, controlling objects and devices around the houses,
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making calls, sending messages and many more [6], [7], [8],
[9], [10], [11], [12].

A. MULTI-USER ENVIRONMENT CHALLENGES
Smart speakers powered by voice assistants (VAs), located
in common spaces, serve multiple household members,
encompassing family, friends, and occasional visitors. This
shared usage model necessitates the ability of the VA
apps to recognize and differentiate between users, ensuring
personalized and secure interactions. This becomes par-
ticularly critical in the context of various voice-activated
real-time applications, where user-specific preferences and
data security are crucial. These voice real-time applications
include:

• Reminder/calendar applications. In a multi-user envi-
ronment, these applications could manage updates and
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notifications for multiple users based on individual
preferences and permissions. The VA must distinguish
between users, allowing them to view or edit only
their appointments or reminders. At the same time,
parents or household heads might need broader access
to coordinate schedules for all family members. For
example, while one family member may have access
to add or modify all calendar entries, another may only
view them.

• Retail applications. It involves the integration of VA and
shopping services to enhance shopping experiences in
online shopping. These applications allow users in a
multi-user environment to purchase, search for products,
and perform other retail-related tasks using the VA.
The VA must distinguish between users to prevent
unauthorized access to payment information or personal
purchase history. For instance, one user might have
permission to make purchases, while another can only
add items to a shopping list or shopping cart.

While we have highlighted reminder/calendar and retail
applications due to their impact on multi-user environments,
it is essential to recognize that the potential for future
applications is evolving. As theVAdevices are not individual-
like mobile phones but are placed in communal spaces,
we anticipate the emergence of additional applications tai-
lored to these environments in the future [13], [14], [15], [16].
These future applicationswill likely extend beyond individual
use, requiring even more sophisticated user identification and
access control mechanisms to ensure privacy, security, and
personalization for all users in a household.

Real-time applications highlight the necessity for robust
user identification and access control mechanisms. For
instance, a shared VA device may grant access to sensitive
information. The current access control implemented in
VA devices is a coarse-grained (all or nothing) access
control where all users have full or no access [17].
Amazon VA (Alexa), for example, might schedule events
or read the primary user’s texts. However, given the coarse-
grained mechanism, anybody within the home environment,
including children, guests, or roommates, can access this
information.

VA applications in a multi-user environment should
ideally support two criteria: (1) it must provide personalized
experiences for different users with different expectations in
maintaining privacy, and (2) have a balance between usability
and security. Having such criteria is important in a multi-
home environment. For example, app services facilitated by
VAs, such as online purchasing, scheduling, record-keeping,
and planning, allow all users in a household legitimate access
to initiate various commands [18], [19], [20], [21]. The VAs
would respond with information, some of which are sensitive.
We want to ensure and protect user privacy. Privacy concerns
are crucial in such settings; sensitive personal data can be
exposed to unintended recipients. These issues underscore
the need for robust user identification and access control
mechanisms in VA systems to ensure that they operate

securely and appropriately in a multi-user environment with
multi-access.

A straightforward approach to safeguarding user privacy is
requiring users to log in every time they use the service. For
example, every time a user accesses a calendar app, the user
would be required to enter a PIN to retrieve information. This
method addresses problem (1); however, it is inconvenient
because it disrupts the quick interaction that is one of the
primary benefits of using VAs. Requiring a PIN for every
action can significantly slow down the process, rendering
the system less user-friendly and accessible, especially for
tasks that may not necessitate high security [14], [22], [23],
[24]. Alternatively, the use of voice authentication could
seem to address both problems (1) and (2) as it provides
a method for verifying user identity without manual input.
However, this approach is error-prone and can struggle
under real-life conditions such as background noise or
varying speech patterns, making it unreliable and potentially
burdensome [25], [26], [27].

The challenge between usability and security in a multi-
user access environment is significant. On the one hand, there
is a need for these systems to be highly usable, with minimal
barriers to access, ensuring that users can interact with them
seamlessly in their daily routines. For instance, in using a
VA for financial inquiries, a user may need to promptly
check whether a bill payment has been made. On the other
hand, enhancing security measures, such as implementing
stringent user authentication processes for every action a
user performs, can potentially hinder the ease of use and
immediate responsiveness that characterize smart speakers.
For example, certain actions like controlling the light do
not necessitate stringent security protection. The balancing
act between convenient access and safeguarding user privacy
and security is crucial. An overemphasis on security could
lead to cumbersome user experiences, while prioritizing
convenience might expose the system to vulnerabilities in
exposing user information.

B. CONTRIBUTIONS
Considering the challenges identified with voice applications
that cater to accommodating multiple users, providing
personalized experiences with varying privacy expectations,
and maintaining a balance between security and ease of use,
the focus of this study was directed towards an application
that meets these criteria. The online shopping app was
selected for examination as it is widely popular and well
developed [28], [29], [30], [31]. Online shoppers increasingly
use voice assistants to make purchases. VAs have become
a common choice for online shopping as they offer a
convenient, hands-free experience [32], [33]. Several major
companies, including Amazon, Walmart, Costco, and Target,
are already leveraging VA to gain a competitive advantage
by providing voice shopping services to customers [34],
[35], [36], [37]. The potential for exposure of sensitive
shopping data, such as personal products and medication
data, is heightened. Moreover, the ease of placing orders or
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accessing shopping functions with simple voice commands
can lead to unauthorized purchases or privacy breaches [38],
[39], [40], [41], [42].

Given the widespread adoption of smart speakers, this
paper focuses on examining VUI from the perspective of
Amazon smart speakers. The choice of Amazon Alexa as the
primary platform is deliberate and stems from its status as one
of the most extensively used voice interfaces globally [43].
Amazon Alexa’s popularity ensures relevance to a substantial
user base, making it a representative choice for investigating
voice systems’ security and privacy aspects. Specifically,
a case study was conducted using the shopping service
provided by Amazon through its Alexa assistant, exploring
the potential exposure of a user’s private shopping data in
smart home environments. While this study is platform-
specific, the insights gained can contribute to a broader
understanding of security challenges in voice-controlled
systems. The contributions are summarized as follows:

• This study shows that the current access control allows
for the retrieval and addition of shopping data. This
paper proposes a framework for automated testing to
explore the shortcomings of the access control to assess
whether the accessible data is of consequence, as not all
information may be equally sensitive or vital to users.
This study shows that critical operations like deleting
products, making purchases, and updating the payment
method are protected. In contrast, the other operations,
such as retrieving and adding products that are not
protected, still reveal user information.

• This work identifies two significant flaws within the
access control mechanisms proposed by the VA. The
first flaw allows for the complete exposure of in-cart and
list shopping products and access to purchase history for
periods shorter than a month. The second flaw facilitates
a targeted exploitation based on specific product details,
such as product title and brand, to reveal the user’s
purchase history.

The remainder of this document is structured as follows:
Section II discusses related work in the field. Section III
introduces the background on access control protection
provided by voice systems, challenges in testing voice
assistants, and the adversary model. Section IV presents the
design of the testing framework. Section V details the results
obtained from various interaction strategies. Section VI
offers recommendations to mitigate the risks of unauthorized
access. Finally, Section VII concludes the paper with key
findings and contributions of this work.

II. RELATED WORK
Smart homes and voice assistants raise significant concerns
regarding security and privacy vulnerabilities, as demon-
strated by previous user studies that delved into user
concerns and perceptions surrounding the smart home
environment [13], [14], [18], [19], [19], [44], [45], [46], [47],
[48]. While the literature survey outlines the landscape of
prior research in smart home security and voice assistant
privacy, this work distinguishes itself in several key aspects.

TABLE 1. Summary of literature survey (SH: smart home, vs: voice
system, adv.: adversarial, A.C.: access control).

Table 1 provides an overview of these works, categorizing
them based on the domain, consideration of multi-user, multi-
device environments, adversarial audio attack focus, and the
inclusion of an access control adversary model.

A. SMART HOME SECURITY AND PRIVACY
In the field of smart home privacy and security, substantial
prior research emphasizes limiting malicious activities,
which focus on device access control and authentication
for single-user scenarios [49], [50], [51], [52], [53], [54],
[55], [56]. He et al. [45] give a detailed smart home user
study that depicts users’ concerns about fine-grained access
control in multi-user smart environments. Zeng et al. [18]
describe their findings about smart home security and privacy
problems. Both studies express smart home users’ concerns
about the need for a smart home access control system.
Furthermore, these studies synthesize many design standards
for access control mechanisms that reflect users’ needs.
Matthews et al. [57] also raise concerns about smart home
users who use the same devices and accounts. Garg et al. [58]
investigated the restrictions of sharing smart home devices
among users with diverse social relationships in a recent
user survey and highlighted future design requirements
for smart house access control. While prior works have
explored user concerns about in-home privacy, they have
largely overlooked access control mechanisms provided by
service providers in multi-user environment voice systems.
In contrast, this research involves conducting experiments
that reveal weaknesses in the access control measure
implemented by Amazon, shedding light on its inability to
protect user’s private data from unauthorized access in multi-
user environments voice systems.

B. VOICE SYSTEM SECURITY AND PRIVACY
In the domain of voice assistant privacy and security, a major
source of concern pertains to the potential for security and
privacy violations associated with voice assistants. Several
studies [14], [44], [46], [62], [63], [64], [65], [66], [67]
were conducted to understand users concerns regarding voice
assistant systems. A large body of existing works focuses on
adversarial audio commands, particularly those transmitted
remotely to manipulate voice assistant interfaces and execute
malicious actions. For instance, Yuan et al. [47] introduced
Commandersong, a technique embedding voice commands
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within songs to render them imperceptible to human listeners.
Similarly, [59] crafted malicious audio that mimics ordinary
speech but is interpreted differently by targeted devices.
Additionally, studies such as Hidden Voice Commands [60]
and Dolphin Attacks [61] pioneered adversarial audio attacks
designed to exploit vulnerabilities in speech recognition
systems while remaining acoustically undetectable to human
ears. These investigations have unveiled the potential threats
posed by malicious actors seeking to compromise speech
recognition systems and manipulate voice assistants for
nefarious purposes. Although these studies shed light on
potential threats, they seldom explore the dimension of in-
person or remote can issue commands to gain unauthorized
access in multi-user environments. This research fills this gap
by investigating how such adversaries might exploit voice
systems to access and retrieve users’ private information.

C. MULTI-USER ACCESS CONTROL
A line of research on multi-user access control has explored
and proposed different access control strategies when multi-
users share a single or multiple devices. Liu et al. [68]
proposed xShare, a user access framework for the mobile
phone ecosystem that enforces policies on file-level accesses.
Ni et al. [69] introduced DiffUser, an access privilege-based
user access management paradigm for the Android environ-
ment, which is only practical to a single device. In a smart
home environment, Zeng et al. [13] developed an access
control prototype with several control options for users
in the smart home. They evaluated four distinct access
control techniques in a month-long user study of seven
households to better understand the users’ demands and
enhance the design. Although they developed a proof-of-
concept framework for conducting a user study and outlining
the access control requirements in smart home environments,
they did not implement it in real-world systems. They did
not account for user voice interaction in a multi-user smart
home environment. Schuster et al. [70] developed situation-
based access control, considering several environmental
parameters. The authors examined the device’s condition
and the users’ location to determine a valid access request.
Yahyazadeh et al. [71] proposed Expat, a policy language
for defining policies based on user demands. However, this
study diverges from these paths. The research is dedicated
to scrutinizing the access control mechanisms currently
deployed in real-world voice systems. This work aims to
uncover the existing shortcomings and limitations within
these systems, particularly focusing on multi-user environ-
ments. The investigations reveal that while theoretical and
prototype models provide valuable insights, there remains a
gap in their application to real-world scenarios, especially
regarding voice interaction in multi-user settings. This study
does not implement new access control policies; rather,
it analyzes and highlight the vulnerabilities of current imple-
mentations, emphasizing the service’s inability to safeguard
user’s private data from unauthorized access in shared
environments.

III. BACKGROUND AND ADVERSARY MODEL
This section discusses the access control protection offered
by Amazon Alexa to secure user shopping data, as discussed
in III-A. The complexity of voice assistant systems and the
inherent challenges in testing such systems are subsequently
discussed in III-B. Then, this work assesses the effectiveness
of Amazon Alexa’s access control mechanisms in safeguard-
ing user privacy and data, as outlined in III-C. Finally, the
focus is on understanding potential methods an adversary
might employ to access sensitive user information, detailed
in III-D.

A. ACCESS CONTROL PROTECTION
Amazon, as a service provider, offers various access control
protection measures to ensure the security and privacy of user
shopping data.

1) EXTERNAL DEVICE VALIDATION
There are operations that require user action. Users need to
perform certain operations, such as changing the delivery
address and payment methods, using the Amazon app or
website [72], [73]. In these cases, Alexa would send users
a wild card through the Alexa app or instruct them to use
the Amazon app/website to perform them. By mandating the
users to use the app or website, Amazon aims to fortify the
protective shield around user accounts and sensitive personal
information. This approach serves as a robust safeguard
against unauthorized access and potential breaches, assuring
users that their data remains confidential.

a: CONFIGURATION SETUP
Users are required to use the Amazon app or web-
site to complete specific operations, thereby contributing
to the overall security of their accounts and personal
information.

2) REQUIRED PASSWORD
To enhance the security of Amazon Alexa, the primary
account holder can set up a 4-digit voice password for placing
orders and making purchases. The primary account holder
can establish a unique 4-digit voice password, ensuring that
only individuals with knowledge of the voice code can place
orders. This feature is designed to prevent unauthorized
purchases. This added layer of security helps prevent unau-
thorized purchases and access to sensitive information [74].

a: CONFIGURATION SETUP
The configuration of the 4-digit voice password takes
place within the Alexa app. The primary account holder
is responsible for configuring a 4-digit voice password,
restricting order placement to those with knowledge of the
voice code.

3) VOICE PROFILE
Amazon Alexa offers some protection that allows the primary
account holder to set up only recognized voice profiles
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could place orders through the voice profile features. The
Alexa voice profile is a feature within Amazon’s voice
assistant ecosystem that allows individual users to create a
unique voice profile linked to their account. The primary
purpose of Alexa voice profiles is to provide a more
personalized and secure experience when interacting with
Alexa-enabled devices. This feature offers an additional
layer of security, helping to prevent unauthorized access to
personal information and settings. Alexa can tailor responses,
content, and recommendations to that specific user, including
personalized news briefings, music playlists, and calendar
events. In the context of Amazon purchases, the primary
account holder has the authority to manage users with Voice
IDs, allowing control over purchasing permissions. This
ensures that only recognized voice profile members can place
orders through Alexa. Amazon does not explicitly design
the voice profile for security purposes like the password.
However, it provide some access control, such as the primary
account can configure what voice ID can place orders [75].

a: CONFIGURATION SETUP
The primary account holder can set up, manage and configure
voice profiles within theAlexa app, controllingwho can place
orders through voice commands.

4) OTHER SECURITY CONSIDERATIONS
In addition to access control measures, users can change the
wake words used to activate the device when using Amazon
Alexa. Users have the option to change the wake word
from the default ‘‘Alexa’’ to alternatives like ‘‘Amazon,’’
‘‘Echo,’’, ‘‘Computer’’ or ‘‘Ziggy’’ via the Alexa mobile
app or website [76]. However, it is important to note that
any person who knows the wake word assigned to an Alexa
device can issue voice commands, potentially leading to
unauthorized access if the wake word is discovered.

B. VOICE ASSISTANT TESTING CHALLENGES
The current voice assistants complicates the testing process
since the system is hosted on the voice assistant cloud service
as a black box, as depicted in Figure 1. Thus, If an error
occurs during testing, the voice interface typically responds
with a default response (e.g., ‘‘I’m sorry, I didn’t quite get
that’’) and exits. This error could be a result of background
noise, the way the command was spoken, the user’s accent,
network problems, or the complexity of the underlying
system components.

The common mechanism for interacting and accessing
this array of services (e.g., queries, services, smart devices,
shopping) in a household is through voice commands.
A user would speak naturally, such as ‘‘turn on the light
in the kitchen.’’ However, the complexity of the system
arises from the need to process these voice commands,
which involves multiple components, including Automatic
Speech Recognition (ASR), Natural Language Processing
(NLP), and Natural Language Understanding (NLU). These

FIGURE 1. Voice interaction in modern households where users can use
natural voice commands to control various devices and services.

components work together to process user requests on
the smart home assistant cloud, extracting user intent and
forwarding it to the corresponding IoT cloud service [8],
[77], as shown in Figure 1. The VA act as intermediaries,
translating voice commands into IoT/service instructions and
eliminating the need for a dedicated IoT hub to perform voice
processing algorithms. The nature of voice interaction makes
it challenging to test.

C. HOW WELL DOES IT WORK?
This work conducted an experiment of the access control
implemented by Amazon Alexa that would prevent unautho-
rized access. This work did not explore access control mecha-
nisms that require users to employ external validation means,
such as the Amazon app or website, or rely on a knowledge-
based password. These mechanisms are considered out of
scope for a voice-based-activated system. Additionally, this
work did not perform experiments related to other security
considerations, such as changing the wake words, since they
are generally considered less secure, given that Alexa wake
words are publicly available [44], [78], [79], [80], [81],
[82]. The experiments were conducted on the Alexa Voice
Profilemechanism and see whether there is an access control
for the following operations: retrieving, adding, purchasing,
deleting products/items from the shopping cart and list. The
primary objective is to determine the effectiveness of Alexa’s
access control measures in preventing unauthorized access to
the contents of the shopping cart and shopping list.

1) EXPERIMENTAL SETUP
Multiple distinct Amazon voice profiles were created, adult1
(male, primary account holder), adult2 (female), adult3
(male, different age), computer generated voice(robotic), and
AI generated voice (sound realistic to human). Each voice
profile was configured following Alexa’s provided instruc-
tions. The ability of Alexa to correctly identify each user
was assessed by prompting with the question, ‘‘Alexa, who
am I?’’ To which, Alexa responds by stating, ‘‘I’m talking
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TABLE 2. Alexa access control: Voice profile experiment on shopping cart and list. It shows the retrieve, add, delete and place order on the shopping cart.
Note, the shopping list can be used only to retrieve, add, and delete. Users are not allowed to place order on the shopping list.

to [user name].’’ For the computer-generated voice (robotic),
text-to-speech provided for Mac users, known as Spoken
Content, was utilized [83]. For the AI-generated voice, the
pyttsx3 library was used for text-to-speech conversion [84].
Once the voice profiles were correctly configured, the Alexa
Voice ID account settings were adjusted for purchasing,
allowing recognition solely for adult1 to make purchases and
place orders, while recognition for the other voices (adult2,
adult3, computer, and AI-generated voice) was disabled.

2) EXPERIMENTAL PROCEDURE
The users with voice profile were utilized to interact with the
Alexa smart speaker to perform operations such as retrieve,
add, place, and delete products. Prior to engaging with Alexa
VA, the following command was used, ‘‘Alexa, who am I?’’
followed by issuing the commands. This step was undertaken
to verify that the VA recognize the voice profile and whether
it allowed the voice profile to issue the command.

The voice profile users (adult2, adult3, computer, and AI-
generated voice) were instructed to add Amazon shopping
products to the shopping cart and list. Subsequently, other
operations were performed such as retrieving information
(Alexa, what is in my shopping cart/list), For deletion, the
following commands were employed, (‘‘Alexa, delete/re-
move/erase product [title] from my shopping cart’’) or
(‘‘Alexa, delete/remove/erase product [title] from my shop-
ping list.’’) For placing orders and making purchases through
shopping cart, commands such as (‘‘Alexa, place/confirm
order’’ or ‘‘Alexa, checkout my Amazon cart.’’) were used.

3) RESULTS AND OBSERVATIONS
The outcomes of the experimentation on Alexa’s access
control voice profiles, as illustrated in Table 2, provide
valuable insights into the platform’s security measures. For
each voice profile, including Adult 2, Adult 3, Computer
Voice, and AI Voice, Alexa allowed the retrieval and addition
of items to both the shopping cart and shopping list. However,
it is essential to highlight that none of the voice profiles were
authorized to delete products from the shopping cart. The
experiments reveal that Alexa’s access control mechanisms
do not effectively prevent unauthorized access to the contents
of the shopping cart or shopping list. Specifically, operations
such as retrieval and addition were permitted for users
other than the primary account holder, indicating a gap
in the control system. It is noteworthy that Adult 1 was
acknowledged to place orders, indicating the effectiveness

of access control for recognized users, as documented by
Amazon. However, this recognition does not extend to
preventing access to shopping data.
Takeaways: Alexa permits retrieval and addition of items

to the shopping cart and shopping list for all voice profiles
tested. However, none of the voice profiles, including
the primary account holder, can delete products from the
shopping cart. Deletion remains operational for the shopping
list. These findings indicate that Amazon’s access control
measures are insufficient in preventing unauthorized access
to shopping cart contents.

D. ADVERSARY MODEL
Previously, the shortcomings of the access control provided
by Amazon Alexa were demonstrated. Next, this study will
delve into the potential privacy implications resulting from
these vulnerabilities. The aim is to determine whether the
information that can be revealed due to these limitations is
actually important and of consequence, as not all information
is equally sensitive or vital to users.

The adversary objective is to gain unauthorized access to
the user’s private information, including confidential data
such as the shopping content. To clarify, Private information
refers to data that is considered confidential and specific
to the user, typically not intended for public disclosure.
This encompasses a wide range of items, including personal
medication, products related to sex and pleasure, and other
categories. What constitutes private information can vary
from individual to individual. It is essential to acknowledge
that privacy is a highly subjective concept.

The products falling into these categories have been
described in prior research as ‘‘unmentionables,’’ ‘‘socially
sensitive products,’’ or ‘‘controversial products’’ [38], [39],
[40], [41], [85], [86]. These terms collectively characterize
items that, due to moral, societal, or personal reasons, evoke
feelings of discomfort, offense, or outrage when discussed or
exposed in public settings.

To successfully execute the adversary model, the assump-
tion is that the adversary objective is to communicate with
the voice assistant to access and retrieve private information,
which could be done in-person or remotely overt the Internet.
For example, in-person may occur where the VA device is
positioned anywhere within the user’s house. The adversary,
which may include family gatherings, parties, and other
individuals, can freely walk in the house. The adversary can
issue voice commands to the VA and intercept its responses.
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Remotely over the internet such as in a Zoom meeting call,
it is assumed the VA device is placed in close proximity
to another device, such as a laptop or PC, that is being
used the Zoom meeting [87], [88]. In this case, the device
can intercepts the adversary’s voice commands and provide
responses.

Understanding the need to test for sensitive information
within Amazon Alexa shopping service can hold sensitive
details related to a user’s shopping preferences, purchases,
and even health or personal choices. This sensitivity arises
from the nature of products or items that users may add
to their shopping lists, carts, or purchase history, including
medications, personal care products, or items that could
be considered socially sensitive. The potential for privacy
breaches or unauthorized access to such information, includ-
ing purchase history, underscores the necessity of thorough
testing.

In order to test the Amazon Alexa shopping service,
it is necessary to address primarily the challenge to auto-
mate the testing process effectively. This challenge stems
from uncertainties about the voice assistant’s ability to
manage repetitive commands, the variability in Amazon
product names, and the understanding of feedback responses.
To address this overarching challenge, this work proposes the
Testing Voice Interface System (TVOS) framework, which
consists of collecting commands, generating commands, and
analyzing responses. TVOS streamlines the testing process
and enhances the evaluation of Amazon Alexa’s shopping
service, addressing the critical need for automated testing in
this context.

IV. FRAMEWORK FOR TESTING VOICE INTERFACE
TVOS is a framework designed to facilitate the efficient
and automated testing of voice interface systems’ prompts
when queries about the shopping service. TVOS operates by
creating simulated voice interactions with the target voice
interface system, such as Alexa, replicating user requests, and
capturing responses. The framework is shown in Figure 2.

A. FRAMEWORK DESIGN
The framework addressed the challenge by introducing
diversity in voice commands when issuing commands to the
voice assistant, which is achieved by using various voices
provided by a Text-to-Speech (TTS) service. The framework
also incorporates a pause before repeating the same question
to mimic natural user interactions. It comprises the following
components: Collection of voice commands and products,
Generate commands, and Response Aggregator.

1) COLLECTING VOICE COMMANDS AND PRODUCT
Voice commands and product play a vital role in the TVOS
framework. They encompass the diverse range of questions
and commands users typically issue to smart speakers for
daily tasks. These user inputs are fundamental for conducting
realistic and comprehensive tests. Likewise, the selection of
product is essential, particularly when addressing sensitive

information within voice-controlled ecosystems. These voice
commands and product categories are essential for command
generation.

2) GENERATE COMMANDS
The process of command generation accommodates for a
variations in product names. The generation involves the
substitution of the [product] in the predefined command
templates with sensitive product titles to generate a set of
test cases. Initially, command templates such as ‘‘Do I have
[product] in my cart’’ are selected and [product] is substitute
with titles from the predefined Amazon product list. Product
titles can vary significantly in length. In the first round, the
complete product title as listed on Amazon is used. When
the voice assistant initially indicates an item’s absence in the
shopping cart, variations in the product title are introduced.
For instance, if a product title is extensive, such as ‘‘VCF
Vaginal Contraceptive Film With Spermicide, 5 Boxes of 9
Prevents Pregnancy, Nonoxynol-9 Kills Sperm on Contact,
Hormone-Free, Easy to Use, Unnoticeable, 45 Total,’’ and the
VA responds with ‘‘You don’t have this item in the cart,’’ the
product title is shortened. The title is iteratively refined by
removing portions after the first comma (‘‘,’’) or hyphen (‘‘-
’’) or eliminating prepositions such as ‘‘for,’’ ‘‘with,’’ ‘‘by,’’
and others. To streamline and automate this process, a Python
script is utilized, allowing efficient test case generation and
systematic assessment of the VA’s responses under varying
product title conditions.

3) RESPONSE AGGREGATOR
After the command is sent to the voice assistant, it provides
a feedback. The framework should be able to understand
these responses in order to evaluate when the VA prompts
products. To understand diverse responses, the responses
were classified into different types, and further analyze
usability according to their types. The VA responses can be
classified into two types: failure response and recognized
product response. If the VA fails to recognize the command,
it will provide an error message such as ‘‘sorry, I don’t
understand that’’. If the VA recognize a product in the input
command such as ‘‘Do I have [product] in my shopping cart?,
it will reply ‘‘Yes, I found [product] in your Amazon cart’’
indicating that VA recognize the user request and disclose the
information. The rules are summarized as shown in Table 3.

B. VALIDATION PROCESS
The validation process involves a rule-based approach
to understand voice assistant responses, develop response
databases, and systematically analyze and label the
responses. A rule-based approach is developed since the
VA’s responses have clear patterns, such as using the words
‘‘sorry,..’’ or ‘‘My apologies..’’ as for failure responses.
The reason is that the samples is provided in Amazon
documentation and guideline for end users, for example in
case of failure or unaccepted commands the VA responses
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FIGURE 2. TVOS Framework Interaction: Illustrating the flow of voice interactions within the TVOS framework, capturing the queries and responses with
the target voice interface system.

TABLE 3. Rules and response classifications for understanding user queries.

‘‘sorry, I don’t understand’’ [89]. In order to create a database
on VA responses, interactions with the VA are conducted and
the voice assistant responses are collected. The responses
are then manually analyzed, labeled, and compiled into
a response database related to the response classification.
Subsequently, matching rules derived from the guidelines
outlined in Table 3 are established to determine which pattern
to employ in crafting the response. This implementation
utilizes a Python library designed for rule-based matching
in Natural Language Processing (NLP). The process begins
by defining the specific patterns aimed to identified. These
patterns are then added into the Matcher tool. Subsequently,
the Matcher tool is applied to the responses generated by
the interaction tool, referred to as the Response Aggregator.
Finally, the Matcher systematically scans the knowledge base
for the encoded patterns. It proceeds word by word, initially
lemmatizing each word to its base form, contextualizing it
according to its meaning (e.g., ‘‘be’’ serves as the lemma
for both ‘‘was’’ and ‘‘is’’). If Rule 2 is captured, the
corresponding command is added to the list of products
exposed; otherwise, another product title length is considered
or another command is selected for testing.

The relevance of responses within the framework, in the
context of access control, can distinguish between Rule 1
and Rule 2 responses. Rule 2 responses serve as indicators of
the system granting access to specific shopping data, while
Rule 1 responses signify instances where access is withheld
due to complications arising from command misunderstand-
ings or the deliberate prevention of unauthorized access as a
response to ambiguous or inappropriate queries.

TABLE 4. Simple commands.

V. INTERACTION STRATEGIES AND RESULTS
This section details the strategies an adversary might leverage
to exploit vulnerabilities and circumvent the access control
measures implemented by Amazon Alexa, thereby gaining
unauthorized access to a user’s private information.
Dataset Collection: To facilitate testing, a comprehensive

list of voice commands that users might employ, along
with a list of Amazon products collected from the Amazon
marketplace, are populated.
Voice Commands: An investigation was conducted into

potential questions and commands that users might pose
to smart speakers for daily tasks [90], [91], [92], [93].
These questions and commands, particularly those related to
shopping such as ‘‘What is my shopping cart/list?’’ or ‘‘Add
milk in shopping cart/list?’’ were collected. This collection
was conducted manually due to the small size of the sets.
Table 4 shows a list of possible commands that users can use
when interacting with smart home assistants in general when
shopping, preparing for shopping, or querying the shopping
history.
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TABLE 5. Product categories and definitions.

TABLE 6. Dataset statistics: Amazon products and purchases history over
four years.

Amazon Products: Regarding products that users would
use the smart home assistant to shop for, investigation was
conducted into what are termed as sensitive products or
controversial products. This does not refer to illegal products,
but rather to items that individuals might find unsavory,
such as personal medication, feminine hygiene products,
tobacco, and birth control. Line of research in this area
has described these products as:‘‘unmentionables,’’ ‘‘socially
sensitive products,’’ or ‘‘controversial products’’ [38], [39],
[40], [41], [85], [86]. They defined these products or concepts
that for the reasons of morality or fear tend to elicit a
reaction of disgust, offense or outrage when mentioned or
presented in public. This study categorizes these private
sensitive products into four categories based on previous
studies; refer to Table 5.
This work employed a selenium-based web crawler [94],

to access the Amazon marketplace and conduct searches for
product categories listed in Table 5. The web crawler facil-
itated the retrieval of comprehensive product information,
including titles, ratings, brands, and other relevant details.
To ensure data quality and relevance, this work focused on
gathering products within specific categories, sorting them
by user ratings, and selecting the top 20 products from
each category. Consequently, the dataset comprises a total
of 80 Amazon products, all of which were collected from
the Amazon U.S. store in September 2023. Additionally,
an extensive purchase history maintained by the author
since 2020 was leveraged. The purchase history was scraped
to get list of these products along with product detail
information. The purchase history provided a dataset of
products, including detailed attributes such as product title,
brand, and form, which were selected based on their
frequency of occurrence within the author’s order history; see
Table 6 for dataset statistics.

A. FLAW 1: USING SIMPLE COMMAND
1) TESTING PROCEDURE
In this experiment, the adversary interacts with the Echo
device to access and retrieve private information by

employing simple commands that mimic common user
queries. Table 4 shows a list of simple commands the
adversary can use to perform, which query for the content
of the shopping cart, list, and history.

The experiment was conducted to account for retrieval
information. For each product category outlined in Table 5,
a systematic approach was implemented to add the collected
products to both the Amazon shopping cart and shopping
list. A script was created to automate interactions with
the Amazon marketplace, adding products to the cart.
To integrate the selected products into theAlexa shopping list,
Amazon Alexa’s user-friendly online shopping list interface
was utilized [95]. This process involved tasks like adding,
deleting, and editing items in the shopping list. To assess
shopping history across various time-frames, access was
granted to the author’s purchase history dating back to 2020.
Insights into product orders spanning weeks, months, and
years were gained by relying on past orders from the author’s
Amazon account.

2) TESTING SETUP
For speech synthesis and recognition, the pyttsx3 library
was utilized for text-to-speech conversion, which offers a
variety of voice IDs [84]. The PyPI library was employed
for speech recognition [96]. A rule-based approach was
used, employing SpaCy, an open-source software library for
advanced NLP, to implement matching rules. All experiments
were conducted using TVOS framework (see Figure 2) on a
third-generation Echo device and an Apple MacBook with an
Apple M1 Pro processor and 32GB of RAM.

Text to Speech (TTS) is responsible for automating the
delivery of a command to the smart speaker. It takes a text
command and converts it into a synthesized voice, which
is then transmitted to the Alexa Echo device. The Echo
device provides an audio response, which is captured by
the response aggregator. The response aggregator records the
Echo’s responses and converts them into text using the speech
recognition module. The response aggregator communicates
with the Google API to convert speech to text and generates
a file containing responses.

3) RESULTS
Table 7 presents the results of using the simple commands
to access user’s private shopping information. The findings
indicate that the Alexa voice assistant grants access to
shopping data by listing all the products in the shopping
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TABLE 7. Results of using the simple commands to expose user’s private
information. All indicates that the VA exposes all the products/items in
the shopping cart or list. Partial means the VA will list a few products
purchased in the last 30 days.

cart and shopping list. When queried about the shopping
cart, Alexa provides a list of items in the cart and asks
if the user would like to hear the rest. For example,
if the cart contains 20 items, Alexa responds with, ‘‘You
have 20 items in your Amazon cart, including [product1],
[product2], and [product3]. Would you like to hear the rest?’’
Similarly, if these 20 items are added to Alexa’s shopping list,
it responds with, ‘‘You have 20 items on your shopping list.
Here are the 5most recent: [item1], [item2], [item3], [item4],
and [item5]. Would you like to hear the next 5 items?’’ (see
Table 7a).

When queried about purchase history, Alexa provides
partial lists of items ordered in the last 30 days, such as ‘‘In
the last 30 days, you’ve ordered X items, including [item1],
[item2], and so on.’’ Regardless of the specific commands
used from the simple commands, Alexa consistently provides
access to items purchased in the last 30 days, exposing the
most recent purchases, such as the 5 items ordered by the
author within this timeframe (see Table 7b). Therefore, the
current access control measures implemented by Alexa for
the shopping cart and shopping list are inadequate, as they
grant access to all contents, exposing the titles of each
product. In contrast, regarding shopping history protection,
Alexa does not provide full access to historical data, which
is a relatively better safeguard than the shopping cart and
shopping list.
Takeaways: The exploration of flaw 1 reveals the inad-

equacy of protection for user-sensitive information, which
allows the obtaining of private information about a user’s
shopping cart and shopping list. However, shopping history is
protected with no access for more than a month time-frame.

B. FLAW 2: USING TARGETED COMMAND
Based on results from the initial exploration of system
vulnerabilities (Flaw 1), which involved querying for product
information, a targeted approach was implemented. This
approach leverages knowledge of specific product details,
such as titles, brands, forms, and active ingredients, which can
be readily obtained from sources like Amazon market. This
targeted exploration is motivated by two primary objectives:
A) While the simple commands (Flaw 1) provided a limited
access to the purchase history, the primary objective is to
investigate the potential for accessing the entire user purchase
history. B) Additionally, while issuing simple commands
explores all items within the shopping cart and list, the

TABLE 8. Targeted commands.

adversary might obtain unrelated items that are of no interest.
The adversary is primarily concerned with sensitive and
privacy-related items. The targeted exploration aim to explore
the potential of targeted command to expedited access to
information.

Table 8 provides a list of targeted commands that the
adversary can employ to acquire private information about
specific products. These commands, such as ‘‘When is the
last time I bought [product title/brand/form]?’’ or ‘‘Check
my shopping cart, do I have [product title/brand/form]?’’ are
designed to extract precise data about individual products,
utilizing various product attributes. By implementing these
targeted commands, the adversary aims to gain access
to detailed information about products that the user may
consider private information.

1) TESTING PROCEDURE
To further evaluate the effectiveness of the targeted command
to access the user purchase history, a purchase history dataset
maintained by the author since 2020 was leveraged. In regard
of the shopping cart and list, the same data was utilized as
before by adding the products to the shopping cart and list.
It is worth noting that the cart and list serve distinct purposes
within Amazon’s ecosystem. Users utilize the shopping cart
to add products from Amazon.com, and this feature includes
detailed product information, such as title, brand and others.
The shopping list, on the other hand, is designed for users
to compile lists of items they intend to purchase. In this
experiment, all items added to the shopping list were treated
as equivalent to product titles. The same testing setup as in
the exploration of Flaw 1 is utilized.

2) RESULTS
The targeted commands were employed to retrieve private
information from the user’s purchase history, and the results
are presented in Figure 3. The chart displays success rates
for each feature, where higher percentages indicate more
successful retrievals. Notably, utilizing the product title and
brand allowed the adversary to retrieve the entire purchase
history from 2020 to 2023 with a success rate of 100%.
However, for the product feature like form, the capabilities
were limited to capturing partial product data from the
purchase history, achieving a success rate between 26%
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FIGURE 3. Percentage success rates of targeted commands to expose
user private information on the purchase history. The data is categorized
based on different product features over four years shopping history.

and 52%. Notably, Alexa provided purchase information for
product form such as ‘‘oil,’’ ‘‘lotion,’’ ‘‘drops,’’ ‘‘spray,’’ and
‘‘cream,’’ but remained non-responsive to queries concerning
other form, including ‘‘powder,’’ ‘‘tablet,’’ and ‘‘capsule.’’

In cases where a product was ordered multiple times
(e.g., in both 2020 and 2022), Amazon Alexa consistently
favored the most recent purchase date (2022) in its responses.
Even when the targeted command was modified with
specific product titles or brands and the exact date of a
previous purchase (e.g., 2020), Alexa’s responses continued
to prioritize the recent purchase date (2022). In instances
where the product was ordered only once, the targeted
command consistently revealed purchase information dating
back to 2020, eliciting responses such as ‘‘You ordered
[product title] for $$. It was ordered on YYYY/MM/DD.,
Currently, it’s $$, If you need more, just say buy it now.’’

Figure 4 provides a visual representation of the outcomes
from the targeted commands, aimed to expedite the retrieval
and access of private information from both the shopping
cart and shopping list, offering a detailed perspective on
the success rates for retrieving private information. The data
has been categorized into different product features and
showcases the success rates for each category. The heatmap
demonstrates success rates in the shopping cart, with higher
percentages indicating more successful retrievals. Notably,
the product brand consistently provided comprehensive
access to desired shopping data. When utilizing the specified
product feature, comprehensive access to relevant product
information was successfully retrieved from the shopping
cart. While not all products were accessible using the product
title and form, this approach still provided valuable insights
into a subset of the products from the shopping cart. This
was the case with feminine and personal medication products,
with a success rate between 35% and 55%. For products
from male contraceptive and sex and pleasure categories,
the features title and form were ineffective for accessing
the desired data. This ineffectiveness is believed to be
due to the title and form containing content that could
be considered inappropriate or sensitive, such as condoms
and adult toys. While Amazon Alexa’s internal information

FIGURE 4. Percentage success rates of targeted commands for expedited
retrieval from the shopping cart and shopping list.

regarding the implementation of a profanity filter are not
publicly disclosed, the response from Alexa, ‘‘Sorry, I don’t
have an answer for that.’’ suggests that the recognition system
may be filtering them out.

In the shopping list results, presented in the right heatmap,
success rates for each category are visible, demonstrating the
effectiveness of targeted commands to access private product
information from the shopping list. Utilizing the product title
allowed us to list all items on the shopping list. When using
the product title feature, Alexa lists all the items on the
shopping list and responds with ‘‘You have 20 items on your
shopping list. Here are the 5 most recent: [item1], [item2],
[item3], [item4], and [item5]. Would you like to hear the next
5 items?’’. However, it would not provide specific product
details related to the queried title. Instead, it presented a
comprehensive list of items without offering individualized
information.
Takeaways: The exploration of targeted commands (Flaw

2) yielded varying outcomes across different product cate-
gories and features. Product title and brand proved highly
effective, granting access to the user’s complete purchase
history. However, certain features like form only allowed
partial access to shopping history. Results varied when
retrieving data from the shopping cart and list. Intriguingly,
the brand feature provided a workaround, bypassing filtering
mechanisms to access the user’s shopping information from
the shopping cart. For features such as title, partial retrieval
of products was achieved. The sensitivity of product titles,
especially in the ‘‘male contraceptives’’ and ‘‘sex and
pleasure’’ categories, led to blocked access.

VI. RECOMMENDATIONS
This section presents recommendations aimed at enhancing
the security measures that safeguard user private data and
addressing concerns related to unauthorized access. The
recommendations are organized as follows:

A. BETTER CONTROL OVER USER DATA
Implementing personalized notifications for sensitive actions
is recommended to enhance user privacy and security over
user data. Users should be allowed to identify what parts
of the voice service are accessible and only sent to the
user’s phone. For example, in the shopping app, the user can
identify either a shopping cart, shopping list, or shopping
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history component to be sent to the primary account holder’s
smartphone or other designated device, prompting user
confirmation before allowing the action to proceed [97], [98],
[99], [100]. Thus, the user data will only be available through
visual interfaces, and the voice assistants will not audibly
disclose the action (data). This approach can protect and
safeguard user’s private data by requiring user validation,
ensuring that potentially sensitive information is disclosed
only with the user’s explicit consent.

B. BETTER CONTROL OVER DEVICE FUNCTIONALITY AND
CONFIGURABILITY
The voice assistant services should have privacy modes that
users can enable and manage access to the data such as
shopping data [14], [46], [75], [101], [102]. With privacy
modes such as family mode or guest mode, the user can
specify what he/she means by family mode, such as always
making everything private or partial data private but not
the other when the family or guest members are present.
The mode configurability can be accomplished on the user’s
phone or web portal, where the user can specify the definition
of the mode. For example, if the user configures the family
mode to always make everything private and activates the
mode, it temporarily disables access to the user data, such
as shopping data. Thus, it ensures that the voice assistant
service functionality on the shopping data, for example,
remains inactive until reactivated by the user. The privacy
mode control is more usable than a mute button on the smart
speaker, and it is practical as users can enable, disable, and
customize it to meet their individual needs to disable access
to private data such as historical shopping data but not the
shopping list.

VII. CONCLUSION
Access control is fundamental to ensuring the privacy and
security of voice-activated systems. Thus study delved into
examining access control mechanisms for voice-controlled
systems in multi-user environments. Critical vulnerabilities
were revealed in these access control systems, highlighting
the pressing need for more robust privacy protections.
The analysis highlights two flaws within these access
control systems. The first flaw, where an adversary exploits
simple commands to access and retrieve private information
from the user’s shopping cart, list, and purchase history,
a clear inadequacy was observed in protecting user-sensitive
information. This vulnerability allowed unauthorized access
to a user’s shopping cart and shopping list, with shop-
ping history being only partially protected, exposing the
most recent purchases within a month. The second flaw,
which involves utilizing targeted commands for expedited
retrieval of private information from the shopping cart
and shopping list, yielded varying outcomes across product
categories and features. Notably, using product titles and
brands proved highly effective, granting access to the user’s
complete purchase history. The implications of this study
are significant for user privacy and security, underscoring

the importance of implementing robust measures to prevent
unauthorized access to sensitive information. This work have
provided recommendations to enhance security measures
and address concerns related to unauthorized access. While
the investigation primarily focused on Amazon Alexa, the
broader landscape of voice user interface platforms where
users interact with voice assistants for shopping and similar
functionalities is acknowledged. It is encouraged for service
providers to invest in more robust access control systems.
Future research should continue exploring and addressing
access control challenges in diverse voice-controlled systems,
fostering continuous improvement in privacy and security
measures.
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