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ABSTRACT Recently, Dynamic knowledge graphs (DKGs) have been considered the foundation stone for
several powerful knowledge-aware applications. DKG has a great advancement over static knowledge graph
with the ability to capture the dynamicity of knowledge. The correctness and completeness of DKGs strongly
affect the accuracy of the dependent application, in which many factors may have an impact, including data
sources, graph construction model, and evaluation methods. Despite the increasing attention to DKGs, the
literature of DKG construction is not comprehensively investigated, and the limitations are not fully revealed.
In this paper, a comparative study is conducted for the emerging construction models of DKG. An extensive
analysis is provided for each of the three main phases of DKG construction: entity extraction, relationship
extraction and graph completion. For the different phases, we investigated the employed techniques, the
used data sources, as well as the associated challenges, limitations, and evaluation metrics of each model.
The learning approach is introduced as a novel categorization perspective for the employed techniques in the
DKG construction. Finally, the encountered challenges and limitations are inspected to deduce the possible
future directions that can be adopted for effective and advanced DKGs construction. It was found that 100%
of the investigated models lack the key aspects of dynamicity in DKGs, 75% suffer from insufficient training
features, 58% have a clear exposure to bias, 33% are vulnerable to changes, 25% have a performance and
efficiency concerns, while lack of evaluation and comparison represented 25% and 17% of the models
respectively.

INDEX TERMS Dynamic knowledge graph, learning approaches, knowledge graph completion, knowledge
graph construction.

I. INTRODUCTION
Recently, there has been growing recognition of the impor-
tance of analyzing and exploring disparate data sources as
unified and integrated. Integrating real-time data from mul-
tiple sources is extremely challenging, due to the enormous
amount of data, continuous updates, and messy data struc-
tures [1]. These common challenges of integrating data in
different domains obstruct the way for utilizing the collected
data in real-world applications. Knowledge graphs (KGs)
grabbed a great attention in the research communities as a
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unified knowledge integration model that is capable of not
only providing an integrated unified view of data, but also
enriching the integrated data with semantics that could be
very valuable [2].

Knowledge graph (KG) construction is the process of
building a unified knowledge view extracted and integrated
from various data sources. The construction process involves
the extraction and structuring of information into a set of
knowledge triplets (h, r , t), where h is a head entity, t is a
tail entity and r is the relationship between them [3]. The set
of knowledge triplets forms the KG, the entities represented
as graph nodes and relationship between the head and tail
entities on each knowledge triplet is represented as a directed
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TABLE 1. Released well-known knowledge graphs.

edge between the two entity nodes [4]. The extracted knowl-
edge triplets form a static KG. Although static KG solves
many of the aforementioned challenges, it cannot capture the
dynamic nature of real-world data and their continuous flow
and evolution in most of the domains that usually change
or increment over time, leading to the incompleteness of
static KGs [5]. Therefore, the constructed graphs need to be
updated and completed dynamically [6].

As a consequence, dynamic knowledge graphs (DKGs)
have gained much attention, due to their capability of com-
pletion and adaptability to the evolution of the integrated data
over time [7], as well as temporal KGs as a special type of
DKGs, with the additional capability to hold a timestamp for
each piece of knowledge, imposing consistency of the graph
content with respect to time and considering the time-validity
of data [8].

Many general and domain-specific KGs have been pre-
sented and employed in various applications, and continu-
ously updated. Table 1 summarizes the main well-known
KGs, at several domains, together with data sources, the
key applications employed these graphs, and the observed
counts of entities, relationships, and classes of relation-
ships as per the latest access date of these KGs, as most
of them have been modified several times since their first
release.

The recent research efforts on DKGs can be categorized
into construction-based and employment-based studies. The
construction process of DKGs can mainly be phased into
entity extraction, relationship extraction and graph comple-
tion [6], [9]. The correctness and completeness of the con-
structed DKGs pave the way for powerful knowledge-aware
applications [10], arising the importance of investigating the
emerging construction models considered for the DKGs to
discover their limitations and challenges, and hence, advance
DKGs.

In this paper, an extensive analysis is conducted to evaluate
the emerging construction models of DKGs, the challenges
and limitations of each, as well as the key domains and
applications adopted DKGs. Thus, the main contributions of
this study are summarized as follows:

• A phased manner investigation is adopted to comprise
the employed techniques, challenges, and limitations of
each phase in DKG construction models.

• The learning approach is introduced as a novel catego-
rization perspective for knowledge extraction in DKG
construction.

• The novelty of the considered categorization perspective
of knowledge extraction models adopted in both KG
construction from raw data and extraction-based knowl-
edge graph completion.
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FIGURE 1. The article organization.

• A comprehensive novel list of limitations and challenges
of DKG construction models is deduced, considering
different assessment parameters.

• Inferring novel future directions and open research gaps
that will be promising to address for effective DKGs
construction.

As shown in Fig. 1, the reminder of this paper is orga-
nized as follows. Section II provides an overview of related
surveys, highlighting the uniqueness of our study. Sec-
tions III, IV and V conduct a comprehensive study of
the emerging DKG construction models, organized into the
entity extraction phase, the relationship extraction phase
and the graph completion phase respectively, discussing the
employed techniques and the learning approach at each
phase. Section VI explores the various domains and appli-
cations that adopted DKGs, whereas section VII poses the
future research directions and gaps that would be promising
to be further considered. Finally, section VIII concludes our
findings and insights of this study.

II. RELATED WORK
Many surveys have been conducted on KGs. Authors in
[10] studied the domain-related KGs in seven domains. They
categorized the construction methods into four categories and
briefly named the algorithms in each category. In [31], a sys-
tematic review was performed for the representation learning

models in KGs, categorized based on the employed features
on the learning process, whether it is confined to the graph
content or additional external semantic information. Another
review was conducted in [32] over the encoders and decoders
employed for representation learning. In [33], the authors
focused on multimodal construction models. They investi-
gated KGs constructed from both text and image. In [34],
the main concern was the completion process of temporal
KGs. The authors focused on the methods ability to discover
the knowledge evolution by utilizing the time dimension
of facts. While in [35], the reasoning of static, temporal,
and multimodal KGs were investigated for KG completion.
Authors in [6] studied the representation learning methods
for knowledge acquisition and discussed temporal KGs and
their applications from various aspects. Other surveys have
been conducted on task-specific applications that utilize KGs
[36], [37], [38].

In this study, we conduct a phased study for the emerging
construction models of DKGs, their employed techniques,
challenges, limitations, and applications. The employed
techniques are considered from their learning approach per-
spective. The learning approach of the construction models
varies mainly between traditional models, transfer learning-
based models, reinforcement learning-based models, and
embedding learning-based models. Transfer learning is the
process of migrating a learnt task or parameters to perform
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a new near-similar task. It is widely utilized in case of the
insufficiency of labelled training sets, or in purpose of reduc-
ing the model’s training time [39]. Reinforcement learning
is concerned with how intelligent a model can perform a
task in an environment in order to maximize the notion
of cumulative reward [40], [41]. Embedding learning, also
termed as Feature Learning, is the process of projecting raw
data into a representation space to discover and extract latent
features [42].
In the following sections, a phase-based intensive study

is discussed for the emerging construction models of DKGs
with respect to their learning approach. Fig. 2 presents the
phases and the categorization of our study. As illustrated in
the figure, the study is partitioned into knowledge graph con-
struction from raw data sources with knowledge extraction,
and graph completion to obtain knowledge dynamicity in the
constructed KG. The main tasks of knowledge extraction are
entity extraction and relationship extraction, studied based
on their learning approach. Graph completion is categorized
based on the new knowledge source and the employed learn-
ing features source, whether extracted from external raw
sources or inferred from the graph itself.

III. ENTITY EXTRACTION PHASE
Entity Extraction mainly employs natural language process-
ing techniques to automatically locate and label structured
concepts from unstructured data sources [43]. The extracted
entities are considered as the KG nodes. Entity extraction
accuracy highly affects the accuracy of the constructed KG,
due to the dependency of the consequent phases on the
extracted entities [44].
In [40], the authors built an interpretableDKGof integrated

financial data, challenging the limited publicly accessible
labelled data in finance domain to train a knowledge extrac-
tion model. They overcame this challenge by constructing
an initial KG and enriching it with financial information by
training an extraction model with standard labelled dataset
and further transferring the learnt task for the graph com-
pletion. Investigating the construction of the initial KG
from entities extraction perspective, a list of companies was
obtained from a structured data sources as main graph enti-
ties, and their attributes along with crawled relevant informa-
tion from structured and semi-structured data sources, to form
the entities networks with the aid of Tushare tool. However,
the authors shallowly explained the construction of the initial
graph, without explaining what features they utilized and how
the entities’ network were extracted and linked to the compa-
nies’ entities from the semi-structured data sources and did
not evaluate the initial graph.Another entity extraction model
adopting the transfer learning approach employed BiLSTM
and CRF in [9], combined with a self-attention mechanism
to improve BiLSTM in order to deal with dependent features
that are apart in sentences. Transfer learning was adopted by
training the model with labelled corpus from People’s Daily.
The learnt model parameters were then migrated to extract
enterprise entities from a corpus of news compiled from

People’s Daily, Encyclopedia, and other crawled corporate
news. Although the authors experimented the effect of trans-
fer learning on the employed model, but their experiments
were insufficient, as there were no comparisons to other
models following transfer learning. Another limitation is that
the crawled time-based news may expose the constructed
graph to bias [45].

Authors in [46] constructed DKG from user-generated
reviews on an e-commerce website in order to be employed
for fake reviews detection. Investigating the entity extraction
of their model, they proposed the embedding-based entity
extraction model sentence vector/twin-word embedding con-
ditioned Bi-LSTM (ST-BiLSTM). The model was trained
using a public available dataset that is crawled and extracted
from the official GroupLens website. The twin-word embed-
ding captures the word-level semantic features of entities, the
sentence vector captures the sentence-level semantic features,
and Bi-LSTM was trained using both to extract the entities.
Since the entities extracted out of social feed data, the exis-
tence of bias should have been examined and mitigated if
exists.

In [47], another embedding-based model was introduced
that extracts entities from a scene video of robot manipulation
task based on Seq2Seq architecture. The model starts with
splitting the video into frames, then extracts the features
from the frames using a vision-language model of ImageNet-
pretrained CNN. Following, two consequent LSTMs were
applied to encode the features and decode the entities with
their relationships, respectively. Yet, the explanation of rela-
tionship extraction at this DKG construction model was very
poor. The dependency between the vision language model
and the construction model, and the possibility of error
propagation between the two models should be investigated.
Besides, employing temporal features could enhance the effi-
ciency of entity extraction.

IV. RELATIONSHIP EXTRACTION PHASE
A knowledge graph edge consists of a specific type of seman-
tic relationships between a pair of entities, directed from an
object to a subject [6]. Given a pair of entities, relationship
extraction tries to detect the existence of an edge between
the given pair beside its label [48]. Various studies have been
conducted to extract relationships and identify their classes
efficiently and completely. In [46], the relationship extraction
problem was considered as an entity association problem.
They defined the comprehensive correlation value (CCV)
to measure the correlation between entity nodes, based on
the Entity-to-Entity relation mutual information (EER-MI).
An edge between two unconnected graph entity nodes, a
and b, exists, if the measured CCV between these nodes is
greater than a specific threshold, where CCV of the two nodes
defined in (1):

CCV (a, b) = EERMI e1 (a, b) ⊕ EERMI e2 (a, b) ⊕ . . .

⊕ EERMI en (a, b) (1)
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FIGURE 2. Learning approaches categorization of DKG construction phases.

where e1, e2, . . . , en are common directly connected graph
nodes to a and b, n is the number of common directly con-
nected graph nodes to a and b, and EERMI e1 (a, b) is the
association between two indirectly connected entity nodes a
and b, which calculated by (2).

EERMI e1 (a, b) = I (e1, a) + I (e1, b) −

√
[I (e1, a).I (e1, b)]

(2)

where e1 is directly connected graph node to a and b, a and
b are not connected in the graph, I (e1, a) is the MI between
a and e1, and I (e1, b) is the MI between b and e1. There is
a concern in the relationship extraction phase at this DKG
construction model, which is the user-provided thresholds
that may affect the correctness and completeness of the DKG.
Another limitation is themodel’s capability of discovering the
existence of a relationship between two graph nodes without
identifying the relationship class.

Authors in [9] stated that entity attributes can be considered
as a type of relationship. Thus, they targeted the extraction
of semantic attributes, time, and relation features. BiGRU-
Incep and BiGRU-CNN models were employed to obtain
the embeddings of entities and extract the aforementioned
features, which furtherly input to the soft max classifier to
obtain the relationship. The authors did not evaluate the rela-
tion extraction phase on their DKGmodel, creating a concern
around the model efficiency.

Another approach named KGPool was developed in [48]
to extract relationships for a set of entities, depending on the
sentence-wise context information. The approach consisted
of three consecutive stages: heterogenous graph construc-
tion, context graph obtainment, and context aggregation. The
heterogonous graph is composed of the embedding of all
graph entities, their context attributes and sentences words

obtained from Wikidata and Freebase KGs and represented
using Bi-LSTM embedding. Context pooling was then per-
formed over the heterogenous graph to enrich the nodes
with neighbors’ contextual features via Graph Convolutional
Network (GCN). Following, the resultant graph nodes were
filtered based on the calculated self-attention score to exclude
the less relevant nodes, and hence, obtain the context graph.
The context graph representation was aggregated with enti-
ties embedding and sentence embedding in order to learn
new relationships. However, a concern is raised about how
KGPool deals with multi-context and generic context graphs,
and whether the extraction will be biased to the selected
context [45]. An open question regarding the model capa-
bility to be employed for DKG completion and to cover the
dynamicity of knowledge over time.

V. THE GRAPH COMPLETION PHASE
KG completion is the process of dynamically adding and
updating an existing KG with new instances. The new added
instances can be nodes, edges, attributes, or a complete
knowledge triplet [49]. This newly added piece of knowledge
may be extracted from external sources and merged into an
existing KG or inferred from the latent knowledge features
of the graph components [50]. In the following subsections,
the main knowledge graph completion models are elaborated
and categorized based on the method of the new knowledge
acquirement.

A. EXTRACTION-BASED COMPLETION
The KG completion based on the extraction of new knowl-
edge can be thought of as constructing a new KG via
knowledge extraction from external data sources and linking
this new KG to an existing one by fusing the newly extracted
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knowledge into the existing KG [9]. The extracted knowledge
for completion is not necessarily a full knowledge triplet, as it
can be entities, relationships, or even semantic attributes [50].

In [40], the concept of extraction-based completion was
adopted to build a financial DKG by building an initial
graph from structured and semi-structured data sources,
and then extracting the financial knowledge from dif-
ferent data sources to be fused into the initial graph.
BERT_BiLSTM_CRF was proposed and applied to extract
financial entities. The model consisted of successive stages
of BERT, Bidirectional Long-Short Term Memory, and Con-
ditional Random Field models. The model was trained with
standard dataset, and the learnt task was transferred with
finetuning the model using a financial dataset constructed
with aid of the Standers CoreNLP tools to recognize financial
entities from unstructured financial data.

For relationship completion, the extraction task was con-
sidered as a relationship classification task, with a special
class named ‘‘Not Available’’ if two entities have no rela-
tionship. The training set was filtered by an instance selector
before training BERT model for the classification task. The
filtration and the classifier training processes were done in
a reinforcement learning-manner. Then, the obtained knowl-
edge was linked to the standard KG based on the similarity of
three feature types: (i) the syntactic word features, computed
by a pre-trained Word2Vec model and Jaccard similarity,
(ii) the context features, computed by trained Doc2Vec
model and pretrained BERT model, and (iii) corpus features,
obtained at the extraction phase. Finally, an SVM classifier
was fed by the computed features to link the new financial
entities to the initial KG. Although this model overcame the
challenge of the scarce labelled data to construct a financial
DKG, but there is a limitation in the relation extraction phase,
that is the instance selector filters the training set by selecting
only the sentences that contain a paired entities at the initial
KG, indicating that the relationship extraction was trained on
the sentence level only, without considering other levels of
features to discover relationships. Another main concern is
about the accuracy of the constructed dataset used to fine-tune
the entity extraction model, and whether it is biased or not,
as well as the model performance and accuracy, especially
that they did not compare their results with any other models
for verification. In addition, a concern is raised whether the
constructed KG holds dynamic aspects such as deletion of
outdated facts, and spatio-temporal validity of knowledge.

Authors in [51] proposed PolarisX as a completion model
that expands ConceptNet KG with new extracted knowl-
edge triplets. Their challenge was to update ConceptNet with
unprecedented words or concepts. PolarisX crawls social
media and news and extracts keywords from the crawled data,
using the probabilistic Latent Dirichlet Allocation algorithm
(LDA) [52]. Next, a BERT-basedmodel was trained to extract
relationships between the obtained set of keywords. The
multilingual BERT model was fine-tuned using TACRED
dataset to generate a specified relationship that pairs an object
to a subject. Using a string-matching algorithm, the graph

was searched for a node that matches the discovered object.
If found, the node is connected to the new related subject,
otherwise, a new node is created in the expanded KGwith the
discovered object and connected to the related subject. With
the possibility of error propagation from the extracted entities
to the relation extraction process, if exists, the limitation of
this work is that the performance of LDA for entity extraction
was not evaluated. Moreover, the model only considers the
addition of new knowledge, neglecting other forms of knowl-
edge evolution such as deletion of invalid knowledge from
the graph. Besides, there is a concern about the completed
KG whether it is biased as a result of completing the graph
from social media data, which may introduce a bias [45].
Table 2 summarizes the discussed extraction models

employed in DKG construction models, either for KG con-
struction or for the graph completion, in terms of their
domain, data sources, entity extraction, relation extraction,
evaluation metrics, challenges and limitations.

B. INFERENCE-BASED COMPLETION
Inference-based completionmainly relies on discovering new
knowledge from the graph itself, either hidden knowledge or
knowledge inferred from the entity’s semantics [50].

In [9], the constructed KG dynamicity was maintained by
continuous knowledge reasoning. The MultiNet model was
adapted for graph completion by obtaining the representation
of the timed events, entities, their attributes, and neighbor
entities semantics, to be utilized for predicting the presence of
new entities or relationships as a multiclassification problem.
A loss function was applied to balance the multiclassification
task of entities and relationships. A concern is raised; whether
the timed events influenced the constructed DKG and caused
existence of bias [45].Moreover, the constructedKG is partial
dynamic where only the addition of new knowledge was
considered.

The time dimension of the constructed KG was employed
in [46] by introducing a new algorithm that infers the exis-
tence of new relationships between the graph nodes based on
the integrated time information, but it is limited to discover
the existence of a relationship between a pair of nodes without
identifying the relation type. The model suffers from a lack of
employed features for relationship discovery and completion,
as only the time feature was employed for completion. Partial
completion was performed, in addition to considering only
the addition of new relationships, resulting partial dynamicity
of the KG.

Entity attributes-level completion was performed in [47] to
the constructed KG, employing a robot-specific ontology to
enrich the graph nodes with semantic attributes and values.
For each entity node in the graph, the assigned attributes
and values are queried from the ontology and integrated to
the entity at the KG. Yet, the authors did not evaluate the
completion process and the enriched attributes, in which
no evidence is proven for their positive impact on entities
and relations completion if utilized. Another raised concern
is whether considering the structural features of the static
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TABLE 2. A summary of the main knowledge extraction models in DKGS.

graph will have an impact over the attribute-level completion.
However, the constructed KG was partial dynamic.

The authors of [53] developed KG-BERT as a textual
encoding model for knowledge graph completion tasks. The
model starts with considering head (h) and tail (t) enti-
ties and relationship (r) in a knowledge triplet (h, r , t)
and their description sentences as a single textual sequence.
The sequences contextual embeddings for all knowledge
triplets were obtained and fed into a pre-trained BERT model
to score the triplets using a sigmoid-based function. Two
versions of KG-BERT were developed, in which the first
version performed two completion tasks: triplets’ plausibility
as a next-sentence prediction task, and entities prediction,
by computing the plausibility score for each knowledge triplet
produced by examining each entity in the knowledge graph at
a time. The second version predicts the relationship between
two entities, head, and tail, by scoring the plausibility of each
knowledge triplet produced by examining each existing rela-
tionship type in the knowledge graph. The model limitation is
not utilizing the graph structural information and surrounding
triplets’ information in the completion. Also, the performance
of entities prediction and relationships prediction tasks is

expected to be very poor on a large-scale knowledge graph
completion with large numbers of entities and relationships.
Moreover, the completion model neglected the temporal evo-
lution of knowledge resulting partial dynamicity.

In [42], a fusion-based embedding model was proposed for
KG completion namedG2SKGE. Themodel utilized the enti-
ties’ surrounding information, in addition to the entities and
relations for embedding learning rather than learning from
entities and relations independently. Each entity and its sur-
rounding relations were considered as a subgraph structure,
then selected randomly N number of in-relations and N num-
ber of out-relations, obtained their embeddings, concatenated
them and all fused following the Graph2Seq architecture in
Graph Neural Network (GNN) into one embedding vector
with attention mechanism. The embeddings of all triplets
were employed to train the prediction model with binary
cross entropy function to predict new triplets. Although the
model utilized the graph structural information in the learning
process but selecting randomly a fixed number of surrounding
relations for all entities to be utilized was inefficient and
would cause loss of information. The non-selected relations
could be more important to predict a triple than the selected
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relations. However, the model lacks the ability to utilize other
types of features (e.g., contextual, semantic, etc.) to be fused
to train the prediction model. Also, the model only consid-
ers the addition of new knowledge triplets, neglecting other
dynamic aspects such as the deletion of nonvalid knowledge
and the topological graph changes. Besides, a concern is
raised about the model performance over sparce KGs.

Both the structural embedding and textual embedding
paradigms were combined in [54], proposing the Struc-
ture Augmented Textual Representation (StAR) completion
model. For each knowledge triplet, the tail is separated
from the rest of the triplet components, forming two parts.
The encoding vectors of each part were obtained by a
transformation-based encoder, and dually utilized to score the
textual and structural information parallelly. For the textual
embedding score, the embedding vectors of the two parts
were interactively concatenated and fed into a multilayer
perceptron-based binary classifier. For the structural embed-
ding score, the vectors were translated into a space, and the
distance between them was measured as the structural score.
The textual and structural scores were fed into binary cross
entropy loss and margin-based hinge loss, respectively, for
training. Finally, the trained loss functions were employed
for the inference model for KG triplets’ completion. The
main limitation was considering the spatial distance only
between the entities to score the structural information, while
other structural features (e.g., common relations) could be
informative. A concern is raised regarding the constructed
DKG validation over time.

Unlike the above models, [55] challenged the completion
over sparce KGs, in which the relations between entities
were insufficient. A model named DacKGR was proposed,
consisting of two phases: dynamic anticipation and comple-
tion. As for the anticipation, the Markov Decision Process
(MDP) was employed and augmented with LSTM to embed
the historical path and obtain the needed anticipation scores
to guide the training of completion. Following the reinforce-
ment learning approach, the anticipation scores were fed
into the completion learning to add new relations to entities.
The new additional relations along with entities were fed
into the pre-trained embedding model to obtain a vector of
probabilities of each entity in the graph to be the missing
tail in an uncomplete knowledge triplet. A drawback of this
model was that these embedding-based scores did not hold
any contextual or structural information, which is expected
to be more efficient to utilize. Moreover, the model neglected
the possible changes in entities and attributes meanings over
time.

Authors of [5] introduced their model learning TDG2E,
utilizing a different type of knowledge features for KG com-
pletion. The triplets embedding along with its timestamp
embedding was obtained using TransE. The time information
was then utilized to capture the evaluation features of the
KG triplets by snaping the DKG into a sequence of static
KGs. Each snap holds the triplets of a time bin that maintains
the structural information of the triplets, determined by a

developed gate added to the gated recurrent units in order
to project the triplets of the snap graph into a hyper-plane.
All the hyperplanes of the DKG were fed into the training
of completion model to capture the evolution of knowledge.
However, the model did not capture the contextual seman-
tics of entities and relational information which are valuable
features for training the model to enrich and complete the
DKG. An open question is raised whether the resulted DKG
suffers from a time-based bias [45], and whether it considers
the changes in entities and attributes meanings over time.

Temporal features were also considered by authors of [56].
They developed a model based on Recurrent Neural Net-
work (RNN) architecture, which learns the evolving knowl-
edge triplets’ embeddings, taking into consideration the
relation-based dependency among the knowledge triplets
over time. They proposed a score function that incorpo-
rated structural and temporal features of the KG. The
network-based model inferred missing facts and missing
timestamp for a given fact. Although the model consid-
ered both the structural and temporal knowledge features,
it neglected the textual triplets’ features. The model suffered
from partial dynamicity, due to neglecting that entities mean-
ings or attributes may change over time. A concern was raised
regarding the model’s efficiency with inadequate temporal
facts and whether the resulted DKG suffered from a time-
based bias [45].

Table 3 summarizes the discussed knowledge inference-
based completion models employed in DKG construction
models, in terms of their domain, data sources, knowledge
completion, evaluation metrics, challenges and limitations.

VI. APPLICATIONS
With the ability to model the real-world dynamicity and
heterogeneity and to enrich knowledge with semantics,
DKGs proved to be a main stone for building powerful
knowledge-aware applications at different domains:

• In linguistics and cross language modelling, the novel-
ties of language were modelled in [51] using a DKG,
in purpose of enhancing the search results of search
engine and better understanding of user intent.

• In finance, the authors of [40] published a website
for financial knowledge graph visualization. The web-
site allows the user to interact by searching entities,
view entity details, and displaying a readable, time-
lined, integrated, and updated financial data. such
functionalities allow the user to have accessibility to
integrated financial data, observe the dynamicity in
finance domain and aid user decisions.

• In enterprises domain, with DKG ability to adapt to
big data environment, the authors of [9] introduced an
iterative framework for risk-event Question Answering
QA based on enterprise event DKG. The framework
iteratively asks the user questions till fully understand-
ing user intent, the risk event that the question revolves
around, its entities and attributes. Following, the DKG
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TABLE 3. A summary of inference-based completion models.

queried to retrieve the matching entities and attributes
to compute the answer to the user.

• For e-commerce, [46] constructed a DKG using
user generated data to detect the fake reviews on
e-commerce websites. The DKG utilized a time dimen-
sion and revealed the hidden connections between the
reviewer, the store, the commodity, and the review,
which enabled the authors to define four new metrics
for identifying fake reviews with high accuracy. The
framework is compatible for any review-based appli-
cations at other domains.

• Robotics domain also has its share in DKG litera-
ture, where [47] constructed a DKG that model the
surrounding environment sensed objects and visually
captured manipulation tasks. The model helps robotics
to understand and perform manipulation commands.
The authors of [57] inspired by human memory,
designed a memory model based on DKG to aid robots
understanding and learning capabilities. The memo-
rized knowledge partitioned into experience memories
and new sensed memories that are interconnected as
main concepts and objects respectively.

• In the smart cities and Internet of Things (IoT) domain,
Graph of Things (GoT) [1] is a live-updated DKG that

has been constructed and published on purpose of cre-
ating a real time search engine [21]. GoT integrates and
unifies multisource, heterogenous data sensed using
IoT sensors or crawled from news and social media.
The authors of [58] constructed an urban knowledge
graph using datasets obtained from OpenStreetMap,
Google APIs and Baidu as the base for analytical
application. They presented a framework to analyze the
causes of traffics and pollution in a city.

• In Animations, [59] developed a framework to generate
a 3D animation from an image, utilizing the knowledge
of human to object interactions with respect to time
and space which integrated in a DKG. The framework
generates a scene of animated interactions driven from
the environment, objects, or other clues appeared in the
given image.

VII. DISCUSSION AND FUTURE DIRECTIONS
Upon evaluating the different construction models proposed
for DKGs, a vision of possibly unexplored gaps, and inad-
equately covered concerns can be posed. In this section,
we highlight the main limitations revealed through our con-
ducted study, considering different assessment parameters,
followed by our vision of future directions and the challenges
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that would increasingly face the construction models of
DKGs.

A. LIMITATIONS AND GAPS
In this subsection, we explore the limitations of the investi-
gated DKGs construction models, as well as how they would
impact the overall usefulness and quality of the constructed
DKGs. It is possible to quantify the impact of incorrectness
and incompleteness of DKGs on the dependent applica-
tions, but it is very challenging, as the consequences of
the exposed limitations on the relying applications depend
on multiple factors. These factors include: the application’s
task, functionalities, and performance, as well as the DKG’s
complexity, domain, and scale. We herein clarify the spec-
ifications of each limitation and discuss its impact, as well
as its potential consequences over the relying applications as
follows.

1) PARTIAL DYNAMICITY
a: LIMITATION SPECIFICATIONS
The investigated DKG construction models fail to clearly
explain or fully cover the crucial dynamicity aspects of
DKGs. For all the investigated models, the dynamicity is
partially achieved throughmanual run of the knowledge com-
pletion phase to update a static KG in terms of addition of new
knowledge into the graph to obtain an updatedKG, neglecting
either one or more of other dynamic aspects such as topo-
logical structure changes, addition or deletion of entities and
relationships, changing the meaning of entities over time,
removing outdated facts, and attribute information changes.

b: LIMITATION IMPACT
Partially considering the dynamic aspects could produce an
incomplete or inaccurate KG, due to neglecting changes in
entities semantic, attributes, or topological structure changes.
The constructed graph could also be outdated or inconsistent
as a result of considering the addition of new facts only, while
neglecting the removal or update of outdated facts.

c: POTENTIAL CONSEQUENCES
Partial dynamicity of the constructed DKG could cause the
relying application to produce inaccurate output or subop-
timal solution, due to the missing or outdated facts in the
DKG. The application may fail to adapt to the evolving user
or market needs.

2) INSUFFICIENT FEATURES
a: LIMITATION SPECIFICATIONS
Regarding the employed features for construction and com-
pletion learning, the feature types can be specified into
semantic features, textual features, structural features, con-
textual features, and temporal features. Eight out of the eleven
construction models neglected more than one valuable type
of features and suffered from insufficient types of features
employment, representing 75% of the construction models.

b: LIMITATION IMPACT
Training the construction model with insufficient features
would limit the model ability to predict missing knowledge,
and hence, it may produce an incomplete DKG. It also may
cause the model to perform inaccurate predications, leading
to an inaccurate DKG.

c: POTENTIAL CONSEQUENCES
Relying on an DKG constructed using a model trained with
insufficient features may limit the application ability of gen-
eralization. It may also cause the application to perform poor
analysis due to the incompleteness or incorrectness of the
constructed DKG.

3) POSSIBILITY OF BIAS
a: LIMITATION SPECIFICATIONS
All the construction models did not examine the existence
of bias in the constructed graph, although six of the eleven
models were exposed to bias due to social media and tem-
poral resources [45], representing 58% of the construction
models.

b: LIMITATION IMPACT
Exposure to bias may yield to a skewed DKG topology. The
constructed graph could be subjective to a specific domain,
time, attribute, or representation, leading to an inaccurate
constructed DKG.

c: POTENTIAL CONSEQUENCES
Relying on a biased DKG would reduce the application’s
efficiency, limit the diversity of the presented solutions,
and produce biased outputs, exposing the user to a poor
experience.

4) VULNERABILITY TO CHANGES
a: LIMITATION SPECIFICATIONS
Vulnerability to changes is concerned with the construction
model not being robust to changes, such as the graph context,
domain, scale, or knowledge features adequacy, which was
suffered by three of the models, representing 33% of the
models.

b: LIMITATION IMPACT
Model vulnerability to changes would risk the graph adapt-
ability to unseen schema, in which a sudden shift in the
model’s performance may occur. This threatens the con-
structed graph reliability if the model frequently needs to be
fixed to adapt to changes. It also may threaten the graph’s
consistency and accuracy over time if the model is unable to
efficiently update the graph.

c: POTENTIAL CONSEQUENCES
Vulnerability of the construction model to dynamics may
cause performance instability of the relying application. This
would increase the failure risk and the maintenance overhead
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of the application to ensure the continuity of the application’s
functionality.

5) PERFORMANCE & EFFICIENCY CONCERN
a: LIMITATION SPECIFICATIONS
Regarding the performance and efficiency of the constructed
DKG, many concerns were raised due to fixating the param-
eters, user-specified thresholds, or possibility of error prop-
agation between the construction phases. This was detected
in three of the models, representing 25% of the construction
models.

b: LIMITATION IMPACT
Fixating the model’s parameters would limit the model’s
robustness to the dynamics, as the fixed parameters may
became outdated, or less effective over time, which may
produce an inaccurate or incomplete DKG. User-specified
thresholds in the construction model may cause the con-
structed DKG to be subjective, biased, and less adaptable
to the dynamics. In addition, such user-specified thresholds
may introduce human error to the construction process. Error
propagation between the construction phases of DKG would
produce an inaccurate DKG, due to the dependency between
phases.

c: POTENTIAL CONSEQUENCES
Fixating the parameters of the construction model and the
user-specified threshold would limit the adaptability of the
relying applications to changes. The constructed inaccurate
or incomplete DKGwould impact the accuracy and relevancy
of the relying application’s output.

6) LACK OF EVALUATION AND COMPARISON ABSENCE
a: LIMITATION SPECIFICATIONS
Some efforts in the research community were directed
to the metrics and methods of KG evaluation [60], [61],
[62]. All the investigated models considered the evalu-
ation of merely the model’s performance, but none of
them evaluated the graph as a whole. Moreover, many
proposed construction models conducted insufficient exper-
iments, either by the lack of evaluating a specific phase,
or the absence of comparing the results to baseline mod-
els, representing 25% and 17% of the construction models
respectively.

b: LIMITATION IMPACT
The evaluation and comparison of the construction mod-
els are considered a development aspect, as they assess
the quality of the constructed DKG and help to identify
its weaknesses and possible improvements. The lack of
evaluation and absence of comparison to baseline mod-
els may produce a suboptimal DKG, limit the possibility
of improvement, as well as limit the user’s reliability and
trustiness.

c: POTENTIAL CONSEQUENCES
Relying on a constructed DKGwithout evaluation or compar-
ison to baseline models would cost the relying applications
the user’s trustiness and the competitive advantage in themar-
ket. It may cause unintended consequences on the accuracy
of the application output. The application may suffer from
unidentified weaknesses and suboptimal performance.

7) POOR EXPLANATION
a: LIMITATION SPECIFICATIONS
Some models neglected or inadequately explained the phases
of their construction models, obtained outputs, or employed
training features, limiting the advantageousness of their work
in the literature. This limitation represented 25% of the
models.

b: LIMITATION IMPACT
Poor explanation of the construction models would compli-
cate the interpretability of the constructed DKG, which may
lead to the underutilization of the graph. It would also hinder
its customization and its possibility of improvement.

c: POTENTIAL CONSEQUENCES
Applications relying on inadequately explained DKGs are
exposed to difficulties in debugging, limited improvements,
as well as narrow innovation opportunities.

Table 4 summarizes the limitations revealed through the
investigation of DKG construction models, whereas Fig. 3
quantifies the percentage of construction models that face
each of these limitations. The aforementioned limitations for-
mulated a vision of future prospects that would be promising
to address for efficient DKGs construction.

B. FUTURE DIRECTIONS
Despite the rich efforts done in the literature to advance KGs,
there remains multiple promising prospects to be addressed
as follows:

1) AUTOMATIC KNOWLEDGE DYNAMICITY
In real world scenarios, integrated data continually changes
over time. These changes may include presence of new
knowledge, absence of previous knowledge, or changes in the
meanings or attributes of existing knowledge. The velocity
and repetition of updates are usually unknown [35]. This
diversity in the forms of knowledge changes, and velocity of
updates over time calls for automating the dynamic updat-
ing of KG, considering the KG topological structure level,
knowledge meaning level, and spatio-temporal knowledge
validation.

2) KNOWLEDGE FEATURES COLLABORATION
The research community utilized variant types of KG’s fea-
tures to learn completing missing knowledge in a KG. The
types of features can be categorized into semantic features,
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TABLE 4. A summary of the limitations of DKGS construction models.

FIGURE 3. Percentages of faced limitations in DKGs construction models.

textual features, structural features, contextual features, and
temporal features, as clarified below.
Semantic features present the meaning and characteristics

of entities and relations in a KG, which can be utilized in
training the model to discriminate whether an entity or a
relation is semantical consistent in a knowledge triplet, and
hence, predicting missing knowledge [53]. Enriching the KG
with semantics of entities and relations or employing external
semantic ontologies would optimize the utilization of seman-
tic features.
Textual features are the natural language definitions,

descriptions, or mention of entities and relations in unstruc-
tured text, which makes the completion problem remodeled

into a natural language processing problem [53]. Employing
large language models, natural language processing tech-
niques, or leveraging rich textual corpus with an efficient
entity disambiguation algorithm between the graph’s entities
and their mention in the corpus would advance the potential
of textual features.
Structural features in a KG refer to the graph’s topol-

ogy and information of neighboring connected entities and
relations in the graph, which can be leveraged to learn the
connectivity and relational patterns in order to decide the
topological plausibility of a knowledge triplet and to infer
missing knowledge [54]. The utilization of structural features
can be optimized by the capabilities of graph neural networks
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and graph embedding-based techniques to learn the graph’s
topology.
Contextual features point to the context meta data of

entities and relations, which can be utilized to measure the
plausibility of a knowledge triplet, where the likelihood
of a relation between two entities is conditioned by their
mutual context [48]. Leveraging pretrained language mod-
els to understand, embed or predict the context of entities
and relations would optimize the employment of contextual
features.
Temporal features include the timestamps indicating when

a relationship occurred, which can be leveraged to understand
the KG evolution to capture missing or future knowledge
[34]. Recurrent unit-based architectures with the capability
of sequential processing and time-aware embedding can opti-
mize the temporal-based completion.

Accordingly, each of the aforementioned types of knowl-
edge features has a vital role to reach the completeness and
correctness of DKG that cannot be neglected, calling for the
collaboration of all knowledge features for completion.

The collaboration of knowledge features is suggested to be
optimized either by early fusion, late fusion, or model-level
fusion of the knowledge features. Early fusion is associ-
ated with combining all features at the input level, which
is challenging due to the features heterogeneity. Late fusion
is associated with fusing the output of multiple completion
models, where each model is trained with different knowl-
edge features. The main potential challenges of late fusion
are knowledge alignment and model complexity. Model-level
fusion is concerned with training the model to jointly con-
sider the different knowledge features in the model’s score
function or using attention mechanisms. This is probably
associated with the challenging interpretability and complex-
ity of the model. Thus, the suggested fusion techniques and
their challenges pose multiple future research directions to be
addressed to advance DKGs.

3) DYNAMIC KNOWLEDGE GRAPH BIAS
Minor research has addressed the bias of KGs. Authors in [63]
focused on debiasing implicit user-specified relations, while
authors in [64] focused on detecting bias on the data sources.
In [45], the authors focused on the causes that originate bias
into KGs, which includes the data source and the construction
model, whereas in [65], they focused on detecting the bias
on the knowledge embedding. Analyzing the investigated
construction models of DKGs, none of them has examined
the existence of bias in the constructed DKG. Hence, an inter-
esting direction that can be further investigated is to examine
the possible biases that may arise from both constructing
and dynamically updating DKGs, the potential bias detection
metrics, as well as avoiding or mitigating a bias if exists.

4) MODEL ADAPTABILLITY TO CHANGES
DKGs differ in several characteristics, such as the graph scale,
dynamicity speed, context, and domain. The DKGs may be

built over scarce [40] or rich sources of semantics [53]. It can
be a contextualized DKG [17] or aggregates multi-contexts
[8]. It may hold time information [34] or not [42]. These
variations raise another concern about the adaptability of the
investigated construction models to diversity, whether they
are applicable to efficiently construct variant DKGs or they
would be vulnerable to changes.

5) DYNAMIC KNOWLEDGE GRAPH SCALABILITY
DKG evolves over time due to continuously integrating the
flow and updates of data into the graph [35]. Although this
dynamic nature is more efficient and powerful than static KGs
for knowledge-aware applications [7], but it raises a serious
concern about the graph’s scalability after a long duration of
continuous integrations, and whether the current construction
models would be still applicable and robust with larger scales
of DKGs, or this would cost excessive time and performance.

Handling the evolving and growing graph scale also
calls for multiple novel research directions, which includes:
(i) considering memory management features to manage the
scale of DKGs and their frequent updates, (ii) continual
preserved re-scaling of the DKG, (iii) distributed parallel
handling of the DKG, (iv) designing incremental strategies
to handle the evolving nature of DKG rather than reprocess
the entire graph, and (v) building a scale-adaptable models
that optimize the utilization of DKG in their processing.

6) HYBRID LEARNING APPROACHES
The DKGs construction process consists of consecutive
phases. Having novel learning approaches that can maintain
the performance and accuracy of DKG with different graph
scales, or domains, is another research gap to be investigated.

The impact of hybridizing learning approaches in a DKG
construction model also needs to be investigated, whether it
will lead to a completer and more correct DKG due to the
additional learning and noise filtration through the different
learning approaches, or it will lead to a less complete and
incorrect DKG due to the possibility of error propagation
between the consecutive diverse learning phases.

Other concerns are raised over the potential complications
that may be introduced by hybrid learning approaches in
a construction model, such as hard interpretability, increas-
ing complexity, more vulnerability to the growing graph
scale, excessive runtime, growing computational overhead,
a challenging number of hyperparameters to be tuned, and
requiring inconsistent knowledge representation through the
consecutive phases, which calls for efficient entity disam-
biguation and alignment.

VIII. CONCLUSION
In this paper, an investigative study is conducted over
the emerging construction models of dynamic knowledge
graphs (DKGs), in order to explore the challenges and
limitations of each, as well as the main applications that
adopted DKGs at different domains. The uniqueness of this
paper relies in (i) conducting the investigation through the
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construction phases of DKGs; entity extraction, relationship
extraction, and graph completion, (ii) categorization of the
completion phase based on the acquisition of new knowl-
edge, as extraction-based and inference-based completion,
(iii) novel categorization of the knowledge extraction mod-
els employed in DKGs construction models with respect to
the learning approach, as traditional, transfer learning-based,
reinforcement learning-based, and embedding learning-based
models, and (iv) the conducted analysis considers various
parameters, revealing critical limitations on the studied mod-
els and opens up multiple novel future directions.

It can be inferred from our detailed analysis that auto-
matic DKG construction, with considering all aspects of
dynamicity is an open research direction in which 100% of
the construction models lack the flexibility of automatically
fully updating the KG. The impact of utilizing temporal,
textual, semantic, alongwith structural information for DKGs
construction needs to be investigated in the future, as well
as investigating the existence of correlation between these
features in different domains, in which 75% of the con-
struction models suffer from utilizing insufficient features.
Moreover, to the best of our knowledge, there is no single
study that examined bias in DKGs and its causes, and whether
it is different than bias in static KGs, although 58% of the
construction models had a clear exposure to bias. Other
open questions were raised about the scalability of DKGs
over time, and the capability of DKG completion models
to deal with large-scale KGs, as well as their adaptation to
the diversity of knowledge in different domains. The impact
of hybridizing learning approaches between the construction
phases over the correctness and completeness of the con-
structed DKGs needs to be further explored. DKGs can be
also examined to facilitate regression testing and test cases
generation for large scale systems [66], [67]. We believe that
the revealed research gaps would pave the way for more
efficient and useful construction models for DKGs.

In future, we plan to investigate other learning approaches
such as continual learning, online learning, and lifelong
learning, and the level of dynamicity they consider, besides
their impact over the correctness and completeness of DKGs.
Inspired by [68], we intend to study the dynamic changing
structural dependencies in KG and how it could be optimized
in DKG completion.
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