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ABSTRACT In this work, we present an open-source unmanned aerial vehicle (UAV) platform for
research in swarm robotics. In swarm robotics, groups of robots collaborate using local interactions and
collectively solve tasks beyond an individual robot’s capabilities. Individual robots must have onboard
processing, communication, and sensing capabilities to autonomously react to their neighbors and immediate
environment. Most research involving UAVs in swarm robotics presents only simulation results, while key
landmark studies with real UAV swarms have used UAV platforms that were custom-built for the respective
study. One important reason for this is that no commercial UAV platform comes pre-equipped with the ability
to identify and track the positions and poses of nearby drones using only onboard sensors and computation,
and in research platforms, the relevant sensing technologies are currently under development. Our aim is to
provide a platform that allows swarm robotics researchers to test their algorithms on real UAVs, without
having to develop their own custom-built UAVs or to wait until more advanced sensing technology is
ready off-the-shelf. We provide a well-documented, entirely open-source UAV platform—S-drone (Swarm-
drone)—to foster and support UAV swarm research in a laboratory environment. The S-drone uses fiducial
markers in the environment and cooperative feature-level sensor fusion for inter-robot tracking to track the
presence, identity, relative 2D position, and relative 2D orientation of neighboring peers. The S-drone is
suitable for a wide range of contexts, supports quad-camera vision-based navigation and a variety of onboard
sensing, and is extensible. It is especially suited for swarm robotics research because it can operate using
strictly onboard processing and sensing without the need for global positioning systems, motion capture
systems, or ground stations for off-board sensing.

INDEX TERMS Autonomous aerial vehicles, autonomous systems, drones, indoor navigation, multi-robot
systems, multi-UAV systems, open source hardware, open source software, swarm intelligence, swarm
robotics.

The associate editor coordinating the review of this manuscript and

approving it for publication was Guillermo Valencia-Palomo .

I. INTRODUCTION
In this paper, we present an open-source UAV platform for
swarm robotics research. The platform includes hardware,
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software, simulation environment, and software support for
managing experiments with real UAVs.

In recent decades, there have been many advances in
swarm robotics research using real swarms of small mobile
ground robots. There have also been several notable achieve-
ments in real aerial swarms, in which newly developed swarm
robotics algorithms were tested with real UAVs (e.g., [1], [2],
[3]). However, these studies are exceptions to the general
trend: swarm robotics research with UAVs is much less
common than with ground robots and most aerial swarms
research is conducted in simulation and not verified with
real UAVs [4], [5], [6]. In the swarm studies that have
used real UAVs, the researchers mostly tested their new
swarm algorithms using custom-built UAV platforms that
were developed ‘‘in-house’’ by the same lab(s) that developed
the algorithms [1], [2], [3]. This strategy is effective, but is
very work-intensive: therefore, it is not feasible for many
research labs and groups, and is also likely to be inefficient
for the research community as a whole.

Robot swarms rely on local interactions between the
robots in the swarm to self-organize their activities. Local
interactions typically require robots to be able to detect
their neighbors (e.g., detect the neighbors’ relative distance,
bearing, and/or position) and to differentiate between them,
as well as to differentiate between UAVs and other objects
in the environment. Such detection is highly challenging in
UAVs, especially when moving at high speeds, and this is a
key reason why many swarm algorithms in the literature have
not yet been tested on real UAVs (cf. [4], [6]).

There are currently many UAV platforms available off-
the-shelf, but the majority of these platforms do not have
open hardware and software and therefore are not ideal for
much of robotics research. The exceptions are commercial
open development platforms and open scientific research
platforms, of which the most relevant for swarm robotics are:
(1) theModalAIM500 drone1 for GPS-denied navigation and
obstacle avoidance using stereo cameras and (2) the Palm-
Sized Drone [3] for swarm navigation in cluttered outdoor
environments using ultra-wideband (UWB) distance-based
localization drift correction. While both of these platforms
offer advanced capabilities for swarm navigation, neither the
ModalAI M500 platform nor the Palm-Sized Drone platform
come pre-equipped with the ability to locally identify and
track the full relative poses (i.e., positions and orientations) of
nearby drones. It might be feasible to extend the software of
either platform to achieve these capabilities in their targeted
navigation contexts using their current off-the-shelf payloads,
but this would of course be a non-trivial development task.

To the best of our knowledge, no commercial drone
(whether open or fully proprietary) comes pre-equipped with
the ability to identify and track the poses of nearby drones
using only onboard sensors and computation. However,
research on sensing technologies is advancing quickly,
for example using UWB localization [3], [7], [8], [9] or

1https://docs.modalai.com/m500/

visual localization supported by machine learning [10],
[11], [12]. UWB state estimation is very promising, and
advances are being made to address outstanding challenges,
such as insufficient accuracy, complicated initialization, and
consistency issues in UWB-odometry state estimation [7]
as well as scalability issues related to communication
throughput in UWB-odometry or UWB-visual-inertial state
estimation, especially for 2D pose estimation [8]. Another
very promising technology is ultraviolet direction and
ranging (UVDAR) [13], [14]. UVDAR can allow drones to
identify and track the positions and orientations of nearby
drones using only onboard sensors and computation, and
is currently being implemented as an extension [15] to the
open-source MRS research platform [2]. In the mid-term
future, it is likely that some of these technologies will become
available on commercial drone platforms that are open and
come pre-built off-the-shelf. Based on this state of the art,
our motivation is to provide a UAV platform that can be used
in laboratory environments in the intervening years, to make
it easy and accessible for swarm robotics researchers to test
their algorithms on real UAVs, without having to develop
their own custom-built UAVs or to wait until more advanced
sensing technology is ready off-the-shelf.

There are also many options for building a custom
UAV platform using a combination of custom components
and off-the-shelf open components: most commonly, the
Pixhawk autopilot unit [16], [17] and PX4 open-source flight
control software [18], accompanied by a large ecosystem
of compatible payloads and collaborative software projects.
For our UAV platform for swarm robotics, we made use of
this existing ecosystem when possible and integrated custom
components when necessary.

This paper contributes tools to facilitate the practical
execution of swarm robotics research. In particular, we con-
tribute an open-source UAV research platform equipped for
cooperative inter-robot tracking in a laboratory environment.
To support the local interactions needed in swarm robotics
research, our open-source UAV platform is pre-configured
to detect fiducial markers in the environment and use that
sensor information to track the presence, identity, relative 2D
position, and relative 2D orientation of neighboring peers,
using cooperative feature-level sensor fusion for inter-robot
tracking. Our UAV platform includes open hardware and
software, an open simulation environment for development,
and an open user interface for operators to manage their
demonstrations with real UAVs. Also, our approach for coop-
erative feature-level sensor fusion for inter-robot tracking
is not exclusive to our platform and can be implemented
on other UAVs if desired, for example if a lab already has
an existing UAV fleet (assuming the platform is open and
customizable and has appropriate payloads). It is important
to note that our platform has some limitations for swarm
research: it is not currently suitable for experimentation with
real UAVs outdoors and/or at high speeds. However, it is
our view that many swarm behaviors that can be studied
within these constraints still require extensive research,
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FIGURE 1. Illustration of tag-based localization and cooperative sensor fusion in the S-drone. When a UAV detects an AprilTag, it rotates and translates
the tag’s relative pose information from the camera’s optical frame to the UAV body frame. If two UAVs simultaneously detect the same AprilTag, they
exchange information about the tag. Using this exchanged information, each UAV calculates the relative pose of the other UAV, with respect to its own
body frame. For details, please see the open-source repository (see Sec. III).

including self-organized collective perception, mapping,
decision making, and learning.

A. COOPERATIVE SENSOR FUSION FOR INTER-UAV
TRACKING
Our aim is to supply an approach for local inter-UAV tracking
that is straightforward for swarm robotics researchers to
use on our S-drone or implement on another UAV plat-
form. We have therefore included in our S-drone platform
an open-source approach for local inter-UAV tracking in
laboratory environments that does not require specialist
sensor technology nor expertise. The onboard capability
requirements for our approach are: downward-facing visual
camera(s), a single-board computer, and the ability to send
messages between specific UAVs when in close physical
proximity.

The S-drone is equipped for autonomous vision-based
waypoint navigation, usingAprilTags [19] in the environment
(see Sec. IV for demonstrations). The AprilTag detection
used for individual waypoint navigation is also used for inter-
UAV tracking. When two S-drones have the same AprilTag
in their field of view, they can detect each other indirectly,
using feature-level cooperative sensor fusion between UAVs
(see Fig. 1). Effectively, each UAV knows its own ID and
can detect the IDs and relative poses of any AprilTags
in its onboard cameras’ fields of view. Then, each UAV
broadcasts the IDs of the AprilTags it currently detects,
along with its own ID. If a UAV receives a message that

contains an AprilTag ID matching one of those it currently
detects, it unicasts the feature-level information it has about
the respective AprilTag to the ID of the respective message
sender. Thus, when two UAVs detect the same AprilTag, they
both receive the pose information of that AprilTag, relative
to the other UAV’s body frame. Using this information,
each UAV can calculate the pose of the other UAV, relative
to its own body frame. The S-drone platform is equipped
with this simple cooperative sensor fusion and includes all
software components needed for operation (including camera
calibration and control scripts for example experiments, see
Secs. II-C and III). We demonstrate inter-UAV tracking
with the S-drone in scenarios of multi-UAV formations and
cooperative object transport (see Sec. IV for demonstrations).

B. RELATED UAV RESEARCH PLATFORMS
There are several existing UAV research platforms that are
similar to the S-drone, described in detail below. A summary
table of the characteristics of these platforms is also provided
(see Table 1).
The FLA platform [20], designed for obstacle detection

and environmental mapping, is based on the DJI F450 with
a 450mm wheelbase (motor to motor distance). It incorpo-
rates a Hokuyo 2D LiDAR (light detection and ranging),
a downward-facing Garmin LiDAR-Lite rangefinder, multi-
ple cameras, a high-performance VectorNav VN-100 inertial
measurement unit (IMU), and is powered by an Intel NUC
i7 onboard computer. It weighs 3 kg, has a flight duration of
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TABLE 1. Characteristics of existing UAV research platforms (i.e., non-commercial) that are similar to the S-drone.

5 minutes, and is estimated to cost approximately 5 500 EUR.
However, its software and details of its hardware design are
undisclosed.

The ASL-Flight platform [21], designed for verification
of custom visual inertial odometry framework, is based on
the proprietary DJI Matrice 100 with a 650mm wheelbase.
It is equipped with an Intel RealSense ZR300 depth imaging
sensor and an Intel NUC i7 onboard computer. Weighing
2.4 kg, it has a flight duration of 16 minutes and is estimated
to cost approximately 4 700 EUR. The UAV’s hardware is
proprietary toDJI and the details of its design are undisclosed.
Its VIO (visual inertial odometry) framework is also not open-
source.

The Agilicious platform [22], designed for autonomous
agile flight, utilizes an Armattan Chameleon frame with
a 264mm wheelbase. It incorporates an Intel RealSense
T265 tracking camera and an NVIDIA Jetson TX22 onboard
computer. It has a flight duration of 10 minutes, weighs
750 grams and has an estimated cost of approximately
1 600 EUR. Even though it is open-source, there are some

access restrictions based on criteria such as the requester’s
nationality.

The MRS platform [2], designed for underground tunnel
exploration, utilizes a Holybro X500 frame which has a
500mm wheelbase. It is equipped with an Ouster OS1
LiDAR, one Intel RealSense D435i depth camera, two Basler
RGB cameras and an Intel NUC i7 onboard computer.
Weighing 4.8 kg, it has a flight duration of 25 minutes
and is estimated to cost 12 000 EUR. The software is
open-source and system-level design is partially open-
source. However, the details of its hardware design are
undisclosed.

The Palm-Sized Drone [3], designed for multi-UAV
navigation in cluttered outdoor environments, has a 114mm
wheelbase. It carries an Intel RealSense D430 depth camera
and a grayscale camera, and it is powered by an NVIDIA
Xavier NX onboard computer. It has a flight duration of
11 minutes, weighs 300 grams and is estimated to cost
approximately 1 450 EUR. Both its software and hardware
designs are open-source.
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Besides these research platforms that are closely related
to the S-drone, another very well-known platform is the
Crazyflie [23], which has an 80mm wheelbase, weighs
27 grams and is estimated to cost 220 EUR. However, due
to its minimal hardware configuration, it is primarily used
for basic algorithm verification tasks, as it does not support
onboard sensing or computation capabilities, and therefore
we do not report it in Table 1.

II. THE S-DRONE PLATFORM
Our S-drone for swarm robotics research (see Fig. 2, Table 2)
is designed with the objectives to: support both piloted
and autonomous flight, support the development of control
algorithms for deployments ranging from a simple single
UAV to complex missions with UAV swarms, and operate
without an external positioning system or support from a
ground station. Based on these objectives, we prioritized the
following features when designing the S-drone platform:

• Robot-to-robot coordination and vision-based nav-
igation. The S-drone has onboard localization, nav-
igation, and coordination capabilities for multi-robot
operations. Also, its quad-camera configuration gives it
a wide enough field of view at low altitudes to support
vision-based navigation indoors.

• Decentralization. It can operate without any external
centralized infrastructure such as global positioning
systems, motion capture systems, off-board sensing, off-
board processing, or ground control stations.

• Simulator. The S-drone comes with an open-source
plug-in for simulation in ARGoS [24], a multi-physics
engine simulator for robot swarms.

• Transferability from simulation to real hardware.
The S-drone plug-in for ARGoS provides a high-level
control interface, enabling users to implement the
same control software in both simulation and on real
hardware.

• Extensible control.By usingARGoS and the PX4flight
controller, it is possible to develop and implement a wide
range of new swarm algorithms and control laws.

• Open-source. All hardware, software, and mechanical
design files, as well as assembly instructions, modeling
and flight control design, and operation instructions, are
hosted on Open Science Framework.2

• Accessible and extensible hardware. Most of the
components are commercially available, and those
that are not can be manufactured (either in-house or
by a third-party service provider) using the provided
design files and widely available machinery (e.g., 3D
printer). The S-drone is also customizable. It uses
well-modularized components when possible and it is
straightforward to integrate a variety of off-the-shelf
sensors (e.g., a localization module for GPS-guided
outdoor navigation or a 360◦ LiDAR module for
mapping). Deeper customization can also be made using

2 https://osf.io/hp6rf/

TABLE 2. Open-source hardware specifications table.

the design files provided (e.g., mechanical mounts can
be customized to change the sensor types or fields of
view).

• Software support for managing experiments. The
S-drone is supported by an experiment Supervisor
program, used for starting, monitoring, and shutting
down real UAV experiments.

Based on these design priorities, we equipped the S-drone
with a combination of standard UAV components, other off-
the-shelf components, and a few custom components.

First, the standard UAV components include many that
are essential for the autonomous or piloted flight of UAV
platforms, including electronic speed control (ESC) modules,
brushless motors, propellers, a single-point LiDAR, an opti-
cal flow module, a battery, and a flight controller. These
standard components are off-the-shelf from the hobbyist
market and therefore are widely available, affordable, well-
modularized, and well-interfaced.

Second, the other off-the-shelf components are those that
have not been produced specifically for UAV platforms.
The S-drone uses these components for autonomous flight
and decentralized coordination. They are: the cameras,
the single-board computer, and the optional attachment
for collision avoidance using time-of-flight (ToF) distance
sensors. The S-drone is also equipped with two separate WiFi
communication links: one for low-level interaction with the
UAV (e.g., controlling and monitoring the Pixhawk4 flight
controller) and one for communication with the single-board
computer (e.g., interaction with Linux or ARGoS).

Third, some custom components are necessary. Many
versions of the off-the-shelf components exist, but not all
combinations are compatible, and because many of them
are not modularized for UAV platforms, they need to be
interfaced. Also, the components overall are interconnected
and constrain each other in a complex way. For these
reasons, we designed a custom printed circuit board to
interface the components. The S-drone interface printed
circuit board (PCB) includes power modules and connectors
for peripherals, powers the flight controller and other com-
ponents, and provides reliable data communication between
the onboard computer and the flight controller and other
components. The S-drone also includes custom cables and
some custom mechanical components.

Built with these components, the S-drone has the following
basic operational characteristics:

• a maximum flight time of approximately 15 minutes in
hover (as built, without extensions),

• a maximum velocity of 25m/s,
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FIGURE 2. (a) A set of four S-drones. (b) Exploded view of the S-drone.
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• an operational angular velocity of 220°/s on roll and
pitch axes and 15°/s on the yaw axis,

• a maximum altitude while flying autonomously without
external infrastructure (i.e., by relying on its downward-
facing single-point LiDAR and optical flow sensor) of
approximately 12m,

• can detect tags at a rate of five frames per second (FPS)
with an input resolution of 700×700 pixels when flying
at an altitude of 1m and using the default AprilTag and
camera configuration.

In the remainder of this section, we describe the details
of the S-drone’s electronics, mechanical components, and
software.

A. ELECTRONICS
The electronic components of the S-drone can be categorized
in four groups: 1) the flight control electronics, 2) the
interface PCB, 3) the propulsion electronics, and 4) the
autonomy electronics. The connectivity diagram of the
components can be seen in Fig. 3 and full details are given
in the bill of materials in the repository (see Table 3).

1) FLIGHT CONTROL ELECTRONICS
The S-drone’s flight control electronics are responsible for
controlling the UAV’s attitude, position, and trajectory. These
components are all commercially available for modularized
UAV platforms.

In the S-drone, we use a Pixhawk4 flight controller
from the manufacturer Holybro. The Pixhawk4 is based on
an open-source project [16] and is optimized to run the
open-source autopilot software called PX4. Its primary pur-
pose is to fly and control the UAV without constant ‘hands-
on’ remote control by a human operator being required.
It has a central STM32F765 processor, an I/O STM32F100
processor, an accelerometer, a gyroscope, a magnetometer,
barometric air pressure sensors, five serial ports, three I2C
ports, and four SPI buses. In the S-drone, the Pixhawk4 is
connected to the interface PCB via a serial port. Through the
interface PCB, it communicates with the UpCore at 921 600
baud rate and 80 000 bytes/second data rate. The Pixhawk4 is
operated at 4.9-5.5V voltage and is powered from an external
PM07 power module, which is manufactured specifically for
the Pixhawk and also manages power distribution to the ESC
modules for the brushless motors. The PM07 power module
also sends information to the Pixhawk4 about the battery
voltage and current supplied to the motors.

For relative position estimation, the S-drone includes
a downward-facing PX4Flow optical flow smart camera
module from Holybro. To help in precision hovering,
terrain following, and precision landing, the S-drone also
includes a downward-facing TFMini single-point LiDAR
from Benawake. The optical flow sensor captures 752 ×

480 pixels images and estimates the UAV’s velocity at
400Hz. The single-point LiDAR is low-cost and low-power,
has a range of 12m, and providesmeasurement data at 100Hz

at a baud rate of 115 200. These sensors work indoors and
outdoors without the need for an external supplement, e.g.,
external illumination for the flow sensor.

2) INTERFACE PCB
The S-drone has a two-sided interface PCB that allows
communication between electronic components and provides
connectors for peripherals. Here we describe the main
components of the PCB (see Fig. 3).

The S-drone also includes some removable components to
optionally support manual piloting, which can be important,
e.g., during development phases, even when working with
swarm algorithms for autonomous drones. Using a DSMX
remote receiver from Spektrum, an operator can remotely
control the UAV’s movement (e.g., speed, direction, throttle,
yaw angle, etc.), switch between the flight modes, or engage
a kill-switch in an emergency. Using SiK telemetry radios
from Holybro, which provide a wireless data link between
a ground control station and the Pixhawk4, an operator can
adjust control gains and review telemetry data in real-time,
which is useful for development phases.

3) PROPULSION ELECTRONICS
The propulsion system of a UAV is crucial: it determines key
performance metrics such as flight time, payload capacity,
flying speed, and range. The propulsion electronics of the
S-drone comprise motors, ESC modules, and a battery. Note
that, although there are many possible versions of these
components, only a few combinations are compatible. Poor
combinations would result in UAVs that either fail under
system stress or cannot take off at all.

The S-drone has four MN-series brushless DC motors
from T-Motor. The current fed to the motors is controlled
by four 30A ESC modules with SimonK firmware. The ESC
modules control the speed of the motors based on the PWM
signal from the Pixhawk4. Finally, the S-drone is powered by
a lithium-ion polymer (LiPo) 5000mAh four-cell battery.

On the top face of the PCB, located next to the LiPo battery
connector, there is a power switch to turn the PCB power
on and off. The top face also has two step-down voltage
regulators (a 3.3V regulator for the control circuitry and
a 5V regulator for the UpCore) and a docking connector
for the UpCore. On its bottom face, the PCB includes a
standard docking socket for an XBee WiFi module, which
communicates with a router in a 2.4 GHz frequency band.
For experiment management (e.g., triggering the start of
an experiment or engaging a kill-switch for safety), this
module provides a two-way communication link between the
experiment Supervisor software and the UAV. Both sides of
the PCB also include connectors for autonomy electronics
(refer to Sec. II-A.4): USB ports with custom JST connectors
for cameras and UART ports for ToF distance sensors with
27-degree field-of-view flash LiDAR. To orchestrate the data
coming from many ToF sensors, the PCB includes three
low-voltage four-channel I2C multiplexers, which are each
responsible for sending the distance information from up to
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FIGURE 3. (a) Connectivity diagram for the electronics of the S-drone. (b) The interface PCB.

four ToF sensors to the UpCore via I2C (i.e., supporting up
to twelve ToF sensors in total).

On the top face of the PCB there are also 12 through-hole
round RGB LEDs and four surface mounted diode (SMD)
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LEDs. The through-hole RGB LEDs are driven by a 16-bit
LED driver from NXP, used to set the brightness of the RGB
channels and for color mixing. The colors of the through-hole
RGBLEDs can provide visual state indicators for a developed
swarm algorithm and the colors of the surface-mounted
LEDs provide visual feedback about the on/off status of the
PCB, Pixhawk4, UpCore, XBee WiFi module, and S-drone
autonomous mode.

4) AUTONOMY ELECTRONICS
The autonomy electronics of the S-drone comprise an
UpCore single-board computer, four downward-facing cam-
eras, and an optional attachment for collision avoidance using
twelve ToF distance sensors with 27-degree field-of-view
flash LiDAR.Note that the attachment for collision avoidance
is considered optional (i.e., not required for flight) because
the S-drone can operate without it, and the attachment is
designed to be easily mechanically interchangeable with
other custom sensor attachments. Substitutions can be made
by customizing the provided open-access design files.

The UpCore single-board computer is responsible for
processing sensing and control information, as needed for
autonomy and swarm algorithms. It communicates with the
flight controller, the cameras, and extensions for further
autonomy such as the ToF distance sensors. The UpCore
has an Intel Atom X5 Z8350 processor, an Intel Gen. 8 HD
Graphics 400 GPU, 4GB DDR3L RAM, 64GB eMMC,
two USB 2.0 ports, one UART port, and an embedded WiFi
module.

The cameras of the S-drone are used for autonomous
vision-based navigation and detection of other robots during
decentralized coordination. The camera modules are manu-
factured by Leopard Imaging, are based on a 5MP OV5650
image sensor from OmniVision, and have a 2.8mm manual
focus lens. The pixel data from the image sensors are routed
from these connectors to the Microchip USB4715 low-power
USB 2.0 hub controllers. Then, the USB hub controller routes
the pixel data to the UpCore’s USB 2.0 data port.

The optional ToF distance sensors are intended to increase
the situational awareness capabilities of the S-drone for pur-
poses such as collision avoidance. The attachment includes
twelve VL53LOX flash LiDAR ToF distance sensors from
Pololu. They have a composite field of view that covers most
directions around the UAV and can measure the distance of
an object at up to 2meters.

B. MECHANICAL COMPONENTS
The S-drone includes several 3D printed components, which
have been designed according to mechanical stiffness, anti-
vibration, and manufacturing constraints. The components
have been designed to reduce volume as much as possible
(and therefore reduce both weight and manufacturing costs)
while maintaining appropriate mechanical properties.

It is important to note that the camera mounts need to be
carefully designed to meet anti-vibration requirements. The
UAV is relatively heavy and therefore the motors are quite

powerful and produce strong vibrations. Also, the cameras
need to be mounted sufficiently away from the body of
the UAV in order to have an unobstructed view, effectively
creating cantilever beams, which can easily deflect with
significant magnitude on the unsupported end (i.e., the end
with the camera). Any customization of the S-dronewill need
to take this consideration into account.

C. SOFTWARE
The software components for the S-drone allow for trans-
ferring code from simulation to real hardware and support
simulations using the accompanying simulator ARGoS.
The seamless transition from simulation to real hardware
enables swarm algorithms to be developed in the simulation
environment before deploying them on real UAVs, reducing
the amount of testing on real hardware and the potential for
crashes during the development phase. The full firmware
and support software are provided in the Open Science
Framework repository.

The S-drone uses the Yocto Project3 to automatically
build a custom embedded Linux distribution at runtime.
In the Yocto build system, layers define a specific version
and configuration of the Linux kernel alongside userspace
configuration and software. We use a Docker image to
partially automate the configuration of the build system and
to provide a clean and consistent environment for the build
process.

The custom layer meta-drone for the Yocto build
system includes a Linux kernel based on Linux Yocto
5.2 with several patches.4 The layer meta-drone also
contains configuration segments that are combined to form
thedefconfig for the kernel, which results in the necessary
kernel modules being compiled and installed, and the ACPI
configuration to communicate the location and configuration
of all the devices to the Linux kernel drivers.

The S-drone preinstalled software includes LibIIO (a
userspace library for the kernel industrial input-output API),
Intel’s threading building blocks (TBB) library, the AprilTag
library, MJPEG streamer, the PX4 flight system library,
and Python 3 (with packages for libjpeg-turbo, pymavlink,
pySerial, and V4L2). We have also included a custom
JSON-based RPC service called Fernbedienung,5 which
allows us to run programs remotely and interact with them
over the standard input, output, and error streams. This
service is written in Python and is started automatically on
boot using Systemd.

For running experiments, we use an executable control
interface of the UAV defined in the ARGoS simulator.

3https://www.yoctoproject.org
4Patches are an upstream version of PCA954x I2C multiplexer driver for

compatibility with ACPI (Advanced Configuration and Power Interface),
a workaround for USB video class (UVC) bandwidth calculation (so that
multiple cameras can operate on the same bus), and an update to theVL53l0X
ToF driver to incorporate sampling based on the industrial input-output (IIO)
kernel API.

5https://github.com/iridia-ulb/fernbedienung-python
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TABLE 3. Supplementary documentation.

TABLE 4. Design files.

TABLE 5. Repositories for software components.

By using this executable and the ARGoS libraries, we are able
to use the same control software in simulation as we do on real
UAVs. The executable can be passed configuration settings
(e.g., identifiers, message router configuration settings) as
arguments and provides an implementation of all of the
sensors and actuators defined in the control interface for
the S-drone. To give a few examples, the flight system
is implemented using the PX4 library; the camera system
is implemented using the V4L2, Intel TBB, and AprilTag
libraries; the ToF distance sensors are implemented using
LibIIO; and the LEDs are implemented on top of the sysfs
virtual filesystem.

We also use a custom Supervisor program for starting,
monitoring, and shutting down multi-robot experiments. The
program provides a web-based user interface in which the
user can record data from an Optitrack tracking system,
log messages sent between robots, and capture ARGoS’s
standard output and standard error from each UAV during
an experiment. The Supervisor program has been written
in Rust. The back-end is built on top of the Tokio asyn-
chronous framework/runtime and the front-end (compiled to
WebAssembly for the browser) is built on top of the Yew web
framework. The front-end and back-end communicate with
each other over a WebSocket.

For S-drone controllers, and for the development of swarm
algorithms or other types of control, the S-drone uses Lua
control software, including Lua scripts which run on top of
the Lua bindings for the sensors and actuators defined in the

control interface. By writing our controllers in Lua, there is
no need for recompilation each time a change is made to
our control software. Also, because Lua has a small footprint
and is fast and portable, it can be easily embedded, avoiding
potential problems with, e.g., incompatible instruction sets
or linking libraries. Experiments with the S-drone use an
XML configuration file to define the sensors and actuators in
use and the update rate of the controller. More details about
using S-drone control software and running experiments are
given in the section for assembly and operation instructions
(see Sec. III-C) and the accompanying online repository (see
Table 3).

III. OPEN-SOURCE REPOSITORY
In open-source online repositories, we provide: the bills of
materials and assembly and operation instructions (including
a demo video and the modeling and flight control informa-
tion) for the S-drone (see Table 3), all the design files for
its custom components (see Table 4), and all the software
components needed for its development and operation (see
Table 5). The software components have been described in
the previous section. The remainder of this section gives the
details of the repositories for design files, bills of materials,
and assembly and operation instructions.

A. BILLS OF MATERIALS
Two bills of materials are located in the repository (see
Table 3): one for the components of the UAV and another

VOLUME 12, 2024 43387



S. Oğuz et al.: Open-Source UAV Platform for Swarm Robotics Research

FIGURE 4. Autonomous indoor hover performance during a 10-minute flight. (a) Flight shown in the xy-plane. The target point for the
drone, communicated from the onboard computer to the Pixhawk for maintaining hover flight, is a tuple of x and y values (shown in
green). Specifically, the target point tuple consists of: (b) x-coordinate values set at -0.016 m for the x-axis, indicated by the green star and
line, and (c) y-coordinate values set at 0.45 meters for the y-axis, also marked by the green star and line. (d) Relative z-coordinate values.
Note that the PX4 uses a North-East-Down coordinate frame, so the real positive z-axis is negative in this plot. The take-off altitude is
-0.1 m, and the target altitude is -1.11 m (indicated by the green stars and line). The maximum deviation is 0.1 m, and the UAV reaches an
altitude of -1.21 m at that time (indicated by a blue star). (e) Relative z-coordinate values read by the downward-facing distance sensor.

for the components of the interface PCB (excluding cost).
The cost of the interface PCB, including manufacturing
the board, ordering the components, and having the board
assembled, is listed on the main bill of materials. The bill
of materials for the interface PCB is intended to be used as a

reference, as fabricators and board assemblers might use their
own spreadsheets styles. To manufacture the interface PCB,
a bill of materials in a customized style can be automatically
populated using an EDA software such as KiCad and the
provided design files for the interface PCB (see Table 4).
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FIGURE 5. Autonomous indoor hover performance during a 10-minute flight. (a) Roll angle. (b) Pitch angle. (c) Yaw angle. (d) Control
signals that are sent to the individual motors.

FIGURE 6. Unit step input responses of the S-drone controllers. The red arrows indicate the time interval required for the response to
rise from 10% to 90% of its final value. The vertical green lines show the settling time, which is the time it takes for the response to be
stably within a certain range of the final value (horizontal green lines). (a) The step response of the roll rate controller. (b) The step
response of the pitch rate controller.

B. DESIGN FILES
The design files required to manufacture the S-drone are
summarized in Table 4. The 3D printed parts are provided
in several file formats, including formats compatible with
open-source software (e.g., FreeCAD 0.17-7) and the circuit
board design files are provided in a format compatible
with KiCad, an open-source EDA. For the circuit board,
we provide an archive that contains the complete project
in addition to a quick reference PDF for checking the
functionalities and layout of the PCB. For each of the 3D
printed parts, we provide an archive of multiple file formats
for editing purposes and for submission to a rapid prototyping
facility (e.g., STL, OBJ). For the custom cables, we provide
an archive of the production-ready shop drawings in PDF,
for submission to a cable manufacturer. For the calibration
boards needed for the operation instructions, we provide
print-ready files.

C. ASSEMBLY AND OPERATION INSTRUCTIONS
We provide a detailed video presenting the assembly process
of the S-drone. The video is located in the repository (see
Table 3).

An operation guide is provided in an online repository (see
Table 3) and includes: operation instructions for the S-drone;
operation instructions for the Pixhawk; procedures for
downloading, installing, and configuring the PX4 firmware;
procedures to prepare a system image for the UpCore;
procedures for calibrating the cameras for accurate detection
and vision-based navigation, and instructions for executing
the example routines.

IV. DEMONSTRATIONS OF THE S-DRONE
In this section, we demonstrate the S-drone in basic flight
operations and cooperative behaviors: single-UAV take-off
and hover flight, single-UAV vision-based navigation, and
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FIGURE 7. Control algorithm flow chart for vision-based navigation with the S-drone.

two swarm demonstrations (one multi-UAV flight in a
dynamic formation, and one multi-UAV object transport).

A. SINGLE-UAV TAKE-OFF AND HOVER FLIGHT
This experiment validates stable hover flight of the S-drone
and reports deviation from the target position. In this setup,
the S-drone tracks a static target position and hovers for
10minutes after autonomous take-off. The take-off position is
set as the target position in the xy-plane, and the altitude target
position is set to 1m. Using the cascaded PID controller of the
S-drone, the target position is fed to the position controller,
which triggers the roll and pitch as control inputs.

Fig. 4(a) shows the xy-position of the S-drone during flight.
The S-Drone stays inside a 0.2m radius from the target
xy-position, which is comparable to the performance of a
human operator using a joystick to actuate pitch and roll. This
deviation is reasonable for a UAV that uses onboard sensors
for localization and does not use an external positioning
system.

The x- and y-coordinates relative to the target position
during flight are given in Figs. 4(b-c). For the x values,

the maximum deviation from the target position (green line)
during hover is 0.126m and during take-off is 0.148m. The
mean deviation for the whole flight is approx. 13 cm. For
the y-coordinate values, the maximum deviation from the
target position during hover is 0.18m and during take-off is
0.098m. The mean deviation is approx. 16 cm. The slightly
larger deviation on one axis compared to the other is because,
in practice, the thrust of the rotors will never be perfectly
balanced, and therefore some adjustment is required as the
UAV gains altitude (i.e., it might pitch forward or backward).

The altitude (z-coordinate) values are given in Figs. 4(d-e).
Fig. 4(d) shows the take-off altitude and the relative
z-coordinate values during flight. Due to barometer and IMU
sensor noise, the initial relative z-coordinate value during
the experiment is 0.1m. Therefore, the target position of
1m above the initial take-off altitude is set at 1.1m. The
relative z-coordinate values of the UAV are around 1.1m
during the flight, with a maximum deviation of approx. 0.1m
and an average deviation of approx. 0.05m. Fig. 4(e) shows
the altitude values measured by the downward-facing single-
point LiDAR. The take-off altitude read from the LiDAR is
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FIGURE 8. Autonomous vision-based waypoint navigation.

0.3m (when the S-Drone is sitting on the ground). Therefore,
a LiDAR reading of 1.3m during flight indicates a true
relative altitude of 1m. The LiDAR altitude readings during
hover are recorded around 1.3m, again with a maximum
deviation of approx. 0.1m.

Another important metric for UAVs is attitude control
performance during hover. The attitude controllers must keep
the attitude angles (i.e., roll, pitch, and yaw angles) in certain
intervals during hover. In Fig. 5(a-c), it can be seen that the
recorded roll, pitch, and yaw values of the S-drone show
limited oscillation, with an amplitude of approx 1.5 degrees.
This amplitude of oscillation is small enough that it is not
visually observable during flight.

The attitude control performance of a UAV is directly
linked to the motor control signals. Fig. 5(e) reports the
signals sent to the individual motors of the S-drone during
flight. These values should usually be between the minimum
and maximum configured PWM values (in this case, from
1 000 to 2 000). It can be seen from Fig. 5(e) that all signals
are well within range and not too noisy.

Note that Fig. 5(e) is also an indication of the mass
distribution of the specific S-drone that was built and used in
this experiment (i.e., a second built S-drone will show slight
differences). Fig. 5(e) shows that two motors (indicated as
Output2 and Output3) operate with higher thrust on average
than the other two, because of a slight imbalance in the UAV
mass that can happen during assembly. This mass imbalance
might reduce the maximum achievable thrust and will put
more strain on some of the motors; however, the onboard
flight controller automatically compensates for this so it does
not impact flight stability.

Finally, another metric for UAVs is the unit step input
response of the controllers. The step response is important
because large and rapid deviations from the long-term steady

state can potentially have extreme effects on a UAV. Formally,
the step response of a controller provides information about
the overall stability of the vehicle and its ability to reach a
steady state. From a practical point of view, it is important to
know how a UAV responds to sudden input changes. Fig. 6
shows the step response of the roll and pitch rate controllers
of the S-drone with rising and settling times. The rise time
of both the roll and pitch rate responses is approx. 0.09 s and
the settling time is approx. 0.2 s without overshoot. In this
demonstration, the responses of the S-dronewere fast enough
to maintain stability and the steady state errors remained
relatively small.

B. SINGLE-UAV VISION-BASED NAVIGATION
This experiment validates autonomous flight and vision-based
navigation with the S-drone in a GPS-denied environment.
In this setup, the S-drone autonomously takes-off, hovers, and
flies with a velocity of 0.2m/s while performing waypoint
navigation by guiding itself with fiducial markers (tags).

The flow chart of the control algorithm used for
vision-based navigation is given in Fig. 7. After it receives
a command to start and take-off, the S-drone flies upward
until it reaches its target altitude and then begins searching
for tags in order to start navigating the environment. When
it finds a tag, the S-drone processes the frame, retrieves
the tag information, estimates the position and orientation
of the tag relative to itself, and prepares to fly towards the
tag. It calculates a two-dimensional vector for its new target
position (i.e., the tag position) relative to its current position.
The target position is then provided to the Pixhawk4 flight
controller and the S-drone moves towards the detected tag
and hovers above its center (within a specified offset). After
the first waypoint is reached, the S-drone looks for new
tags. If the S-drone detects a new tag, it repeats the process

VOLUME 12, 2024 43391



S. Oğuz et al.: Open-Source UAV Platform for Swarm Robotics Research

FIGURE 9. Demonstration of multi-UAV flight in a dynamic formation: (a) Initial random placement of the three UAVs. (b) Take-off
procedure. (c) Establishment of a triangle formation. (d) Alternative perspective of the established triangle formation. (e) Start of formation
rotation. (f) UAVs in rotation. (g) Completion of the rotation. (h) Final reconfiguration transitioning from triangular to linear formation.

described above. If no tag is detected at first, the S-dronewaits
for a certain amount of time and makes another detection
attempt while hovering and holding its current position.
After a certain number k of unsuccessful detection attempts,
it decides to land.

In the experiment shown in Fig. 8, the S-drone uses this
control algorithm to follow an ellipse-like path composed of
seven waypoints. Fig. 8 shows the setup of this vision-based
navigation experiment and reports the xy positions of the
S-drone during flight.

C. SWARM ROBOTICS DEMONSTRATIONS
We conduct two multi-UAV demonstrations. The first is
Flying in a formation, in which three S-dronesfly together in
a formation, while updating and rotating the shape, forming
a series of target formations during flight. To establish, main-
tain, and reconfigure these formations, each S-drone needs to
determine the current differences between (a) the real relative
distances and relative orientations of neighboring S-drones
and (b) the current targets. This inter-robot tracking is
accomplished using our method for cooperative feature-level

43392 VOLUME 12, 2024



S. Oğuz et al.: Open-Source UAV Platform for Swarm Robotics Research

FIGURE 10. Demonstration of multi-UAV object transport: (a) Coordinated take-off. (b) UAVs navigating the environment. (c) Arrival at the
target destination. (d) Coordinated descent ensuring safe payload placement.

sensor fusion between robots. Using this inter-robot tracking,
each S-drone determines its relative spatial relationship with
neighboring S-drones and attempts to reach its targets. This
first demonstration (see Fig. 9 and the online movie6) shows
the following procedure: (1) Take-off: Each of the three
UAVs takes off, stabilizing near a target altitude of 1.5 m.
(2) Triangle Formation: After take-off, the UAVs establish
a triangular formation. (3) Formation Rotation: With the
triangular formation shape intact, the UAVs undertake a
synchronized turn. (4) Line Formation: The UAVs then
reconfigure into a linear arrangement according to new
targets for their relative positions and orientations.

The second demonstration is Cooperative object trans-
port, in which two S-drones collaborate to transport a hung
payload (i.e., an object hanging from two attachments, one
to each S-drone). Here, the S-drones again use inter-robot
tracking via cooperative feature-level sensor fusion to main-
tain their target relative spatial relationship, in this case while
collaboratively lifting and transporting a hung payload. This
demonstration (see Fig. 10) shows the following procedure:
(1) Take-off: With the payload securely attached, the UAVs
execute a coordinated take off, keeping the payload supported
on both sides, and stabilizing near a target altitude of
1.5 m. (2) Object Transport and FormationMaintenance:
After take-off, the UAVs move towards a target landmark

6https://osf.io/h9azb

while maintaining a side-by-side formation with fixed target
UAV–UAV x, y distances. The UAVs need to continuously
adjust to each other’s movements in order to maintain this
formation despite disturbances introduced because of the
hung payload. (3) Endpoint Descent: When reaching the
target landmark, the UAVs execute a coordinated landing to
achieve gentle placement of the payload.

V. CONCLUSION
We have presented the S-drone, a completely open-source
UAV platform for swarm robotics research. The hardware
platform supports swarm robotics research with UAVs using
only onboard sensors and positioning. Future work could
extend the support software for external disturbances (e.g.,
wind) to reduce the potential customization and tuning work
for future researchers working in outdoor conditions.
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