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ABSTRACT Given the nature of time series and their vast applications, it is essential to find clustering
algorithms that depict their real-life properties. Among the features that can hugely effect the options
available for time series are overlapping and hierarchical properties. In this paper a novel approach to
analyze time series with such features is introduced. Using the two concepts of network construction and
link community detection, we have attempted to analyze and identify the mentioned properties of time series
using data that is often gathered first hand. The proposed algorithm has been applied using both recent and
common similarity measures on ten synthetic time series with hierarchal and overlapping features, alongside
various distance measures. When testing the proposed approach, the element-centric measure of similarity
indicated a clear increased accuracy for this algorithm, showing the highest accuracy when used alongside
the Dynamic Time Warping distance measure. Moreover, the proposed algorithm has been very successful
in identifying and forming communities for both large and small time series, thus solving another one of the
main issues previous algorithms tended to have.

INDEX TERMS Network science, community detection, time series, machine learning, dynamic time
warping.

I. INTRODUCTION
Today, a vast amount of data in various fields in science,
such as economics [43], business [1], [26], healthcare [8],
[59] and social sciences [38], is captured in the form of
time series [29], [34]. Each time series, while consisting
of a sequence of temporal data, can also be seen as a
single object, often showing similar properties to other
time series [63]. Clustering is a data mining technique
which involves identifying similar features between various
data series and placing them into homogenous or related
groups, also known as clusters. The basis for these clusters
is grouping data series with maximum inter-similarity and
minimum intra-similarity. By using this technique, more
knowledge can be gained regarding the datasets and therefore
extracting results from the data can become more easy.
Following the definition of clustering, time series clustering
is a technique that its’ objective is to partition time series
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data into clusters, groups containing time series with the
maximum measure of similarity.

Time series clustering is a challenging task, for it usually
includes data with high dimensions, and often large volumes
and demands minimum attention to the noise that is often
found in the time series, and a detailed analysis of the patterns
within a time series [2]. Due to the importance of time
series, and the valuable information that can be revealed
through clustering such datasets, there has been an emerging
interest in developing different clustering techniques [33].
Although previous methods all show a desirable accuracy for
well-known datasets, many fail to capture some important
features that often accompany realistic time series. While
it is common practice to classify nodes to a single cluster,
many real life datasets show a tendency to contribute to
various clusters within their dataset, and while many of
the current clustering methods work well when clusters are
well separated, many break down when clusters overlap or
intersect [17]. This leads to the important issue of overlapping
in time series, an issue that must be considered when

41102

 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0001-9469-5648


Y. Ghahremani, B. Amiri: Time Series Overlapping Clustering Based on Link Community Detection

approaching and analyzing data gathered from the real world.
In addition to overlapping, datasets of a hierarchical nature
allow us to see beyond the macro scale of communities, and
thus analyzing these two aspects together, helps us better
understand datasets gathered in real life [49].

An important research domain for studying time series
is performed through complex network analysis, i.e. the
complex network construction of nodes and links between
data samples [16], [58], [60], [69]. This method has shown
promising results, as community detection methods have
shown to accurately reflect structural properties and temporal
changes in these datasets [5]. In this context, community
detection techniques are often based on the concept of having
unique nodes and attempt to detect communities in time
series by clustering the nodes in the datasets. While this may
be true for some datasets, it is often seen in real life that
the relationships between the nodes are more unique, and
therefore, in order to gain better understanding of time series,
unique links must be the focus of our community detection
and clusters must be defined by the membership of links
within a network of time series.

In this paper, we propose the technique of link community
detection for overlapping and hierarchical time series with
networks formed by the K-Nearest Neighbor analysis of time
series. In section II, the previous literature is reviewed. The
next sections explain the steps in our proposed technique and
the datasets respectfully. Finally, we discuss the results of
applying the method to the datasets.

II. RELATED WORKS
Previous research has classified clustering methods into
six main categories; Partitioning, Hierarchical, Grid-based,
Model-based, Density-based clustering and Multi-step clus-
tering algorithms [51], [55], [64]. Hierarchical clustering
involves building a hierarchy of clusters and can be done
using agglomerative or divisive algorithms [9]. Among com-
mon agglomerative algorithms are Single linkage, Average
linkage, Complete Linkage and Ward’s method [44], and
DIANA and bisecting k-means are among the divisive
algorithms [12], [28]. Hierarchical algorithms tend to be
weak in quality due to the fact that they cannot adjust
clusters after splitting or merging a cluster. In order to tackle
this issue, hierarchical algorithms are often combined with
hybrid clustering approaches. Partitioning clusteringmethods
partition n unlabeled objects into k clusters [2], [55]. Among
some of the well-known partitional algorithms are k-means
and k-medoids. Compared to hierarchical algorithms, these
algorithms are fast and are commonly used for time series
clustering among researchers [15], [16], [17]. Since both k-
means and k-medoid algorithms define cluster membership
in a ‘‘crisp’’ manner, the fuzzy c-means and c-medoid
algorithms were introduced and later on developed for the
purpose of time series clustering [18], [20], [22], [23]. Model
based clustering, is another category of time series clustering
methods which was first mentioned and proposed by Wolfe

and is based on the idea of defining clusters via a mixture
model [40]. Since then, many researchers have contributed
to this method of clustering [18], [19], [39], [41], [50]. This
method has been often regarded as slow especially for large
datasets and requires defining parameters that can contribute
to the overall inaccuracy. Density based clustering algorithms
are among other clustering methods and there have been
many attempts for expanding them and implementing them
in different fields but are often too complex to be applied for
time series clustering [10], [25], [27]. Grid based and multi-
step clusteringmethods are also known to not be useful for the
analysis of real life datasets due to their complex and timely
process.

The idea of applying network community detection
methods for time series was first stated by Zhang [70]. What
was proposed in the paper was to primarily build a 1-NN
network based on the similarity between pairs of the time
series. After choosing nodes having the large numbers of
neighbors as candidates for the clustering, with the use of the
DTW distance measure and hierarchical clustering method,
each candidate node is clustered. Gao also proposed a
network based clustering method for time series that allowed
the detection of clusters with random shapes [20]. Another
paper also working in the field of time series clustering by
the use of community detection methods for networks is
proposed by Ferreira et. al [16]. This paper, uses networks
of datasets, whose links are our only inputs, as the main
data for its algorithm and performs community detection
methods on time series. The results of using this method,
in comparison to other methods, has shown promising results
and less complexity that although not studied and researched
by previous research, could be particularly useful in the case
of clustering time series that have complex characteristics,
such as overlapping or hierarchical properties. The most
recent article discussing the usage of community detection
for overlapping datasets is also discussed through the work
of Garrels et. al, where a faster and parallelized version of the
FOX community detection for weighted graphs is introduced
to handle the detection of such classes within solely large
graphs [21], [37].

Although the first research related to community detection
methods dates back to the 1970s, with research done
in mathematical sociology and circuit design, Newman
and Girvan’s work on the modularity in complex systems
is known for being one of the main researches in the
field of network science research [14], [36], [45], [53].
Since then, various algorithms for community detection
have been developed. These algorithms can be divided
into two categories, heuristic methods and optimization
methods, although both require a criterion to evaluate
community partition [57]. A commonly used criterion is the
modularity Q criterion proposed by Girvan-Newman, which
suggests defining community structures as node groups
quantitatively.

Despite the wide use of this method, due to the increasing
density of intra-connections for overlapping datasets, the
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modularity Q algorithm cannot be used for overlapping
communities. The Fastgreedy algorithm, is basically a fast
implementation technique of the modularity Q algorithm
as was proposed by Clauset [13]. This algorithm attempts
to form new communities by merging those that show
a maximum amount of improvement in the modularity
score. This process continues until there are no more
observations of improvement in the modularity score [46],
[67]. Another algorithm is the Infomap algorithm, first
mentioned by Rosvall. This algorithm finds communities
using random walks and the concept of information diffusion
and recognizes the most important properties of a network
and showcases them in a map [16], [46], [67]. The Walktrap
algorithm is a hierarchical community detection algorithm
that was suggested by Latapy [48]. The basic concept of
this algorithm is that short distanced random walks are
likely to stay in the same community. This method, which
uses the same greedy strategy as the Fastgreedy algorithm,
merges two adjacent communities after calculating their
distances and then updates the distance between the com-
munities. The process in this algorithm is repeated N-1
times [16], [46], [67].

The Leading Eigenvector algorithm was also suggested by
Newman. It is based on the concept of using the eigenvalues
and the eigenvectors of the modularity matrix for spectral
optimization of modularity.

Another community detection method was introduced as
the Label Propagation method and it suggests assuming that
each node in the network belongs to the same community
that the majority of its’ neighbors do. After listing the nodes
in the networks in a random sequential order, each node
is assigned to the same community the majority of its’
neighbors are in [32]. The Spinglass algorithm is based on the
Potts model, a generalization of the Isingmodel for more than
two components and themain concept of this algorithm is that
nodes belonging to the same spin must have edges connected.
This algorithm continues for a given number of steps [52],
[65], [67].

The Louvain algorithm for community detection also
optimizes a quality function such as the modularity in 2 steps:
1) local moving of nodes and 2) aggregation of the network.
In the first step, individual nodes are moved to a community
that results in the largest increase in the value of the quality
function. In the second step, an aggregate network is created
with attention to the partition that was obtained in the
previous step [61].

The application of the Genetic algorithm has also been
studied for the purpose of community detection. Although
the paper was originally set to use applications of this
method in Artificial Intelligence, the method itself gained
a lot of attention, due to its’ novelty and for its’ proposed
practicality, claiming that suitable results are gained for
sparse solution spaces of real-life problems. As a result of this
interest, many different algorithms were proposed by various
researchers, each developing the Genetic Algorithm with
attention to specific details. A recent algorithm suggested

is the GA-Net +, which suggests using the concept of line
graph, but due to the genuine nature of the algorithm, fails
to be recognized as a link based overlapping community
detection method [47], [57]. A recent contribution uses multi-
objective Genetic Algorithm and Fuzzy theory [31]. A link
clustering algorithm for overlapping communities has also
been proposed by Ahn [3], [71]. Evans has suggested that
any algorithm that is capable of producing a partition of
nodes, may be used for producing a partition of links [15].
Another algorithm is suggested and extends the map equation
algorithm for link community detection [30]. Also, other
research in the field includes the Extended Link Clustering
method or ELC, which uses the Extended Link Similarity
or ELS, to create denser transform matrices [24]. Another
overlapping community detection algorithm tries to optimize
network modularity through the use of the parliamentary
optimization algorithm and attempts to analyze the overlap-
ping communities in social networks [4]. A link clustering
algorithm that is based on the density in order to improve
the accuracy of overlapping community detection has also
been suggested [71]. A memetic link clustering algorithm for
detecting overlapping communities and identifying densely
connected group of links on the weighted line graph was also
suggested in 2018, but as stated by its’ authors, it can be very
time-consuming [35].
For this paper, we have compared classic algorithms for

detecting communities in time series which many researchers
before us have and still continue to compare results of
their novel algorithms to. Therefore, we have attempted
to compare results from our proposed method with those
of the node community detection, Louvain, Fastgreedy,
Walktrap, Infomap, Leading Eigenvector, Label Propagation
and Spinglass algorithms.

III. THE PROPOSED METHOD
Although many clustering methods have been suggested
through the work of many researchers in the field, these
techniques often require some sort of presumptions regarding
the attributes of the time series being studied. However,
in real life, we often encounter time series that possess many
characteristics, few of whichwe can surelymake assumptions
about. One characteristic that if found in clusters, can
have undesirable results if used with conventional clustering
methods is overlapping. Hierarchy is also another important
attribute that is often assumed regarding the nature of the
experiments done. Figure 1 shows overlapping properties
often found in real life time series.

Despite the abundant amount of research done in the case
of clustering for hierarchical overlapping datasets and link
communities, our research is the first to apply link community
detection methods to overlapping hierarchical time series of
which no networks are predefined.

In our proposedmethod, the first distances between pairs of
the time series are calculated. After normalizing the distances
calculated, by using the method of K-Nearest Neighbors,
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FIGURE 1. Overlapping communities.

a network of nodes with links between various time series is
constructed. Finally, by using the method of link community
detection, communities with the main focus on the unique
links in the network are created. It is important to note that
following the discussion made by Shang et. al, the nature of
the datasets and the purpose of this paper, herewe focus on the
definition of communities that emphasize on dense internal
relations, while also paying attention to the sparse relations
external relations present [45], [56]. After plotting our results,
we then attempt to test the accuracy of such results for various
time series. Although many measures, internal and external,
exist that can evaluate the accuracy of results obtained
via our method, due to the limitations that indexes have,
we decided to evaluate the quality of our communities using
the element-centric clustering measure of similarity. This
measure, which has unified the comparison of clustering with
disjoint, overlapping and hierarchal characteristics, evaluates
similarity between elements by the relationship induced by
the cluster structure [22].

A flowchart of the steps in our proposed method has been
shown in figure 2.We attempt to explain our proposedmethod
in 5 steps using one of our synthetic time series, abbreviated
as sts1.

FIGURE 2. Steps of the proposed model.

Step 1: Calculating the distance between each pair of time
series using the Dynamic Time Warping (DTW)

In this step, by defining each time series as a node,
we attempt to find the distance between each pair of time
series in our datasets. One method is by defining these
distances in accordance to two classifiers: Euclidean and Non
Euclidean. Euclidean space has some real-valued dimensions
and dense points and there is often an understanding

regarding the average of two points. On the other hand, non-
Euclidean distances are based on the properties and attributes
of points and not their location in space. In the case of
time series distance measures, they may also be defined into
four categories, Shape-based, edit-based, feature-based and
structure-based [16]. Shape based measures directly compare
the raw form of data for a pair of time series. Although being
intuitive, parameter-free and having a linear complexity of
the length of the time series, they are both misaligned in time
and are sensitive to noise. The most common form is LP
norms [16]. Lock step measures are also distance measures
that calculate the distance for solely fixed pairs of data points,
while elastic measures are designed to cover this issue. The
most famous elastic measure is Dynamic Time Warping or
DTW. In this method, two time series are aligned using the
shortest warping path in a distance matrix. The time series
axis may be compressed or stretched to achieve a reasonable
fit, thus a template can match a large variety of time series.
This allows us to better find patterns in time series outcomes
of various types of research. Despite the Euclidean distance
measure being efficient, it results are often very intuitive. The
Euclidean distance fails to recognize identical time series that
have a slight shifting along the time axis. In this case, the
DTWmeasure gives intuitive distance measures, by ignoring
both local and global shifts in time dimensions [54].

Another classic distance measure often mentioned by
research papers in the field is the Manhattan distance
measure. The Manhattan distance measure can simply be
defined as the sum of absolute differences of elements. STS
distance is another distancemeasure which considers the time
series as precise linear functions and proceeds to measure
differences of slopes between them [42]. DISSIM is also a
distance measure designed to deal with time series that have
been collected at different sampling rates. The Complexity
Invariant Distance (CID) is a complexity invariance that uses
the Euclidean distance with complexity differences between
two time series as a correction factor [7]. Edit based distance
also measures calculate the distance between two time series
by calculating the minimum number of operations required
to transform a time series into another [16]. The Levenshtein
distance is also another method that calculates the distance by
counting the number of deletions, insertions or substitutions
required to transform a string to another [62].

Feature based distances extract a number of features from
the time series and proceeds by comparing the extracted data.
Discrete Wavelet Transform or DWT is a domain transform-
ing technique for hierarchically decomposing sequences [68].
The Integrated Periodogram measure (INTPER) uses the
integrated periodogram of time series to calculate the
distance [11]. Structure based distance measures like the
Hidden Markov Models or HMM, use some parametric
models representing time series in order to identify higher
level structures [16]. Auto Regressive Moving Average or
ARMA is based on the current idea that the current value of
time series can be expressed as the linear combination of past
values [66].
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For the calculations in this step, we can opt to use from
a large variety of distance functions. In this paper, we have
opted to use the Dynamic Time Warping Distance. This
distance measure allows us to better convey the similarity of
time series which aren’t aligned. The Dynamic TimeWarping
method is used in the manner explained through previous
research done in the field. The DTWdistance matrix is shown
in the figure below.

FIGURE 3. DTW distance matrix for sts1.

Step 2: Creating network of nodes and links in the time
series using the K-Nearest Neighbor (KNN) technique

This technique allows us to find a primary network by
analyzing the K nearest neighbors of a node. This method
allows us to find links between nodes in the manner that can
be used in link community detection algorithms and given
in the state of real life data, this option assists us in finding
properties of time series which are often the outcomes of
research and can greatly contribute to finding links between
each of these observations, information that given the nature
of some experiments and the great number of time series,
cannot be fully and accurately defined. An example of an
overlapping network outcome for a synthetic and simulated
time series with overlapping and hierarchical properties based
on the Coffee time series is shown in figure 4.
Step 3: Extracting a Link Community from the network of

nodes and links in the time series
In this step, using the network defined in the previous step,

link community detection using the Louvain algorithm is used
to create a community. An example of a community detection
outcome is shown in figure 5, where the dendrogram for
the previous network using the link community detection
algorithm is calculated.

Step 4: Plotting the link community of the Time Series and
extracting matrix of results

Given that in the dendrogram shown is for link community
detection and that links are clustered, in order to better
understand the community calculated and the properties the
algorithm has identified in previous steps, we attempt to
plot the outcome of our algorithm and receive the matrix
including the number of nodes belonging to a single cluster,

FIGURE 4. Network outcome for a series of synthetic overlapping time
series based on the coffee dataset.

FIGURE 5. Link community detection using the average Hierarchical
method for overlapping hierarchical time series.

FIGURE 6. Plot of link community detection algorithm applied to a
synthetic dataset with overlapping hierarchical time-series.

ones belonging to more than one cluster, given that we expect
our time series to at least belong to one cluster, so that we can
classify its’ information, especially in the case of big data,
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where it is often seen that time series usually show behavior
somewhat similar to previous data. Figure 6 shows the plot
depicting the community of the network defined in figure 6.

Step 5: Applying the element-centric similarity measure
for evaluating the results

Finally, we attempt to understand the results of applying
this algorithm and compare it in terms of its’ similarity
to the real life classes that had previously been defined.
For this purpose, both the Jaccard and Element Centric
similarity measure have been used. We have explained the
concept and equations for each similarity measure in previous
parts.

IV. DATA
Although there aremany real life time series with overlapping
and hierarchical qualities, it is important to note that time
series with such properties and pre-defined classes were not
available. Due to the importance of using time series with
such qualities and in order to prevent any under fitting and
overfitting clustering, we have attempted to use time series
with distinct, non-overlapping classes and have simulated
datasets from these sources that have the characteristics
desired. For the purpose of this research, we have used
synthetic time series based on some datasets like the Coffee,
SonyAIBOrobotsurface2, Epilepsy, NATOPS, PowerCons,
ECG, UMD and Beef time series, all acquired and down-
loaded from The UEA & UCR Time Series Classification
Repository [6]. In addition to the stated time series, an attempt
to cluster time series with overlapping qualities, such as
the Smooth time series have been depicted in the research.
An overview of one of the synthetic time series is shown in
figure 7. Also, table 1 includes some information regarding
the synthetic time series produced.

FIGURE 7. Overview of the time series in sts 3.

V. RESULTS AND DISCUSSIONS
As it had been previously mentioned, we measured our
proposed method by using time series based on real distinct
data and attempted to create synthetic data based on the
ground truth that was available. In this section, we discuss
results gathered by using the element centric similarity
measure and compare community outcomes for each method.
Based on the fact that using the KNN method for big data is
very time consuming and that can also result in inaccuracies,
we have also chosen to depict results of our algorithm for

TABLE 1. Properties of the synthetic time series used.

our relatively bigger time series using the εNN method.
In the following tables, the average and standard deviation
of the element centric, F-measure and Jaccard similarity
measures are calculated for each algorithm of community
detection, and an instance of performance of the algorithm
using various distancemeasures, for a K and ε value, is shown
and measured. It is worth noting that the proposed algorithm
attempts to consider overlapping data points of more than
45 percent as clusters and fewer percentages of overlapping
as overlapping clusters, something that given the nature of
overlapping data, is understandable.

As noted from Table 2, our proposed method seems to
find the most accurate results using the DTW distance with
an accuracy of 0.85809 for a small time series such as sts
1. Based on the promising results gathered from using the
DTW distance, we proceeded to use this distance measure as
the basis for calculating the average and standard deviation
for a variety of K values. Table 3 shows the results gathered
for a variety of algorithms. As shown in the table, in terms
of understanding the time series, the proposed method has
been more capable of identifying similarities which are in the
nature of the dataset, with a distinguishable element centric
average of 0.72543, F-measure average of 0.82604 and
Jaccard average of 0.75513.

For the synthetic time series 2, the DTW distance measure
proved to be a great match for our proposed algorithm.
Following the results, table 4 shows the Average and Standard
Deviation of similarity measures for this time series when
using the DTW distance, which depicts promising results.
The proposed algorithm has an average value of 0.7675 of
the element-centric measure, 0.7799 of the F-measure and
0.6452 of the Jaccard similarity measure, which are all
noticeably higher than the other algorithms being studied in
this article. To compare the results of using different distance
measures, the Euclidean and Manhattan distance measures
were applied to the dataset and table 5 depicts the values of
similarity measures for the best K value of 19.
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TABLE 2. (a) Similarity measures between communities detected and ground truth by various algorithms using the DTW distance measure, for sts 1 with
ground truth data acquired from K=18. (b) Similarity measures between communities detected and ground truth by various algorithms using the
Euclidean distance measure, for sts 1 with ground truth data acquired from K=18. (c) Similarity measures between communities detected and ground
truth by various algorithms using the Manhattan distance measure, for sts 1 with ground truth data acquired from K=18.
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TABLE 3. The average and standard deviation of similarity measures for sts 1.

TABLE 4. The average and standard deviation of similarity measures for sts 2.

FIGURE 8. Node community detection fails to recognize overlapping
properties of time series.

The first algorithm performed on this time series was the
Louvain method for community detection. Figure 8 shows
the outcome of our code for a K value of 19. As it may be
seen, this algorithm fails to recognize and create communities
with the properties mentioned, something that results in a

FIGURE 9. Node community detection fails to recognize overlapping
properties of time series.

low element- centric measure of similarity outcome when
compared to the ground truth. The three similarity measures
have been calculated for this time series and as it can be
viewed, as a result of not recognizing overlapping, the three
outcomes are very low.
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TABLE 5. (a) Similarity measures between communities detected and ground truth by various algorithms using the DTW distance measure, for sts 2 with
ground truth data acquired from K=19. (b) Similarity measures between communities detected and ground truth by various algorithms using the
Euclidean distance measure, for sts 2 with ground truth data acquired from K=19. (c) Similarity measures between communities detected and ground
truth by various algorithms using the Manhattan distance measure, for sts 2 with ground truth data acquired from K=19.

Next we approached the Fastgreedy algorithm for commu-
nity detection. Although there is a slight improvement in the

recognition of clusters, this method has failed to recognize
overlapping qualities and still isn’t able to fully distinguish
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TABLE 6. The average and standard deviation of similarity measures for sts 3.

TABLE 7. (a) Similarity measures between communities detected and ground truth by various algorithms using the DTW distance measure, for sts 3 with
ground truth data acquired from K=8. (b) Similarity measures between communities detected and ground truth by various algorithms using the Euclidean
distance measure, for sts 3 with ground truth data acquired from K=8.
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TABLE 7. (Continued.) (c) Similarity measures between communities detected and ground truth by various algorithms using the Manhattan distance
measure, for sts 3 with ground truth data acquired from K=8.

TABLE 8. The average and standard deviation of similarity measures for sts 4.

TABLE 9. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 4 with
ground data acquired from K=26.
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TABLE 9. (Continued.) (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean distance
measure, for sts 4 with ground data acquired from K=26. (c) Similarity measures between communities detected and ground data by various algorithms
using the Manhattan distance measure, for sts 4 with ground data acquired from K=26.

TABLE 10. The average and standard deviation of similarity measures for sts 5.

members of clusters accurately. As it can be seen in table 5,
the element-centric similarity measure shows a similarity of

0.51254 for the best k value of 19 and an average element-
centric similarity of 0.47739 based on Table 4.
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TABLE 11. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 5 with
ground data acquired from K=29. (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean
distance measure, for sts 5 with ground data acquired from K=29. (c) Similarity measures between communities detected and ground data by various
algorithms using the Manhattan distance measure, for sts 5 with ground data acquired from K=29.

41114 VOLUME 12, 2024



Y. Ghahremani, B. Amiri: Time Series Overlapping Clustering Based on Link Community Detection

TABLE 12. The average and standard deviation of similarity measures for sts 6.

TABLE 13. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 6 with
ground data acquired from K=15. (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean
distance measure, for sts 6 with ground data acquired from K=15.
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TABLE 13. (Continued.) (c) Similarity measures between communities detected and ground data by various algorithms using the Manhattan distance
measure, for sts 6 with ground data acquired from K=15.

TABLE 14. The average and standard deviation of similarity measures for sts 7.

As for the infomap algorithm, although clusters have
different structures and each cluster includes different nodes,
yet improvements are identical to those of the Fastgreedy.
Figure 9 shows the outcome of this algorithm when used on
sts 2.

In addition to the methods used, other algorithms, includ-
ing Spinglass, Leading Eigenvector walktrap have also been
performed on the datasets, yet results were not as promising
as the Label propagation and proposed algorithm. The Label
propagation method comes in second when using the DTW
and Euclidean distance measures, losing to the proposed link
community detection algorithm. For our proposed algorithm,
it can be said that accurate overlapping properties were
all found within datasets using different distance measures,
something that indeed shows the utility of our method when
used on real life time series, with overlapping and hierarchal
properties.

Tables 8, 10 and 12 depict the average and standard
deviation for sts 4,5,6. The results depicted in these tables
all indicate an increase in preciseness and accuracy of our

proposed algorithm. As applied before, we tested other
distance measures for a variety of K values and have
shown the results for the best K value as an example. For
sts 4, an average element-centric similarity of 0.65226 was
calculated, while neither of the other algorithms have an
average similarity score value above 0.45. Similar results can
be seen in table 8, as the F-measure and Jaccard similarity
of our proposed method depicts values larger than those
obtained from using other algorithms, to the point that when
comparing results of the Jaccard similarity between the
proposed algorithm and the Spinglass algorithm, an increase
of more than twice the value of similarity was obtained from
our algorithm.

As for sts 5, which was based on the ECG dataset, an amaz-
ing average of 0.80318 was evaluated for the element-centric
similarity of our algorithm, which clearly stands higher
than the results of those algorithms in comparison with it.
In addition to the results mentioned, both the average F-
measure and Jaccard similarity measure of our algorithm is
above 0.97.
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TABLE 15. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 7 with
ground data acquired from K=26. (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean
distance measure, for sts 7 with ground data acquired from K=26. (c) Similarity measures between communities detected and ground data by various
algorithms using the Manhattan distance measure, for sts 7 with ground data acquired from K=26.

For sts 6, an average value of 0.576714532 was seen for
the element-centric similarity of our algorithm, and the best

K value of 15 showed a similarity value of 0.63899, which in
comparison shows a similarity more than all the algorithms in
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TABLE 16. The average and standard deviation of similarity measures for sts 8.

TABLE 17. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 8 with
ground data acquired from ε = 0.5. (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean
distance measure, for sts 8 with ground data acquired from ε = 0.5.

study. This shows that for data similar to the dataset, which is
based on the UMDdataset, using the algorithm can accurately

understand the properties of time series and therefore detects
more realistic communities.
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TABLE 17. (Continued.) (c) Similarity measures between communities detected and ground data by various algorithms using the Manhattan distance
measure, for sts 8 with ground data acquired from ε = 0.5.

TABLE 18. The average and standard deviation of similarity measures for sts 9.

For sts 7, we attempted to use the NATOPS time series.
As depicted in tables 14 and 15, while the proposed algorithm
gained a low element centric score, the value wasn’t very
far from the results obtained from other algorithms. This
shows that in its’ worst case, our algorithm can still provide
useful and true information. Also, the average F-measure
showed an increase in value, suggesting that the algorithm has
been successful in understanding true and false memberships
within clusters.

As for sts 8, very impressive results were seen. Sts 8 is
based on the Smooth dataset, which has 150 objects and a
length of 15. For this dataset, the average element centric
value for our algorithm is 0.92600 and for ε = 0.5 we
can see that the proposed algorithm has shown similar
results to the Infomap and Label Propagation methods.
Table 16 shows that despite this similarity, the overall
performance of our algorithm is higher than those of the
two algorithms mentioned. Not only is the element-centric
similarity average higher, but also the average F-measure
similarity is 0.98974 and Jaccard similarity average is
0.98052, higher than any other of the algorithms studied.
In addition to the results, the standard deviation of all three

similarity measures for our algorithm is smaller to those
of Infomap and Label Propagation. This means that given
various values for ε = 0.5, results are similar to one another
and the algorithm has been able to successfully recognize the
true communities that each link belongs to.

Finally, sts 10 results show that for this dataset, which is
based on the beef dataset, the average element-centric for all
algorithms are similar and about 0.27, yet for the proposed
algorithm in this paper, the average is about 0.39951, the
F-measure average is 0.47989 and the Jaccard similarity
average is 0.317924.

For sts 9, our algorithm was capable of creating an average
element-centric similarity value of 0.791339 and a best case
of similarity in ε = 0.85, 0.835144, while also showing an
average 0.83603 and 0.72256 for the F-measure and Jaccard
measure of similarities, respectively. This means that our
algorithm, although not creating the best element-centric
value, is arguably one of the best algorithms for community
detection for datasets similar to the PowerCons dataset. not
creating the best element-centric value, is arguably one of the
best algorithms for community detection for datasets similar
to the PowerCons dataset.
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TABLE 19. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts 9 with
ground data acquired from ε =0.85. (b) Similarity measures between communities detected and ground data by various algorithms using the Euclidean
distance measure, for sts 9 with ground data acquired from ε =0.85. (c) Similarity measures between communities detected and ground data by various
algorithms using the Manhattan distance measure, for sts 9 with ground data acquired from ε =0.85.

As it can be seen in the tables 16-21, various measures
of similarity calculated for the three time series, all indicate
a high consistent level of accuracy. This is mainly because
of the fact that in this algorithm, careful attention is

given towards the identifying overlapping properties of
communities, instead of detecting new classes, which all
other algorithms tend to do. Given the value of importance
that the element-centric similarity measure pays to these
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TABLE 20. The average and standard deviation of similarity measures for sts 10.

TABLE 21. (a) Similarity measures between communities detected and ground data by various algorithms using the DTW distance measure, for sts
10 with ground data acquired from K=10. (b) Similarity measures between communities detected and ground data by various algorithms using the
Euclidean distance measure, for sts 10 with ground data acquired from K=10.

properties, we can clearly understand that this algorithm
will gain a high value from this measure. But this reason
alone cannot prove our statement. The use of other well-
known and common similarity measures also contributes
to the accuracy that the element-centric similarity measure
has calculated and all show a great amount of accuracy in

the communities produced which shows that the algorithm
has been successful in not only identifying overlapping
and hierarchal properties, but has also been successful in
acknowledging clusters that solely belong to a cluster and do
not show properties of those with overlapping and hierarchal
properties.
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TABLE 21. (Continued.) (c) Similarity measures between communities detected and ground data by various algorithms using the Manhattan distance
measure, for sts 10 with ground data acquired from K=10.

VI. CONCLUSION
Given the nature of time series and their vast usage in
various fields of science, it is essential to find clustering
algorithms that depict the real-life properties of such
valuable datasets. In this paper, using the algorithm of
link community detection, we introduce a new method that
identifies properties of overlapping and hierarchy often found
in real life data, by creating a network with the links within
the time series and then applying link community detection
algorithm to the newly defined network. For this research,
data was synthetically produced based on famous time series
available and results analyzed by the element-centric measure
of similarity have indicated a clear increased accuracy for
this algorithm with well-known distance measures, having
the highest accuracy when used alongside the DTW distance
measure, thus indicating how effective this algorithm can
be in analyzing natural time series. The proposed algorithm
has also been very successful in identifying and forming
communities for both large and small time series, thus solving
one of the main issues previous algorithms tend to have.

VII. FUTURE WORK
Building on the foundation laid by prior research and the
findings presented in this study, it becomes evident that
investigating the topological characteristics of time series and
their integration into the methodologies outlined herein holds
significant promise. Furthermore, delving into the creation
of networks and harnessing topological data analysis (TDA)
for such endeavors presents an intriguing avenue for future
exploration. To this end, a comprehensive research agenda
can be articulated, expanding upon the preliminary concepts
introduced:
1. In-depth Study of Topological Properties in Time Series

Analysis
Objective: To conduct a comprehensive investigation into

how the inherent topological features of time series data
influence predictive modelling and analysis. This includes
exploring the persistence of certain shapes within the data

and how these can be quantified and utilized for improved
forecasting accuracy.

Methodology: Employ advanced topological data analysis
(TDA) techniques, such as persistent homology, to extract
and analyze topological signatures from various time series
datasets. This will involve developing metrics for quantifying
the topological robustness of time series and assessing their
impact on model performance.

Expected Outcomes: The goal is to establish a clear
correlation between the topological properties of time
series data and their predictability. This could lead to the
development of new models or the enhancement of existing
ones, which explicitly incorporate topological information
for better forecasting.
2. Application of TDA in Network Formation from Time

Series
Objective: To explore the potential of applying topological

data analysis in understanding and modeling the formation
of networks derived from time series data. This involves
identifying underlying patterns and structures that lead to the
emergence of networks and how these can be leveraged for
predictive insights.

Methodology: This research will involve creating networks
from time series data, where nodes represent key features or
segments of the data, and edges represent their temporal or
causal relationships. TDA techniques will be applied to these
networks to uncover hidden structures and dynamics. This
will include using TDA to analyze the evolution of networks
over time and how topological changes correlate with external
events or states.

Expected Outcomes: The aim is to develop methodologies
that can predict or explain the formation of networks from
time series data, providing insights into the dynamics at
play. This could have applications in various fields such
as finance, where market dynamics are studied, or in
climatology, where understanding the interaction between
different climate variables is crucial.
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3. Integration of TDA with Existing Time Series and
Network Analysis Methods

Objective: To integrate TDA with conventional time series
and network analysis methods, enhancing their capability to
capture complex patterns and structures. This includes the
development of hybrid models that combine the strengths
of TDA and traditional statistical or machine learning
approaches.

Methodology: Develop and test new algorithms that
incorporate TDA features into time series forecasting and
network analysis models. This will involve comparative
studies to benchmark the performance of hybrid models
against traditional approaches, with a focus on their ability
to handle non-linear and complex data structures.

Expected Outcomes: The development of a new class
of models that offer superior performance in analyzing
and predicting time series and network phenomena. These
models would be particularly valuable in dealing with high-
dimensional, complex datasets where traditional methods
struggle to capture the underlying dynamics.
4. Cross-Disciplinary Applications and Case Studies
Objective: To apply the developed methodologies and

models in a range of real-world scenarios across different
domains, demonstrating their versatility and effectiveness in
uncovering insights from complex datasets.

Methodology: Conduct case studies in diverse fields such
as economics, biology, climate science, and social media
analysis, applying the new TDA-enhanced methods to solve
specific problems. This will also involve collaborations
with experts in these domains to ensure the relevance and
applicability of the approaches.

Expected Outcomes: A portfolio of case studies that
showcase the utility of incorporating topological properties
into time series and network analysis. These examples will
not only validate the methodologies but also highlight their
potential to contribute to advancements in various scientific
and industrial fields.

By pursuing these extended lines of research, the study
aims to push the boundaries of how topological data analysis
can be harnessed to gain deeper insights into time series
and networks, opening new avenues for innovation in data
analysis and predictive modelling.
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