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ABSTRACT Disease outbreaks and pandemics show us how important it is to limit the spread of diseases.
One common indicator of many ailments is body temperature. It’s a measurement that can be taken
quickly, also using contactless methods. However, it is necessary to ensure the methodological correctness,
repeatability and reliability of such measurement. In this manuscript, we introduce a non-intrusive approach
for individual body temperature assessment that adheres to the stipulated criteria outlined by ISO/IEC 80601-
2-59 standard. The measurements are performed at specific regions of interest (ROIs) of a human face, at the
inner canthi of both eyes, which show high robustness to the environment temperature change. The method
utilises the fusion of RGB-D (red, green, blue and depth) and thermal cameras. The system detects the ROIs
on the RGB image employing deep learning methods and transfers them to the thermal image, from which
the temperature can be read. The system was tested on our validation dataset consisting of 210 individuals,
achieving ROI’s position identification mean error below 3 mm and temperature measurement error below
0.5◦C, which is in line with the ISO norm requirements.

INDEX TERMS Thermal imaging, temperature measurement, computer vision, deep learning.

I. INTRODUCTION
Due to the observed increase in infectious diseases in recent
years, as well as the ease of their spread [1], as exemplified by
the COVID-19 pandemic that began in 2019, it has become
necessary to perform quick and screening tests to detect
potentially infected people [2]. At the same time, higher body
temperature is one of the most common symptoms of viral
disease in humans [3].

The associate editor coordinating the review of this manuscript and
approving it for publication was Yongjie Li.

In hospital conditions, measurement can be performed
in many ways, including oral, rectal, and temporal artery
thermometry, and by introducing temperature sensors during
catheterisation [4]. However, all these methods are relatively
time-consuming and often very invasive, which makes it
impossible to use them in screening tests in public places
such as train stations, airports, etc. At the same time, due to
the increasing mobility of people, which leads to an increase
in infections [1], conducting tests in these places is crucial
to stop the spread of such diseases. Consequently, several
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ideas can be found in the literature which enable real-time
temperature determination [5].

This aligns with the research outlined in [6], which
delineates the inherent challenges in thermometry regarding
the precise interpretation of accuracy and repeatability
across various thermometer modalities. The authors under-
took a comparative analysis of surface body temperature
measurement techniques, notably employing non-contact
(infrared) thermometry alongside contact-based thermome-
ters (mercury, mercury-free, electronic). Notably, temper-
atures recorded via contact thermometers placed under
the armpit exhibited elevation compared to non-contact
measurements taken at the forehead. Statistical analysis of
measurement reliability between contact-based thermome-
ters and non-contact infrared thermometers revealed robust
outcomes. However, conventional clinical thermometers
typically boast an accuracy margin of approximately 0.1
◦C. Despite their efficacy, these methods necessitate patient
contact, extended testing duration, and pose challenges in
simultaneous screening of numerous individuals to promptly
identify those with elevated temperatures. Addressing these
challenges necessitates the advancement of a non-intrusive
temperature measurement system utilising thermal image
analysis, conforming to medical device standards.

One of the most popular solutions used in this case is
using infrared thermograms through thermal cameras [2],
[7], [8], [9]. A thermal camera uses infrared technology to
detect and measure the temperature of objects in its field
of view. It works by capturing infrared radiation, or heat,
emitted by objects and converting it to a temperature values
matrix, which can be interpreted and processed as an image.
As research shows, the use of this technology is suitable
for detecting people with elevated temperatures in a short
time [2], [10], [11], [12]. At the same time, because no human
is required to operate the system, it meets all the requirements
for screening tests.

The critical aspect in the matter of temperature measure-
ment using thermal cameras is determining the measurement
area. In the literature, many articles can be found on the
measurement of temperature in different parts of the human
face [12], [13], [14]. One has to note, however, that while
numerous research and commercial solutions were proposed,
there is a shortage of viable, consistently applied standard
procedures for deployment and screening [12]. According to
the ISO/IEC 80601-2-59 standard [15], the Region of Interest
(ROI) can be distinguished as an elliptical area with the
following antipodal points: (i) the corner of the eye and the
end of the tear duct (forming the main axis of the ellipse) and
the upper part of the tear duct (ii) the lower boundary of the
lower tear duct (forming the minor axis of the ellipse). This
area is marked in Fig. 1.

Defining the measurement area in such a specific and
small area on the human face is challenging, especially
considering the resolution and blur of the thermal imaging
and the movement of the subject being examined. The images
taken with a thermal camera are, to a large extent, devoid of

FIGURE 1. The image presents face mesh (grey), obtained with one of the
tested algorithms, and temperature measurement areas (red) that are
defined in Annex AAA of EN IEC 80601-2-59 [15], each of ROI-1/ROI-2.

natural textures and landmarks clearly distinguishable in the
visible spectrum RGB images. As a result, it is not easy to
identify critical points such as the corners of the eyes, the
centre of the nose, the corners of the mouth, and the line of
the face oval, which are the basis of building the face grid in
many algorithms.

Additionally, in the study of implementing a medical
temperature measurement solution, the guidelines presented
in the ISO/TR 13154 Technical Report [16] must be taken into
account. This document provides guidelines for implement-
ing the ISO/IEC 80601-2-59 standard to prevent the spread
of infections. It outlines requirements for device deployment
planning and data acquisition, such as performing the
measurement in a room free from air currents and with a non-
reflective background. The report also includes guidelines
for conducting medical examinations, information about the
responsibility of the person conducting the measurement, and
interpretation of results. However, this part is not relevant to
the temperature measurement process, which is the basis for
the research carried out within the publication.

In this research, we present the first approach to tem-
perature measurement that meets the requirements of a
medical device and the ISO/IEC 80601-2-59 standard and
technical report. The system uses a fusion of information
from consumer-grade RGB-D and thermal cameras. Thanks
to blackbody and prior system calibration, it identifies the
appropriate areas for measurement and ensures the co-
location of RGB and thermography data.

As part of the method validation, a custom dataset of
210 persons was collected, containing synchronised RGB-
D and thermal images. The demographic composition of our
study group revealed a predominant representation of males
within the 20-30 age bracket, comprising 187 individuals.
Additionally, 17 females within the same age range, along
with 6 males aged between 40 and 60, contributed to the
dataset. Among the participants, 208 identified as white
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persons, whereas 2 identified as black persons. To ensure
uniformity and consistency in image acquisition, participants
wearing glasses were instructed to remove them during the
data collection process. The size of the research sample
was determined using statistical methods. The significance
threshold was set at 5%, while the confidence level was
established at 95%, taking into account an assessment of
inherent risk at the mean level. The evaluation of temperature
measurements performed using the dataset confirms the
correct operation of the presented method and meets the
ISO standard requirements. The pipeline steps for performing
this task are described in Section II-C of the article. With
the implemented solution, it is possible to transfer the
detected measurement area to the thermal image. The process
of visual-to-thermal transition methodology is described in
Section II-D. After the transfer, it is possible to acquire the
raw measurement results and then determine the temperature
of the person being tested according to the algorithm
proposed in Section II-G.

A. RELATED WORK
Thermal imaging is a technology that allows for the detection
of heat energy emitted by an object, providing a visual rep-
resentation of temperature variations within an image. This
technology has a wide range of applications, from industrial
and scientific uses to security [17] and surveillance [18], [19].
Its ability to detect heat signatures in various conditions such
asmedical imaging [20], [21], animal behaviour research [22]
and social distancing compliance [23] makes it a valuable
tool for many industries. In industrial settings, thermal
imaging cameras can be used to detect temperature variations
in equipment and machinery [24], [25], which can help
identify potential issues before they lead to equipment failure.
As another example, in the automotive industry, thermal
imaging cameras can be used to detect hot spots in engines
and electrical systems [26], allowing for early detection and
maintenance of potential problems. In the energy industry,
thermal imaging cameras can be used to detect areas of heat
loss in power plants [27] and other facilities [28], which can
help identify ways to improve energy efficiency and reduce
costs.

Moreover, general precise temperature measurements
using thermal imaging are widely applied. Application
of this technology is common in the animal husbandry
industry. Over a long time, systems were developed to
facilitate the control of animal well-being by using non-
invasive temperature measurement methods with thermal
cameras [29]. In [30], deep learning is employed to detect
regions of interest and then measure the surface temperature
of the cow’s eye, whereas in [31], they focus on measuring
cattle temperature with real-time constraints based on a
measurement sequence to improve accuracy and reduce
animal stress. In contrast, well-being measurement solutions
for humans are under development. These systems are
grounded in both deep learning and thermal imaging and are

designed to predict individual thermal preferences. One can
note a characteristic workflow. Firstly, detect the key features
of the human body. In [32], the hands, neck, cheeks, and
forehead are detected; in [33], the entire face is identified;
meanwhile, in [34], facial landmarks selected by the authors
are sensed. In the second step, the key points are used to
track temperature changes in the fluctuating environment and
provide an indication of a personal comfort level. All of
these mentioned methods detect features directly on thermal
images.

Finally, there are several approaches and algorithms in
the literature for determining a person’s body temperature
based on thermal imaging. In the article [14], the authors
presented a solution in which data acquisition was performed
through a system consisting of a BeagleBone Black board and
a FLIR thermal camera, and the entire solution was based on
open-source libraries. The measurement was based on a point
determined in the centre of the forehead of the person being
examined in relation to the highest and lowest temperature
recorded using the Tesseract OCR library. To increase the
reliability of the results, the author implemented an averaging
mechanism of the result from 10measurements and discarded
values considered false, that is, with increased deviation.
However, the entire study does not meet the requirements
for a medical device described in the ISO/IEC 80601-2-
59 standard. The authors of the articles [9], [12] conducted
clinical studies to evaluate the location of the effect of the
measurement point on the temperature measurement results
and to compare the calibration methods and determine the
best practices for evaluating the performance of infrared
thermographs intended to detect elevated body temperatures.
In article [9], measurements were taken for 17 points on the
face and compared with an oral thermometer. The results
confirmed that the ISO-compliant approach of using the
inner canthi temperatures gives more accurate results. It was
also indicated that similar results were achieved with an
approach using the maximum temperature of the entire face.
Because the most reliable body temperature measurements
are obtained when analysing the area located in the inner
canthi, the work [11] proposes a two-phase system to
detect measurement points inside the corners of the eyes
and nostrils on thermal images. In Phase I, four types of
processed images are generated: clipped (CLIP), inverse
clipped (ICLIP), gradient magnitude (GRAD), and inverse
gradient magnitude (IGRAD). Various image enhancement
techniques such as sharpening, image clipping, quantisation,
and gradient are used to obtain them. Then, in Phase II,
based on the features found in the images in Phase I, face
detection and characteristic points detection are performed,
and finally, the estimation of the location of the aforemen-
tioned measurement areas. Based on the analysis, the authors
indicated that for the system tested, the best solution was to
use ICLIP images. In the [13], an automatic approach for
locating the area of interest (inner canthi) was presented.
In the algorithm, the first step was roughly to detect five
key facial points (centre of the eyes, tip of the nose, and
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ears). In the next step, using the 3D Morphable Face Model
(3DMM), a sparse set of corresponding 2D-3D points was
calculated, which is used to the projection of the entire
3D face onto the image and then locate the inner corner
of the eye along with the improvement of the location of
the angle of the eye. The two-step approach is employed,
as detecting small regions of interest in thermographic
images is problematic due to their mostly textureless and
featureless nature. The research showed the possibility of
identifying the measurement area on the thermogram. Some
researchers focus also on compensation methods for temper-
ature measurement using thermal imaging. In [35], authors
propose simple mathematical models for compensating the
influence of ambient temperature and measuring distance
variations for their system consisting of a combination of
a 3-D depth sensor, an electronic temperature sensor, and a
reference temperature. A more complex compensation model
is proposed in [36]. It uses polynomial regression, allowing
for an adaptative approach. However, as mentioned in [37],
most thermography-based personal temperature screening
systems used in practice ignore the recommendations and
guidelines on the measurement protocol. While the details
on commercial solutions are in general not available to the
public, we found that the vast majority of the solutions
described in the scientific literature are also not compliant or
only partially compliant with the ISO guidelines.

B. RESEARCH CONTRIBUTION
The main achievements of this article are as follows:

• Creation of a data acquisition system using a RGB
and thermal imaging camera which, together with the
methods developed, will enable the determination of the
temperature of the subject in real time in a non-invasive
manner meeting the medical device standard ISO/IEC
80601-2-59

• The development of a method enabling the identification
of ROIs (Regions of Interest) in thermal images, thereby
facilitating the measurement of human temperature at
specific points through the detection of transformations
between RGB and thermal images.

• Developing software to detect key points in the RGB
image and convert them into thermal image coordinates,
while also determining the distance between the camera
and the human face using a depth sensor.

• The developed solution complies with the requirements
of the medical device standard (ISO/IEC 80601-2-59)
which distinguishes it from other known solutions in the
literature.

• The solution uses a combination of both deep learning
and classical methods to estimate ellipsoidal regions
near the canthus. The Mediapipe framework was used
for the deep learning part.

• The developed solution achieves an error of 2.53 ±

1.40 mm in the visual part of the keypoint detection and
generates an error of 0.4 ± 0.39 mm during the visual
to thermal conversion. The combined ROI detection

error in the RGB image and the transformation error
to thermal image is 2.93 ± 1.79 mm (mean ± std) and
meets the requirements of ISO/IEC 80601-2-59.

II. MATERIALS AND METHODS
A. SENSORS SETUP
This section describes the hardware, data, methods and
algorithms used to obtain the results. The numerical results
and statistical analyses are enclosed in the next section.

FIGURE 2. Block diagram of configuration elements and their
arrangement.

The research platform was constructed with a various of
sensors. It allows the collection of a dataset and provides
a real-time preview for the user. It consists of the parts
described below, a block diagram of the system is presented in
Fig. 2, while a view of the built system during data acquisition
is shown in Fig. 3.

• Host computer. It is a Lenovo Mini PC equipped with
Intel i5-8600T CPU and 16 GBDDR4 RAM. It operates
on the 64-bit Ubuntu 20.04 and enables communication
by Ethernet, WiFi, and many high-speed serial ports.

• RGB-D camera. The Intel RealSense D435i is used
as a visual (RGB) and depth sensor. It was selected
because it is accessible, low-cost, and user-friendly.
It provides a resolution of 1920 × 1080 for colour
images and 1280 × 720 pixels for depth images. The
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FIGURE 3. An overview of the setup’s elements and their arrangement.

communication with the host computer is performed by
a USB 3.1 connection.

• Thermal sensor. A temperature sensor, the FLIR AX5
camera, was attached on top of the RGB camera so
that their optical axes were roughly parallel. The AX5-
Series are low-cost infrared cameras. The A65 captures
infrared images with a relatively high resolution of
640 × 512 pixels and transports them via Ethernet API.

• Blackbody calibration sources. Two temperature pat-
terns are installed in the system for thermal refer-
ence. They emit a constant temperature of 34.0 and
36.6 degrees Celsius, respectively. The patterns emit
heat at a constant value and, by imitating the behaviour
of a blackbody, will not absorb heat from the environ-
ment. Due to the high precision of the emitted heat by
the units (change every 0.1 degree Celsius), using them
as reference results in a low measurement error.

1) SETUP REQUIREMENTS
The design of the research and test environment was done
based on the specifications and requirements described
in the ISO/IEC 80601-2-59 standard and the ISO/TR
13154 technical report. The choice of hardware components
and system parameters were driven by the constraints of
the aforementioned regulatory documents. Satisfying the
requirements outlined in the ISO standard and the report
enables the developed system to be classified as a medical
tool,making it applicable in medical facilities and confirming
its accuracy. In order to meet these requirements in our
system, a range of specifications is considered, including:

• A skin emissivity of 0.98 is used. This is especially
important when measuring body temperature in a
medical or clinical setting, as even slight variations
in temperature can have significant implications for
diagnosis.

• The resolution of the face surface in the measured
image has to be at a minimum resolution of 320 ×

240 pixels. This is satisfied by using a thermal camera
with a resolution of 640 × 512, in which our work area
(corresponding to face area) covers 480 × 360 pixels

(in this specific thermal imaging camera, this resolution
covered at least 56.25% of the total image.

• The external blackbody calibration source is present in
the thermal image, and its size is 50 × 50 px, which
corresponds to less than 10% of the person’s face.

• The system, in accordance with the requirements of the
standard, enabled the measurement of temperature in the
range of 33◦C to 40◦C with an expanded uncertainty of
0.3◦C and a stability and drift of +- 0.1◦C. Moreover,
it is possible to measure temperature beyond this range.

• The distance between the thermal camera and human
faces is in the range of 0.65 to 0.95 meters, which allows
it to meet the above needs while maintaining a safe
distance from the subject. This is monitored in real-time
using the depth camera.

• For visual and thermal cameras, real-world values of
sensor resolution are 0.6 mm and 0.5 mm per pixel,
respectively. These values are within the recommended
range for evaluating facial keypoint measurements.

• Each ROI-1/ROI-2 area is defined as an elliptical area
with the following antipodal points:
– the corner of the eye and the end of the lacrimal sac

(forming the major axis of the ellipse)
– the upper part of the lacrimal sac and the inferior

border of the position of the lower lacrimal duct
(forming the minor axis of the ellipse).

The benefit of using the multi-camera pipeline is that it
enables the real-time generation of cues for the scanned user
if the conditions for performing a reliable measurement are
not met. The system checks if the user is not too close or
too far and monitors if the user faces the camera – excessive
head tilting is also detected. Based on that, the user is asked
to correct his/her position, and the measurement is performed
only when the face is within the correct range and facing the
measurement setup.

It is also critical to pay attention to some camera’s technical
notes. Because of the different camera communication
protocols, only software synchronisation could be performed.
Synchronisation is one of the important things while objects
are moving, and the lack thereof can cause a decrease in
accuracy.

B. THE EVALUATION DATASET
In order to evaluate the developed method, a dataset of face
samples has been collected. The dataset contains samples
collected from 210 different individuals. Each individual
contributed three samples for a total of 630 test samples. The
face on each image is centred, with only a slight rotation
allowed, which was enforced during recordings. Each sample
item contains the following data:

• an RGB image acquired using the Intel D435 depth
camera,

• its corresponding depth image acquired using the same
camera,

• a thermal image collected using the FLIR AX5 thermal
camera.
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Two blackbody calibrators (34◦C and 36.6◦C) were visible
in the top corners of each thermal image. Each person who
contributed their images to the dataset has signed a consent
form. The registration system provided a live preview of the
images visible to both cameras. Moreover, based alignment
of the subject’s head was monitored in real-time to ensure
the view was frontal and the head held properly upright. For
each of the 630 collected RGB images, hand annotation of
the regions of interest is associated with the area described in
the regulations.

C. FACE KEYPOINT DETECTION ALGORITHMS OVERVIEW
Many approaches to detecting face key points were intro-
duced. Due to this, we decided to compare three of the most
popular frameworks in our work and describe them below.
Each one of them is a two-stage algorithm: first for face
region of interest estimation and second for point coordinate
regression inside the region of interest. Dividing the problem
into two steps allows us to replace one module with another.
The visual comparison of algorithms results is included in
Fig. 4.

Dlib pipeline [38] is the method that uses Histograms
of Oriented Gradient [39] for human face detection. The
technique is based on normalised local histograms of image
gradient orientations for extracting features and linear SVM
to classify them. Next, the regions of interest are forwarded
to the second stage [40]. Based on regression trees, it fits
prior structure into image data and estimates the face’s
landmark positions - directly from pixels with real-time
performance. This classic pipeline is fast on the CPU, and
many implementation additions make it scale- and rotate-
invariant.

Menpo pipeline [41] performs the face detection based on
Cascade Classifier introduced by Viola and Jones in [42].
It extracts Haar features at multiple scales and classifies
the image region as face or non-face using the AdaBoost
ensemble classifier [43] based on the extracted features.
It covers the human face detection part of theMenpo pipeline.
As a facial key point estimator part, the method uses the
Patch-based Active Appearance Models (AAM) [44]. AAM
is a generative model that consists of a statistical parametric
model of the shape and appearance of a human face. Patch-
based AAM is a variant that splits and simply samples
patches around the image’s landmarks. The algorithm is
iterative and requires defining a maximum number of
iterations over all scales that influences to final result and
performance.

Mediapipe pipeline [45] utilises deep neural networks in
both stages. The first stage uses the BlazeFace [46] neural
network, which is a very effective architecture for mobile
GPUs. Moreover, the network provides not only bounding
box regression for the human face but also a few facial key
points, which enables the reduction of translation and rotation
influence. For face landmarks, the pipeline implements
another efficient deep learning model [47]. It allows for

FIGURE 4. Results of the comparison of individual facial keypoint
detection pipelines.

inferring an approximate 3D mesh representation of a human
face. The mesh contains as many as 468 points as specified
in [47]. Moreover, the model can finish a face that is partially
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obscured or crosses the image boundary. However, when
the Mediapipe pipeline is used on video input, it uses face
tracking mode to make face detector usage redundant. This
deep learning method is trained using synthetic renders and
fine-tuned using real images. Therefore, the method provides
a high capacity for generalisation.

Once the facial keypoints are detected, it is possible to
create a quadrangle described by four specific points, which is
assumed to be ROI. As for further processing only the centre
position of each ROI is required, it is calculated as the centre
of gravity of the ROI quadrilateral.

A comparison of ROI centre detection results achieved
using the described methods is given in III-A, and visual
comparison is shown in Fig. 4.

D. VISUAL-TO-THERMAL TRANSITION METHODOLOGY
Initially, some attempts were made to use face keypoint
detection directly on thermal images. However, the methods
described in section II-C did not meet the accuracy-related
assumptions required for ISO compliance. As mentioned
before, this is mostly due to the fact that thermal face
images lack distinctive features and texture when compared
to RGB images. Moreover, the methods are in general
not prepared to operate on thermal images and are easily
misguided by features distorting surface temperature such
as the arrangement of hair, facial hair etc. In addition, the
lack of a dataset with face keypoint markers in thermal
imaging made it impossible to fine-tune the algorithms from
the RGB domain to the thermal imaging domain. To handle
this barrier, it was decided to combine machine learning
methods with geometric projection methods. Therefore, after
detecting facial key points and calculating the ROI centre
points on the RGB image, they need to be translated into the
thermal image. Fig. 5 shows an example pair of RGB and
thermal images of one face, with keypoints transformation
applied.

1) IMAGE ALIGNMENT ALGORITHM
The developed method allows the transformation of a single
point with fixed transformation parameters computed at
calibration time. Both cameras were calibrated individually
using Zhang’s method [48]. Therefore, both cameras must be
physically constrained once the one-time calibration is done.
The transformation’s input data are as follows:

• pixel position on the RGB camera image - coordinates
(x1, y1),

• pixel value on the depth camera at (x1, z1) point - z1,
which are converted to the global coordinate system posi-

tion (x2, y2, z2). The global coordinate system is anchored at
the RGB camera coordinate system, with overlapping axes,
with coordinates expressed in cm units. The result of the
transformation is the pixel position on the thermal camera
image (x3, y3).
As the transformation is performed only on the ROI centre

points, the working area can be constrained to a rectangular
cuboid in the space where these points occur, based on the

FIGURE 5. Example of ROI detection on the RGB image, and
transformation to the thermal image.

distribution of the collected data. The distribution of the
pixel x position (horizontal coordinate) in the collection is
presented in Fig. 6.

FIGURE 6. Distribution of ROI centre points x coordinate in the dataset.
Peaks for left and right eye are clearly visible.

The points are transformed according to the following
algorithm:

1) Take position x1, y1 of the pixel on the RGB image.
2) Find depth value on the depth image at position x1, y1.

The median value from a patch 5 × 5 around the
pixel is calculated to remove noise. The patch size of
3×3 mm is small enough, in the scale of a face, to be of
a similar depth, but big enough to remove outliers. The
depth is already expressed in cm, therefore z2 = z1,
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since the RGB-D camera is internally calibrated. For
the detected ROI, the patch is created around the ROI’s
centre point.

3) Calculate x2, y2 position in global coordinates, assum-
ing pinhole camera model, as:{

x2 = (x1 − x1centre) · z2/fx
y2 = (y1 − y1centre) · z2/fy

(1)

where fx , fy are the focal lengths of the camera in x and
y axes and (x1centre, y1centre) is the pixel position of the
camera optical axis, known from the camera calibration
matrix.

4) Calculate x3, y3 with the following equation:

[x3, y3, 1] = Mthermal · [Mr |Mt ] · [x2, y2, z2, 1] (2)

It needs to be noted, that due to the similar resolution
of both cameras (in cm per pixel) and the nature of
this transformation, the calculated x3 and y3 errors are
proportional to the error of the z1 depth measurements.

Cameras matrices have been calculated during single
camera calibration with a chessboard pattern.
Mthermal is the calibration matrix of the thermal camera,

which can be calculated with a chessboard pattern using
Zhang’s method [48], or filled without distortion parameters
if the image distortion is not significant. Rotation matrix
Mr and translation matrix Mt have been calculated during
the transformation calibration procedure which we’ll now
describe.

2) MULTISENSOR CALIBRATION PROCEDURE
In order to perform the multisensor calibration, we need to
establish correspondence between a set of points on the RGB
and depth images and the thermal images. To collect such data
a special marker is required, which can be easily identified in
both RGB and thermal modalities and manually annotated.
This condition means high contrast on both images - in terms
of colour on the RGB and temperature on the thermal image.
Tomeet these requirements, a small powered resistor onwhite
cardboard was used, as presented in Fig. 7.

Figure 8 presents a zoomed and annotated area of the
resistor target on both cameras.

During data collection, two calibration collections were
gathered - one for the calibration process and one for
validation. During each experiment, the resistor target was
moved to cover the entire working area described by a
rectangular cuboid. Then the collected image pairs were
manually annotated, as presented in Fig. 8.

First, the annotated points on the RGB and depth image
were translated to the global coordinate, as already described
in subsection II-D1. Then, having a set of x, y, z points
in the global coordinate system and pixel position on the
thermal camera, the solvePnP (RANSAC) [49] method from
the OpenCV library [50] [51] was used to calculate the
matricesMr and Mt .

FIGURE 7. Calibration board with a single point (powered resistor).

3) ALTERNATIVE MULTISENSOR CALIBRATION METHODS
In [52] multi-modal geometric calibration target was devel-
oped, based on steel planes with an active heating system.
Similarly, in [53] aluminium composite plates were prepared
for both circular and chessboard targets.

Unfortunately, these approaches require a huge amount
of precise tools to be built. Therefore, we opted for using
a method that was described in [54] where a classical
chessboard was used for the thermal camera after preheating
it with a 250W heat lamp. We adopted the approach and
collected images for a 7 × 4 chessboard pattern and for a
9 × 3 circle pattern heated by sunlight. The visual effect
was illustrated in Fig. 9. Using the OpenCV library, the
points of interest were extracted and a calibration process
was performed. However, obtained re-projection errors were
very high, because of blurred marker edges. Due to the
problem with low-quality calibration results, we compute the
calibration matrix using the method described in II-D2.

E. KEYPOINTS DETECTION DIRECTLY ON THERMAL
IMAGE
An alternative approach to detecting keypoints on the RGB
image and transforming them to the thermal image coordi-
nates is detecting the keypoints directly on the thermal image.
Doing it would allow simplifying the setup and methodology.
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FIGURE 8. Zoomed calibration board with a single point (powered
resistor).

Unfortunately, the thermal spectrum does not carry as rich
information as visible light in terms of surface colours and
texture. Therefore, detecting a face and its keypoints by
relying solely on the thermal image is less precise, which
was confirmed, as the method was also validated. The
thermal image was converted directly to a grayscale image,
with temperature values clipped between 20 and 45 degrees
Celsius and scaled up to the full pixel range. As the next
step, the grayscale image was provided as input to the
Mediapipemodel. An example imagewith detected keypoints
is presented in Fig. 10. One can notice, that although the
keypoints mesh is misaligned at the top and bottom of the
face. Moreover, on our test dataset, for 7 thermal images,
the Mediapipe library failed to detect a face on it. As the
dataset contains annotations only on the RGB images, and

FIGURE 9. Classical calibration targets heated by the sun. Comparison of
circle pattern (upper) and chessboard (lower) captured by the RGB
camera (left) and a thermal camera (right).

not on the thermal images, ROIs detection accuracy cannot
be performed directly. Nevertheless, the position of ROIs
detected directly on the thermal image was compared with
the position obtained with the transformation of annotations.
The average distance between the aforementioned ROIs
is 6.41 pixels, with a standard deviation of 7.16 pixels.
Inspection of the results showed a significant number of
outliers, which is also suggested by a high standard deviation
value, compared to the mean. For 10 results the ROI centre
error is higher than 50 pixels.

Apart from the low details quality of the thermal image,
it has to be noted that the algorithms from the Mediapipe
library are not aimed to be used on thermal images, and fine-
tuning it on such data would probably increase the quality of
the model output. This could be, to some extent, alleviated
by performing training using thermal images, but doing so
would require a sizeable annotated training set. Nevertheless,
thermal images are largely textureless and precise localisation
of the ROI for temperature measurement is much easier and
more accurate using RGB images.

F. CORRECTION OF TEMPERATURE WITH BLACKBODY
CALIBRATION SOURCES
Thermal sensors are characterised by measurement drift,
which is a well-known effect explained in the literature [55],
[56]. Aware of this phenomenon, we used reference temper-
ature sources during data collection. In our case, we utilised
two blackbodies emitting a temperature of 34◦C and 36.6◦C.
These are illustrated in the workstation overview 3. Fig. 11
illustrates the changes that occurred while the camera was
capturing these patterns’ values. The high variability of the
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FIGURE 10. Detection of keypoints directly on a thermal image
(interpreted as a grayscale image) with the Mediapipe algorithm.

raw thermal camera measurements emphasises the need for
using reference temperature sources. It is also clearly visible,
that fluctuations in the measured values for both blackbody
calibrators follow the same pattern.

FIGURE 11. The temperature comparison of two blackbody calibration
sources (34◦C – orange and 36.6◦C – blue) measured by the thermal
camera. Samples span over 3 days of data collection.

Based on the specific requirements of our case at hand,
we selected only one of them - 36.6◦C. This particular
pattern is chosen because it is closer to the average human
body temperature, which makes it a suitable reference point
for various measurements and observations. Additionally,
using the 36.6◦C pattern as the baseline can help to correct
any potential errors or discrepancies. The correction of
temperature readings is performed by measuring blackbody
value and difference calculation. Then, the difference is
applied to the temperature of sensed facial regions.

G. TEMPERATURE CALCULATION METHOD
Once the ROI centres areas are transferred to the thermal
image, the following steps are applied to determine a single
temperature measurement for a person:

TABLE 1. ROI centre position detection error for different algorithms on
the RGB images. The error is calculated as a difference between the
manual annotation point and algorithm detection.

• Take the temperature value for each pixel in the circle
with a two-pixel radius around the ROI centre, yielding
13 values.

• Calculate the median value of these 13 pixels for each
ROI, yielding two values for the image (both left and
right canthi)

• Take the average value of the median computed from
both ROIs

Taking the median temperature value within the ROI
allows for the elimination of outliers and measuring errors,
andwas determined to be superior to taking the average value.
This method is commonly used in medical imaging to mea-
sure the temperature of a specific area of interest [57], [58].

III. RESULTS
A. ROI DETECTION ON RGB IMAGES
Some of the keypoint detection algorithms described in
section II-C have a limited number of keypoints. Moreover,
the detected keypoints may not be aligned with the required
ROI. Therefore, for each algorithm, the ROI centre position
was calculated as a weighted average of the four closest
neighbouring keypoints it is capable of detecting. Moreover,
the calculation ensures that selected ROIs do not overlap the
eye area. ROI centre points obtained from each algorithm
have been compared with the manual annotations from the
dataset, with results presented in Table 1. The errors were
calculated in pixels and converted to millimetres, using
depth measurements and intrinsic camera parameters. The
results show that the Mediapipe method generates 2.6 times
and 5.4 times smaller detection errors than other evaluated
methods.

B. POINTS TRANSFORMATION TO THERMAL IMAGE
Matrices Mr and Mt calculated on the training dataset
were tested on an independent validation dataset, consisting
of 24 point pairs. The points from the RGB image were
transferred to the thermal image and compared with the
manual annotations by calculating the absolute position error.
The average error was calculated as 0.85 pixels, which
corresponds to 0.4 mm. The standard deviation of the error
is 0.84 pixels (0.39 mm).

C. TEMPERATURE DISTRIBUTION IN THE DATASETS
Fig. 12 presents the distribution of the measured temperature
across the entire dataset of 210 persons, with each value being
a median temperature of each ROI.

As there are three images of each person, and 2 ROIs
on each image, it yields six ROIs for each person, with
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FIGURE 12. Distribution of median ROI temperatures across the entire
dataset. Temperature values were corrected with the blackbody
calibration source.

six median temperature values. For these 6 values, each
person’s standard deviation was calculated. Fig. 13 presents
the distribution of this standard deviation among the dataset.

FIGURE 13. Distribution of standard deviation of six median ROIs
temperatures for each person, across the entire dataset. Temperature
values corrected with the blackbody calibration source.

The distribution shows no clear outliers, confirming the
correct operation of ROI selection, transfer, filtering and final
measurement generation.

D. BASIC DESCRIPTIVE STATISTIC OF DATASET
The basic descriptive statistics for the data set are presented
in table 2. Statistics were performed for the temperatures
of the ROI1 and ROI2 areas. The temperatures for ROI1
and ROI2 areas were determined based on the median of
the pixel values obtained in the area from the thermographic
images and were denoted by the parameters TCL and TCR,
for the left and right eye canthus, respectively. The final
temperature result (TC) is equal to the median of the results
obtained for ROI1 and ROI2. The most common temperature
value regardless of the area was a temperature of 36.75◦C
and this occurred for 26, 17, and 8 records for TCL, TCR
and TC , respectively. Exactly a quarter of the records were
characterised by a temperature of 36.2◦C or less, and exactly
a quarter of the records were characterised by a temperature

TABLE 2. Descriptive statistic of dataset. TCL - temperature of ROI1; TCR -
temperature of ROI2; TC - median temperature. Temperature in degrees
Celsius.

TABLE 3. Difference of temperature measurements of ROI1 and ROI2
areas (|TCL − TCR|).

greater than 37 ◦C . The scatter of the results in each case is
centred around the mean values for each region, which is also
confirmed by the low coefficients of variation values.

According to the standard [15], the difference between
the temperature measurements of ROI1 and ROI2 areas
(|TCL−TCR|, a measure of measurement uncertainty) should
not exceed 0.5◦C. The statistics of temperature differences
are presented in Table 3. The most common difference is
0 degrees and occurs in 41 records. Exactly one-quarter of the
temperature results in the left and right ROI1 and ROI2 areas
do not exceed 0.08◦C, and exactly three-quarters of the results
have values not greater than 0.39◦C. The results are highly
variable, but they are centred around the expected value of
0.31◦C. In light of the obtained results, it can be stated that
the TC model meets the standard assumption.

E. TEMPERATURE MEASUREMENT ACCURACY AND
CORRELATION
Temperatures for ROI1 (TCL) and ROI2 (TCR) canthi
regions, and the final temperature measurement (TC) were
compared to a blackbody reference temperature (TR).
Pearson’s correlation coefficients r for all measurement
locations ranged from 0.86 to 0.95, which implies a strong
correlation between the measurements used and the reference
temperature. In the study, temperature TC showed the highest
correlation and agreement with TR, followed by TCR. As TC
had the highest value of r , it can be assumed that the TC
metric will best estimate TR.

Correlations with inner canthi temperature were further
analysed using scatter plots of all internal canthal regions
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TABLE 4. Pearson correlation coefficients (r values) between canthi
temperatures and reference temperature.

against TR (Fig. 14-16). This included TCL, as well as TCR
and TC , which showed the best r values. The results were
carried out for the entire dataset. As expected, the scatter plots
show a large group of TR values near 36−38◦C , representing
a high proportion of subjects. TCL results showed the greatest
variability, especially in the lower temperature range. TCR
and TC showed a better correlation with TR in this range, and
TC also at higher values of TR. TC measurements were less
variable than other measurements and correlated well with
TR, approaching a linear relationship.

FIGURE 14. Scatter plots of TCL versus TR (expressed in ◦C), with linear
fits.

FIGURE 15. Scatter plots of TCR versus TR (expressed in ◦C), with linear
fits.

F. EFFICIENCY OF FEVER DETECTION
ROC curve analysis was used to assess the fever detection
performance based on the model proposed in this article.

The ROC curves in Fig. 17 illustrate the performance
of TCL, TCR, and TC in discriminating between positive
and negative cases. The ROC curve for each measurement
shows how sensitivity (true positive rate) and specificity

FIGURE 16. Scatter plots of TC versus TR (expressed in ◦C), with linear
fits.

TABLE 5. AUC values from the ROC curves for TCL, TCR and TC .

(true negative rate) change as the discrimination threshold is
varied. The line y = x represents random discrimination, and
the closer the ROC curve is to the upper left corner of the plot,
the higher the discrimination efficiency.

TheAUC (AreaUnder the Curve) values in Table 5 indicate
the overall performance of each measurement. An AUC
value of 1 represents perfect discrimination, while a value
of 0.5 represents random discrimination. The AUC values
for TCR and TCR were both > 0.95, indicating high
discrimination efficiency. In contrast, the AUC value for TCL
was < 0.78, indicating a significantly lower performance.
The ROC curve for TCL is characterised by a slow approach
to high sensitivity as specificity decreases. The difference
between the measurements between individual eyes results
from the relative location of the camera and the subject,
with the right inner canthus being more exposed and directly
facing the camera axis, while the left inner canthus’ local
plane is more parallel to the camera’s axis. This emphasises
the need for aggregation of performing the measurement in
both regions and aggregating the result, as in practice it may
be difficult to arrange for all subjects to be facing the camera
perfectly.

The correlation coefficients presented in Table 4 indicate
the strength and direction of the linear relationship between
the measurements. The good fit of the discrimination
performance with these correlation coefficients suggests that
the discrimination ability of each measurement is consistent
with their intercorrelations.

IV. DISCUSSION
The system’s characteristics conform to the requirements set
by the ISO/IEC 80601-2-59 norm. This is ensured by the
proper choice and spatial placement of the system’s compo-
nents (camera resolution, accuracy, component distances) and
the choice of image processing and measurement methods
(dense facial keypoint mesh generation, RGB to thermal
calibration) and settings (e.g., emissivity). Statistical analysis
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FIGURE 17. ROC curves for temperature detection using temperature of
TCL, TCR, and TC .

of the results also confirms that all critical computed and
measured parameters are within the prescribed ranges. Worst
case canthi location error resulting from both the face key-
point detection and RGB to thermal transfer does not exceed
5 mm. Considering the ROI’s size, the detected regions of
interest cover the correct anatomical region. Further statistical
processing of resulting single measurements (individual pixel
ROI temperature values on the thermal image) and using
both canthi regions provides an additional degree of error
rejection. It was demonstrated that the calibration blackbody
is sufficient to correct the thermal camera’s drift and provide a
robust reference point for accurate temperature measurement.
The statistical tests performed with a sizeable dataset further
confirm the correct sensor fusion and operation of the
system – themeasured value distributions follow the expected
distributions, correlations indicate the capability for drift
correction, and the system is efficient at detecting fever.

The calibration is only necessary to perform once, so it’s
not complicated to integrate the system’s sensors into
a standalone arrangement or device. The capability of
providing the user with head placement and orientation hints
in real-time thanks to the knowledge of the head’s 3D pose
is a very valuable feature of a field-deployed system such as
this.

Taking a single measurement requires less than 200 mil-
liseconds. It could be improved significantly by using a PC
with a faster processor and dedicated graphics processing
unit delegated to the portion of processing involving neural
network inference. The system is built using off-the-shelf
components and provides freedom to use other hardware,
as long as their specification is at least on par with the
ones presented. The system can be easily integrated with
other modules – adding the capability for performing face

recognition would enable tracking of personal temperature
changes over time.

As emphasised in [37], most thermography-based personal
temperature screening systems, both commercial and sci-
entific, are also not compliant or only partially compliant
with the ISO guidelines. For example, the solution described
in [59] performs only triage-like classification into febrile
and non-febrile subjects based on complete face thermal
image analysis performed using a neural network. The system
presented in [11] performs the temperature measurements in
ISO-compliant regions, but since the canthi region detection
is performed using feature-deficient thermal images, the
location is not established as accurately as in our system
(few millimetres vs sub-millimetre). The system presented
in [9] is also built to adhere to the ISO requirements. The
method uses RGB images for landmark detection. Since
the landmarks are transferred to the thermal image using
2D to 2D registration techniques (deformable registration),
the landmark transfer procedure is not as accurate as
the one presented in this paper. This results in lower
Pearson correlation between the reference and the measured
temperature and lower fever detection accuracy as measured
by the AUC. The method presented in [60] matches landmark
(photometric ORB features) between the thermal and RGB
images to facilitate canthi region detection and registration
between the two modalities, but does not implement any
other measurement steps and the registration accuracy is not
analysed. We believe that the addition of the depth perception
functionality significantly enhances the accuracy of RGB-
thermal registration. The system achieves performance gains
from detecting the landmarks in RGB modality and treating
the face as a 3D object during registration. While it comes at
the cost of extending the measurement setup, consumer-grade
RGB-D cameras such as the one included in the presented
system are available as inexpensive, integrated devices, so the
benefits outweigh the additional costs.

V. CONCLUSION
In this paper, a method of efficient identification of ROIs
(regions of interest) on a thermal image was presented,
allowing for a measure of the human temperature at specific
points. Different approaches to keypoints’ detection and
transformation between the RGB and thermal images were
explored, enabling sensor fusion for the task. The best
result was achieved by detecting the keypoints on the
RGB image and transforming them to the thermal image
coordinates, while the distance between the camera and a
human face was measured by the depth sensor. Moreover,
our approach is simple, requiring just an easy setup of off-
the-shelf components. Moreover, it requires only one-time
calibration, enabling the construction of easy to use, ISO-
compliant, testing station. To validate the research, a dataset
of 210 persons was created. It contains 630 instances – for
each one: visual, depth and thermal image.

A distinctive aspect of the presented solution, in compar-
ison to previous work, is complying with the requirements
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of the standard of a medical device (ISO/IEC 80601-2-59).
According to it, we employ the mix of both deep learning and
classical methods to estimate ellipsoid regions near canthi.
Moreover, in the deep learning part, we employ ready-to-use
the Mediapipe framework, which does not require additional
finetuning to fulfil our requirements. Our algorithm achieves
an error of 2.53 ± 1.40 mm in the visual keypoints detection
part and generates an error of 0.4 ± 0.39 mm during visual-
to-thermal conversions. The summed error of ROIs detection
on the RGB image and error of transformation to the thermal
image is 2.93±1.79mm (mean± std). The most contributing
part of this error is the detection of ROIs, as they were
compared with manual annotations. Nevertheless, the ROI
location accuracy satisfies the requirements enclosed in the
norm.

Additionally, we performed a statistical analysis of the
dataset and measurements. The descriptive statistic of the
dataset showed that the results are distributed around the
mean value and the temperature difference between the left
and right ROIs has an excepted value of 0.31◦C. Furthermore,
we observed a strong correlation between measurements
and the reference temperature. We consider, using a more
precise thermal camera to achieve even higher accuracy of the
system. Nevertheless, we showed, it is technically possible
to develop a non-invasive temperature measurement system
following the standard for medical devices. Overall, we hope
the results will pave the way for fast, reliable, non-contact
personal temperature measurement and control applications.

FUTURE WORK
Our current research lays a strong foundation, but further
exploration is necessary to solidify the system’s capabilities.
Fine-tuning pre-trained models on our specific dataset
holds promise for enhancing accuracy in keypoint detection
and ROI estimation. Additionally, incorporating verification
techniques in more places within the system and expanding
the study group for more population diversity validation will
be considered. Furthermore, collecting user comments during
use will provide invaluable insights for improving the user
experience (UX) as wemove towards real-world applications.

ETHICS APPROVAL
All individuals whose images extracted from the system in
the form of thermal and RGB images were used to develop
the algorithm, learn it and test it, have signed a consent for
their image to be used for research purposes. This document
has been prepared in accordance with GDPR regulations, and
each person has the right to withdraw their image from the
dataset created. The full dataset is not publicly available. The
images used in the article represent the faces of the authors
of the article, who fully consent to their publication.
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