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ABSTRACT Urdu, being a common language in South Asia, has not received significant attention in terms
of language processing compared to more advanced languages. In the field of Natural Language Processing
(NLP), the task of text summarization holds great importance due to its ability to comprehend textual
content and generate concise summaries. Text summarization can be either extractive or abstractive in nature.
While considerable efforts have been made to advance extractive summarization techniques, the limitations
associated with it have been extensively explored and explained in the paper. However, the domain of
abstractive summarization for the Urdu language remains largely unexplored. The challenges and underlying
factors that have impeded progress in this domain have also been addressed. This paper specifically focuses
on abstractive summarization of the Urdu language using supervised learning. To accomplish this, a labeled
dataset consisting of Urdu text and its abstractive summaries is required. A dataset of Urdu text and its
corresponding abstractive summaries has been prepared for the purpose of supervised learning. Additionally,
the paper presents the results of summary generation, measured in terms of a rough score. Transformer’s
encoder-decoder network was employed to generate abstractive summaries in Urdu, yielding a ROUGE-1
score of 25.18 in Urdu text summarization. Moreover, a novel evaluation metric called the ‘‘disconnection
rate’’ has been introduced as a context-aware evaluation metric to enhance the assessment of a summary,
known as the Context Aware RoBERTa Score.

INDEX TERMS Datasets, neural networks, CA-RoBERTa score, text summarization.

I. INTRODUCTION
In this era of technology internet has strengthen every
field. Due to internet the world has become global village
for distributing the information. Every field distributes the
data through internet and is stored for processing. Data
is growing progressively over the servers on daily basis.
It is also increasing in the form of text format like news
papers, articles, magazines, blogs and e books [1]. Internet
also provides a source of textual information like reviewers
express their opinions on discussion forums in text form.
Text summarization is the process of extracting the most
salient and important information from a given text. It is the
process in which text is condensed from larger to shorter
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one. It is the process of condensing a written content into
a more compact form while retaining the most relevant
information and meaning. Manual summarization is human
resource hungry and time hungry process. Practically, it is
very difficult for humans to manually summarize this huge
amount of textual data [121].

In this busy world, life is too fast and everyone does
not have so much time to read all raw data carefully [1].
To find the significant information from so much raw
data, summarization of text is the need of hour. The more
data is increasing, the more is the need of summarization.
Automatic text summarization techniques are useful for
quickly scanning a textual data [125].
There are two types of ATS, one is extractive text

summarization(ETS) and the other is abstractive text summa-
rization(ATS). In ETS, the most important and key sentences
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are identified and then combined to form the summary [47],
[50], [126]. In ETS, the summary is extracted from the
original text without changing the sentences [34]. Some
algorithms and techniques are used to find the weight of
each sentence in a document [25], [33], [54]. ETS is done
by important sentence selection by a language modeling
approach [45]. ETS techniques can be divided into three
categories which are based on i) structural information or
sentence position ii) unsupervised sentence ranking, and iii)
supervised sentence classification.

The ETS approach is comparatively simpler than the ATS
method, as it involves the application of specific algorithms
to identify and extract only the most crucial sentences for
summarization [18].

In ATS, the important text is paraphrased by natural
language generation and understanding techniques. The
complete text should be understood by the system and then
sentence compression or reduction should be applied to
find an abstractive summary. In this ever-growing research
domain, extractive based summarized documents are gram-
matically correct and well-formed with a readability as
compared to abstractive [18]. It is usually taken as 20% of the
original length [18]. Summary can also be single document or
multi-document. We are working in summarization of single
document. Also summary is either Query oriented or generic.
Our domain is to work in generic summary in which the
summary will present the main theme of the document.

A lot of work has been done for the summarization of
English text because there are no such ready resources
of other languages. Urdu corpus and data sets are rarely
available. Tag sets, word net and embedding vectors are
also not so good as of English are. Urdu has a complex
morphology and orthography.

The domain of abstractive Urdu text summarization has
seen limited progress due to the numerous challenges it
presents. There are also some limitations of ETS. First
limitation can be considered when context between two
consecutive sentences in summary is totally different. There
is no any check for the context flow between them. The
other limitation is if somebody have written a large article.
Every sentence has minimum information coverage so we
can’t summarize maximum information in a summary of
some sentences. Here abstractive summarization is needed to
include information of many sentences into one.

From the literature, all the work done in the field of Urdu
summarization is extractive. There is no any research article
for abstractive summarization of the Urdu language articles.
Due to not having the standard rules of writing Urdu and other
factors described earlier makes Urdu difficult to interpret and
learn by the computers. Today a lot of research is being done
in this domain and there is research gap in this.

Although Urdu can’t compete with the other languages
which have standard rules of writing, parsing, interpreting
and have ready resources to work in, but the presence of
something, however small or imperfect, surpasses the absence
of anything, for even the tiniest step forward carries more

value than complete inaction. Some contributions have been
added in pipeline of generating abstract summary of Urdu.
We have addressed the three research questions. 1) How
to prepare dataset for supervised learning of abstractive
text summarization? 2) How to transform the transformer
architecture in such a way that we can generate the summary
of Urdu language and to built pipeline of embeddings and
models? 3) How to enhance the evaluation mechanism of
abstractive summarization? The main contributions of this
paper are

• Prepared dataset for abstractive summary of Urdu
documents.

• Generated abstractive summary with encoder decoder
architecture of transformers and transfer leaning with
addition of another layer of transformers for getting
embeddings.

• Suggested Context Awared RoBERTa Score by adding
disconnection rate for the improvement of summary
evaluation

Contributions were made in three main areas of translation
pipeline.

II. LITERATURE REVIEW
There is a variety of derivation and inflection in a single word
that makes it challenging to work on language processing
tasks [56]. There exist a number of variants in Urdu against
a single word [122]. Urdu word segmentation is itself a
problem because space is not the character to indicate a
boundary. Urdu word segmentation has an important role in
Urdu language processing. The challenges to work in Urdu
language have been given in [56].

There are two types of text summarization, one is
extractive text summarization and the other is abstractive
text summarization. The majority of efforts have been
dedicated to the advancement of extractive summarization
techniques. It is also easy because we need to find the
most important sentences of the document and combine
those most n important sentences to form a summary. The
primary aim of this extractive summarization is to find the
importance of each sentence. Furthermore, it is worth noting
that the sentence structure of the summary does not require
specific attention, as it remains unaltered. The extractive
summary preserves the original sentences in their entirety,
including them ‘‘as is’’ without modification. Besides that,
there are also some limitations of extractive summarization.
First limitation can be considered when the contextual
disparity observed between two consecutive sentences in the
summary is entirely distinct. There is an absence of any
mechanism or procedure in place to ensure the coherence and
smooth transition of contextual flow between the consecutive
sentences. Another limitation arises when dealing with
extensive articles, as each sentence tends to possess aminimal
scope of information coverage. Consequently, this hampers
the ability to maximize information encapsulation within
a summary composed of only a few sentences. In this
context, the utilization of abstractive summarization becomes
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imperative as it enables the incorporation of information
spanning across multiple sentences into a cohesive and
concise representation.

In literature, diverse methodologies are employed for the
purpose of summarization. Most of the work is done in the
English language because it is an international and globally
spoken language. It has simple morphology and proper
delimitation in between words. There are predefined rules of
grammar in English and, preprocessing is simpler than other
languages. Hardly there is any work done in Urdu abstractive
summarization, so techniques used for other languages have
also been included in this literature. In this section first we
have discussed approaches of English language. And due
to lack of abstractive summarization approaches in Urdu,
extractive summarization approaches and de-summarization
approaches of Urdu language have also been discussed.

The methods of summarization can be divided into three
categories i-e Machine Learning-based methods, Graph-
based methods and Evolutionary algorithms based meth-
ods [18], [125]. In Graph-based methods, the graph of
words is constructed and a summary is generated from
that graph. Every method describes the way to find the
weight of a sentence for the summary generation [47].
In evolutionary-based models, the summary of the text is
usually extractive because the important sentences of text
are found by evolutionary/genetic algorithms [51], [52],
[54]. Niewiadomski et al. used fuzzy algorithms for the
summarization of text. In [55], researchers introduced the
concept of a type-2 linguistic summary of a database to
compress the essential information from a large number of
tuples containing both crisp and fuzzy values. The Zadeh
fuzzy sets, which were generalized with type-2 fuzzy sets
applied as models of linguistically expressed quantities and
properties of objects, were used to generate natural language
messages that can be used as supplements to statistical
data analysis or as standalone textual information. Type-2
sets improve existing summarizing procedures by allowing
linguistic concepts to be represented using a variety of
membership functions found in databases. In the same way
that a type-2 fuzzy set widens the idea of a standard fuzzy
set, the method expanded type-1-based methods, with the
former encompassing the latter as a particular case. The
type-2 forms of summarizers, quantifiers, and searches have
been specified, presented, and implemented in summarizing
databases. This work is done in summarization but this is
summarization of database. Jing also used sentence reduction
algorithm in which they describe a one-of-a-kind sentence
reduction approach that eliminates extraneous phrases from
sentences obtained from a document for summarizing [59].
The algorithm assessed a range of sources of information,
including syntactic knowledge, context information, and
statistics generated from a corpus of samples published by
human experts, to identify which phrases in an extracted
sentence may be eliminated. They devised a sentence
reduction strategy that is fully automated. The source content,
as well as the extracted phrases, are fed into the reduction

procedure. As reduction outputs, reduced versions of the
extracted sentences are created, which may be used to build
summaries directly or in combination with other sentences.
The purpose of this study was to determine which phrases in
a sentence are less critical andmight be removed for a specific
sentence in a particular context. They also created a corpus of
500 phrases and their condensed variants produced by human
experts, which they utilized to train and test the system. This
work is focusing on extractive summarization.

Merchant et al. and Sun et al. used reinforcement learning
for the summarization of text. In [32], reinforcement learning
has also been used for an Indian judiciary data but most
of the techniques are supervised learning techniques in
literature. Reason for using reinforcement learning instead of
supervised learning for judiciary data is due to uniqueness
of pattern in each case. Also because criminal and civil
judgments have different patterns. Semantics of text was
also included while summarizing the articles. Merchant et al.
employ latent semantic analysis, which evaluates similar
concepts inside a piece of text, in the proposed latent semantic
analysis system. Another difficulty was targeted because
legal statistics is that criminal and civil judgments have
different patterns. While each civil case is unique, criminal
proceedings tend to follow a similar pattern. As a result,
they employ two methods: a single document approach and a
multi-document strategy. Their data is made up of legal deci-
sions made by the Indian judiciary. The key concepts from
the original paper were preserved in a brief synopsis. They
were able to get a ROGUE-1 score of 0.58 on average [32].
Sun et al. used the latent semantic analysis for summarizing
the legal documents. They don’t use deep neural networks /
machine learning methods because every case has its context
and the deep neural networks decide based on previous data.
Sun et al. used reinforcement learning for text summarization.
They produced summaries through reinforcement ranking on
semantic link network. They have claimed that semantics
of text is not considered while summarizing the text so
they ranked sentences on semantic link network. A method
was suggested in the literature to extract the association
semantic rules and use those rules for the summary gen-
eration [25]. As the judicial case have multiple hearings
and multiple documents. So the last two papers focused on
multiple documents summary but our work is for the single
document.

Machine Learning-based models are also used for text
summarization tasks [18], [19], [31], [33], [41], [45], [57],
[124]. In these types of methods, the Recurrent neural
networks, sequence to sequence, and reinforcement models
are used. Both extractive and abstractive summaries are
extracted byML-based methods. But in abstractive summary,
the GA based and Graph-based methods are used rarely.
For abstractive summarization, usually the machine learning,
deep neural network and reinforcement models are used. For
abstractive summarization supervised as well as unsupervised
approaches are present in literature. Following [45] and [41]
have used the deep neural networks for supervised learning
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of summarization. In [45], extractive summarization has been
done by recurrent neural network language modeling for
English language. Researchers proposed a framework based
on recurrent neural network language modeling (RNNLM),
which can render not only word usage cues but also long-span
structural information of word co-occurrence relationships
within spoken documents, bypassing most existing LM-
based methods’ strict bag-of-words assumption. Additional
in-depth descriptions of modeling features and corresponding
summary performance of various instantiation techniques and
a study of alternative model complexity and combination
tactics are included. In addition, comprehensive compar-
isons with several state-of-the-art unsupervised summarizing
algorithms demonstrate the effectiveness of our RNNLM-
based techniques. This technique is unsupervised and their
results are not significant as compared to supervisedmethods.
While Nallapati et al. proposed neural encoder-decoder and
attention models for abstractive text summarization [41].
As input, they employ words, morphemes, and embeddings.
Bidirectional RNNs and LSTMs are employed. Their work
builds on the framework established but adds new models
that solve fundamental issues in abstractive summarization.
The fundamental model is the encoder-decoder model
with attention and a broad vocabulary trick. A feature-
rich encoder is used to handle the difficulty of capturing
essential concepts in a topic. A switching generator/pointer
system is modeled to cope with Out-of-vocabulary words.
In the case of extensive texts, significant sentences must
be recorded in addition to keywords. Hierarchical attention
is used to accomplish this. English data sets were used
for this architecture. According to See et al., existing
abstractive summarization algorithms, according to experts,
have two flaws: they present factual facts incorrectly, and they
occasionally create repetitious output [109]. An abstractive
summarization architecture is proposed in this paper, which
combines a hybrid pointer-generator and coverage with the
classic attention-based seq2seq approach. The hybrid pointer-
generator may copy words from the input text by pointing,
resulting in accurate information replication while allowing
the generator to produce new words. Although this gives
precise data, it is still repetitious. Using a coverage method
that retains a record of material that has already been
summarized eliminates repetition. This work is also done
for the English language. And transformers enhanced the
results of this architecture. In [110], Harvard researchers
extended the [109] by adding the attention techniques in
bottom-up way. The content selector here predetermines the
terms included in the summary and then uses this content to
limit the neural model to generate an abstractive summary.
This model performs better on the CNN/Daily Mail and
NewYork Times corpora. Another abstractive summarization
technique [19]was presented by theGoogle researchers based
on transformer based architecture, PEGASUS (Pre-training
with Extracted Gap-sentences Abstractive Summarizing
Sequence to Sequence Models). We extended this architec-
ture to use for Urdu language. The encoder-decoder design

is based on a typical transformer-based encoder-decoder
architecture. For numerous abstractive summarization tasks,
the authors first established a pre-training aim. This self-
supervised aim was dubbed GSG (Gap Sentences Genera-
tion). Their approach was identified as fundamental sentence
selection. C4 (Colossal and Cleaned version of Common
Crawl) and HugeNews datasets were utilized for pre-
training. ROUGE scores were used to evaluate the proposed
approach. Another work was done by Zhu et al. using the
transformer architectute. Microsoft’s speech and dialogue
research department created an abstractive text summarizing
system for automatically generated meeting transcripts [111].
Zhu et al. contend that meeting summarization varies
from document summarizing. Because a meeting involves
many participants, meeting transcripts take many different
forms due to differences in semantic styles, ideas, and
roles. The proposed meeting summarizing architecture, the
Hierarchical Meeting Summarization Network, is based
on deep learning technologies. The HMNet model uses
the encoder-decoder transformer architecture to provide
abstractive summaries of meeting transcripts. On the AMI
and ICSI meeting corpus, the model was evaluated using
three variations of the ROUGE measure. But in this paper
there are multiple transcripts, one of each speaker. So the
dynamics of summarization vary with this environment.
In supervised machine learning category, a multilingual
model was also proposed in Multi-Summ [112]. It is an
abstractive summarizing model capable of handling a variety
of languages, including English, Chinese, French, Spanish,
German, Bosnian, and Croatian. This is also supervised
leaning method. Multilingual training (language model, auto-
encoder model, translation, and back translation model) and
joint summary generation training were implemented in two
steps by the researchers. In addition, a new summary dataset
for Bosnian and Croatian languages is being developed.
The Transformer architecture is used to implement the
model. The Europarlv5 dataset was utilized for English,
German, Spanish, and French, while the News-Commentary-
v13 dataset was used for Chinese, and the SETIMES dataset
was used for Bosnian and Croatian. This paper has not
targeted the Urdu language due to low resources and complex
morphology. Then Kryscinski et al. identified two significant
improvements to summarizing models that increase the
amount of abstraction in the summary while maintaining
word overlap with the ground-truth summary. To separate
the extraction and creation operations of the decoder, they
employed a contextual network and a language model.
A hybrid objective was also adopted, which increased n-gram
overlap with the ground-truth summary while encouraging
abstraction. In this approach different two models were used
which would cost more than a single model and technique
is evaluated on English. Encoder and decoder networks are
used for summarization but Li et al. modified the encoder-
decoder architecture by adding an information selection
layer to represent the information selection process, inspired
by human summarizers who first read the manuscript and
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deleted extraneous items. The information selection layer is
a gated global information filtering network with two parts:
gated global information filtering for removing extraneous
data and local sentence selection for progressively selecting
salient phrases from a document to provide a summary. This
approach has also been applied to the English text. Perez-
Beltrachini et al. introduced deep communicating agents in
an encoder-decoder architecture to solve the difficulty of
expressing a lengthy text [115]. Each agent uses two stacked
encoders to encode a paragraph: a local encoder fed into
the contextual encoder, and a contextual encoder broadcasts
their encoding to others. The agents will communicate global
context information about different portions of the document
in this fashion. The agents can cooperate and focus on
the relevant portions of the input text by forwarding new
messages via different levels. The decoder is an LSTM
with additive attention applied to the agents to integrate
information. Cohan et al. further modified encoder-decoder
as hierarchical encoder and discourse-aware decoder. The
abstracts of scientific articles were employed as ground-truth
summaries since they were significant texts with discourse
information [116]. A hierarchical encoder captures the doc-
ument’s discourse structure, and a discourse-aware decoder
creates the summary in the suggested model. To capture
the discourse structure, the word-level BiLSTM converts a
section’s word sequence into vector representations, which
are then fed into the section-level BiLSTM to generate
the document representation. Discourse-aware attention was
proposed, which uses discourse-related information to adjust
word-level attention. A copying method and a coverage
model were also used to cope with OOV words and self-
repeat difficulties. The authors browsed over 340 000 lengthy
and structured scientific publications from arXiv.org and
PubMed.com as their experimental dataset. After discussion
of abstractive and extractive methods, Chen et al. utilized
reinforcement learning to combine extractive and abstractive
summarizing, based on how individuals summarize vast
amounts of information [117]. The most crucial sentences
are picked first, and the rest of the phrases are rebuilt. In the
sentence extraction network, the temporal convolutional
model is employed to build the representation of each phrase.
A BiLSTM is used to include the document’s whole context.
A second LSTM trains a pointer network to retrieve phrases
regularly. OOV phrases from the input material are copied
directly into the output summary using the copying method.
This [1] is almost the only paper in which summarization is
done in Urdu Language but the summarization is extractive.
The sentence weight algorithm was used to extend the single
document extractive desummarization approach for Urdu,
specifically for news, sports, and health issues. Bhatti et al.
preprocess the material and use a sentence weight algorithm
to encapsulate it. The input text was divided into sentences.
The tokenization approach was used after segmentation.
The suggested tokenization approach separated each word
from the phrase. They gathered all the stop words from
the input text after tokenization. Their suggested method

examined each word, except stop words, and then applied
de-summarization after locating the contextual word [1].
Most relevant approaches and papers have been given in the
table of literature review for comparison.

III. DATASET PREPARATION FOR ABSTRACTIVE
SUMMARIZATION
To get an abstractive summary from a model, we need to train
a model on same type of data. Also deep learning techniques
need a huge amount of labelled data to best generalize the
concept. For making a model learn to generate abstractive
summarization, we need to provide the Urdu text documents
along with their respective abstractive summaries. And for
attaining very goods at test time, we should train model
with such type of data which holds all the possible scenario
but it is impossible to generate such type of data, because
language has no finite set of sentences and their summaries.
Maximum effort can be put and in one go, the data can not be
released will all the specifications. Generation of dataset is
also a research task inwhich researches participate to enhance
the dataset. There was only one dataset of Urdu summary
consisting of only 50 documents [40].

Collection of dataset is also a resource hungry process.
There were two ways to make dataset, one is to scrap
the Urdu documents from web and collect articles from
any source. Then we would have to hire domain experts
of Urdu and ask them to write summaries. Experts would
also provide summaries in hard form written on the papers
through pen. Then we had to utilize human resources to type
in computer to get summaries in soft form. This process
was very lengthy and was to start from zero for writing of
summaries and we would not be able to prepare a significant
amount of data for this problem. The other way was easy
and same amount of resources produced more amount
of data.

Deep learning techniques a huge amount of data to best
model the problem, which is going to be solved. Because if
we don’t have the enough amount of data to make the model
learn the distribution or we don’t have the data for all possible
scenarios, We can’t model the problem. Due to small size
of data, models can over-fit to learn and it can’t be applied
to real world problems. We need the dataset which covers
maximum variations of sentence structure. There is only
one dataset for the summarization of Urdu text [40] which
contains only 50 documents of Urdu with the summaries.
We prepared dataset of 19615 documents with the summaries.
We took an open source dataset of English and prepared the
same data for Urdu language. A step wise translation was
made. We translated documents and summaries from google.
Translation from the google was done because it is easy to
correct the only wrong translated sentences as compared to
write the new translations. Figure 1 explains this step of
translation.

Typing of Urdu is also a human resource hungry process.
Also the keyboards are mostly available in English. Typing
of English is much easier than in Urdu because the alphabets
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TABLE 1. Literature review.

FIGURE 1. Dataset preparation process.

of English are 26 and or Urdu are 36. The combinations of
alphabets increase exponentially as the number of alphabets
increase. Also Urdu has complex morphology. There are no
uniform rules for writing Urdu words as English and other
languages have. In Urdu it is not necessary to delimit each
word with the space. There are some alphabets of Urdu which
do not join with other words is a single word in which
three alphabets are combined and . From these three
alphabets the first one is non joiner. Other joiner alphabets
can join this as last alphabet but it can not further join
others. In English each alphabets seems to be different and
words are always delimited by space while in Urdu it is not
always true.

The translation of google is not fully accurate, so we
had to manually made those translations correct. Manually
correction of documents was a human resource intensive task
and it was also necessary to produce error free and valid
summaries.

First we used google API to translate the sentences.
We parsed English documents to get sentences. Raw data of

FIGURE 2. Dataset preparation process.

English was hard to parse because it was mostly unstructured.
Each sentence was translated separately. We parsed the
documents sentence by sentence and get it translated from
the google and then translation was concatenated to make the
Urdu document. Same steps were applied for the translation
of summaries. We made separate columns for Urdu text,
English text, Urdu summary and English summary. Each row
contained a record. These data rows were distributed among
the language experts to correct the wrong translations. The
second step of manually correcting the sentence has been
shown in the Fig 2. The data received from the experts was
combined for passing it to the deep learning model.

Figure 3 is the comparison of datasets already available and
ours. We had to use log-scale for comparison of numbers.
Without using log-scale, the bar of existing dataset was
invisible.

In the domain of deep learning, data is just crud oil and the
machine learning techniques are refineries to extract useful
things out of data.

This is sequence to sequence problem in which sequence
of text document is given along with the summary during the
training of model while at test time, only text documents is
given and the sequence of word of summary is predicted.
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FIGURE 3. Dataset comparison.

IV. METHODOLOGY
In NLP tasks, deep learning has become the important part
and Transformers have shown tremendous improvements in
the results. Transformers are considered to be the state of
art methods to solve any problem in the domain of NLP.
The advancement in Deep Learning mainly depends on the
pretraining and architecture of the model [63]. Transformers
overcome the first dependency of deep learning methods and
provide the facility of Transfer learning.

According to the core concept of transformers, transformer
models are beings open source because there are thou-
sands of models available in [https://huggingface.co/models]
Transformer Models Repository. For every task related to
transformer architecture, we can download model and place
it in the project to further fine-tune the parameters by using
specific dataset of a particular problem. After training that
particular model you can upload that trained model to the
public repository. In this way, every individual can contribute
to this research community. Easyway of transformer has been
discussed and it can be used for the similar tasks or for the
similar languages but the problems and aspects have already
been discussed, where Urdu varies the other languages.
We can’t directly use Urdu to train the transformer model.
Both encoder and decoder receive embeddings of sources
and targets respectively. Any type of embedding(TF-IDF,
Positional vector, count vectorizer or any other) can be given.
Transformers have the tendency to learn embeddings and
contextual information. So both the non-contextual and con-
textual embeddings are used as inputs of sources and targets.
A detailed study was conducted and did different experimen-
tation, to find the best embedding of Urdu language. Those
embeddings or vectors were used as input in transformer
architecture.

At the start, one hot encoded vectors were given as input
to any model. Dimension of those vectors were equal to the
size of dictionary of that particular language. There were
two main shortcomings of those vectors. First those vectors
were very sparse and all the entries of vector was zero except
one entry. Zeros don’t convey any useful information. Other
shortcoming was lack of context in that vector. Possibly
there can be a vector which has non zero values along

FIGURE 4. Proposed methodology for abstractive summarization.

the dimensions and those value can preserve the context.
Besides these, the length of vector can also be reduced by
preserving the context and replacing the zeros with useful
numbers. First solution to this problemwas solved by word to
vector [118]. In word2vec architecture encoder and decoder
networks were trained combined. Encoder condenses the
vectors and decoder reconstructs the surrounding words
given center word or vice versa. Word2vec can either be
Continuous Bag of Words(CBOW) or Skipgram depending
upon whether surrounding words are predicted given center
words or vice versa. Google had released word2vecs of
English vocabulary. Word2Vec is one of the best embedding
technique. After Word2vec LSTM and RNN based encoding
techniques were suggested as BERT [104]. Bidirectional
Encoder Representations from Transformers (BERT) was
enhanced by RoBERTa [119]. RoBerta is state of the art
embedding technique.

Instead of passing simple embeddings (one hot encoding
or positional encoding) to encoder and decoder networks of
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FIGURE 5. Process of training and evaluation.

Transformer architecture, we can pass a very efficient and
effective RoBERTa embeddings. RoBERTa itself contains
the transformer architecture. So overall two transformers
are required to generate summary. One is to generate the
contextual embedding and other is to generate summary.
Overall methodology has been represented in Fig 4. Along
with the other two main contributions of dataset and CA
RoBERTa Score, architecture of abstractive summary has
been presented with a variety of results. The general issue
of stacking different layers and making a very deep network
is of vanishing gradient. Problem is either expressed as the
vanishing gradient or problem with the flow of gradients
in back propagation of neural network. The network stops
learning due to saturation of gradient but here both the
networks are not trained combined. The network for the
RoBERTa embeddings is trained separately and the other of
summary generator is trained separately. Both have their own
objective functions. For the network of embeddings attention
is defined as:

Attention(Q,K ,V ) = softmax(
Q.KT
√
t

)V

There is a significant difference between the results of
using single transformer architecture and two layers of
transformers.

Overall a big picture of the training and evaluation process
has been shown in Figure 5 and 6.

We propose a novel approach which extends the architec-
ture of Transformers Encoder Decoder. Some extra features
form the given documents are stacked at the initial layers
of encoder network to give more attention. Stop words
don’t have direct impact on summary which a model should
learn.

FIGURE 6. Process of training and evaluation.

V. DISCONNECTED RATE AS A FACTOR OF EVALUATION
METRIC
The tasks in which some text is generated by the system are
evaluated by comparing that generated text with a reference
text. Either the text generation is supervised or unsupervised,
system generated text is compared with ground truth labels.
In most of the evaluation metrics, n-grams are matched to
report the correctness of a model. For n grams both the
reference and candidate text is tokenized into unigrams.
Given a reference text x, its i tokens represented as x =

⟨x1, x2, x3, x4, x5 . . . .xi⟩ and a computer generated text as x̄
and its j token represented as x̄ =

〈
x̂1, x̂2, x̂3, x̂4, x̂5 . . . .x̂j

〉
.

An evaluation metric will be some function f (x, x̂) ∈ R.
There must be higher correlation between human judgement
and the value of this function.

Let Snx and Snx̂ be list of tokens of n-grams(n ∈ R+) in
reference text x and candidate text x̂ respectively. The number
of matched n-grams will be

∑n
1(w)∀w ⇔ (x == x̂). For all

those n-grams which are equal in both texts is summed up
for evaluation. If exact matching is not being done or some
transformations are also done for matching we can write as∑

w∈Sx

∏
[w ∈ Sx̂] (1)

where
∏

is any transformation function like synonyms or
stemword. Precision and Recall of matching n-grams is given
below

Precision−Pn =

∑
w∈Sx̂

∏
[w ∈ Sx]∣∣Snx̂ ∣∣ (2)

Recall−Rn =

∑
w∈Sx̂

∏
[w ∈ Sx]∣∣Snx ∣∣ (3)

Most of the metrics depends upon these scores. These are
the evaluation metrics to evaluate the computer generated
text [64], [67], [68], [69], [70], [71], [72], [73], [74], [75],
[76], [77], [78], [79], [80], [81], [82], [83], [84], [85], [86],
[87], [88], [89], [90], [91], [92], [93], [94], [95], [96], [97],
[98], [99], [101], [102], [106]. BLEU score [67] is popular
evaluation for text generation or translations models which
suggests some modifications in Precision. It is also n-gram
matching evaluation metric. Reference [68] suggested to
compute BLEU score on sentence level SENT-BLEU. It does
not take accountability of the context of a sentence.

40318 VOLUME 12, 2024



H. Raza, W. Shahzad: End to End Urdu Abstractive Text Summarization

METEOR [106] computes P1 and R1 but during com-
putations it does not only matches the exact words but
also consider the synonyms, word stems and paraphrases
as matched one. METEOR 1.5 [43] assign weights to all
the factors of evaluations. METEOR++ 2.0 [70] incorpo-
rates external paraphrase resource. NIST [71] is modified
form of BLEU score that assign weight to each n-gram.
δBLEU [72] modifies multi-reference BLEU by including
human annotated negative reference sentences. CHRF [73]
compares charcters n-gram and on the basis of that, it suggests
an evaluation metric but same context is being ignored which
is the main contribution. CHRF++ [74] extends the previous
work by adding bi-grams.

Recall-Oriented Understudy for Gisting Evaluation
(ROUGE) [64] Score is used for evaluating the summary
generated by the system. Its different variants are used for
the comparison of results. Most of the researchers used this
evaluation metric for comparison. ROUGE-1, ROUGE-2 and
ROUGE-L are mostly used. These all are the variations
of ROUGE depending upon the number of words which
are being matched. ROUGE-1 compares the uni-grams and
ROUGE-2 compares Bi-grams. ROUGE-L take the longest
common sub-sequence.

Somemethods use the word error rate or word edit distance
from the reference text [78]. It quantifies the evaluation
by taking account of edit operations required to make
reference text from the candidate text. TER [79] normalizes
the edit distance by |Sx |. ITER [80] also consider the stem
words as matching one, and suggests better normalization.
CHARACTER and EED calculates the edit distance based on
characters and achieve higher level of correlation with human
judges for some languages [83], [84].
Word embeddings are the dense vector representation of

a word. While encoding a textual data or categorical data,
spare vectors are formed thorough any embedding technique
but there are two problems in sparse embedding of any
word or sentence. It consumes a very large amount of data
as compared to dense representation, either one or two
values are ones while all other values of vector are zeros.
Secondly it contains a very limited context. So work is
continuously being done in this domain to represent such
data in numerical form that it contains the context and is
not sparse. Word2Vec (Word to Vector) [107] architecture
was made to make context awared embeddings. Encoder
and decoder network was trained as a single network to
make context awared embeddings. Given a sparse vector
the encoder gives a dense representation and given that
intermediate representation to decoder network, decoder was
to transform back to sparse vector as given in encoder by
preserving context (neighbour/surrounding words). Further
word2vec can either be Skip gram or CBOW (continuous bag
of words) depending on whether given surrounding words
middle is predicted or vice versa.

Different architectures of word embeddings are given
in [85], [86], [87], [88], and [89]. MEANT 2.0 [90] uses
word embeddings and shallow semantics to structural and

lexical similarity. YISI -1 [91] is extension of MEANT2.0 by
making optional the context parses. The matching can be
either greedy or optimal based on the number of words
being compared. There should be a trade off between greedy
and optimal matching which has been studied and presented
by [97] and [98]. From the literature [19], it has been proved
that context based metrics are better evaluating the summary
or any candidate text given a reference text.

Abstractive summarization is also evaluated with the same
evaluation metrics. Research is also being done to improve
the method of evaluation. But logically the abstractive
summarization should not be evaluated by this metric because
summary can have the same context but not the exact same
words of reference summary. In this case the ROUGE score
will not give good evaluation to the summary.

Many researchers are trying to improve the evaluation
metric for summarization task [9], [11], [19], [26], [43].
ROUGE AR was suggested in literature in which anaphora
resolution was done and edit distance was made as a
factor of evaluation metric. Latent semantic analysis and
singular value decomposition were used to cater with the
textual redundancy and coherence [65]. After the ROUGE-
AR, ROUGE 2.0 was proposed in which synonyms of the
words were also considered as a count of correct words
generated [66]. In ROUGE 2.0 researchers reported the
results by making the variation of removing the stop words
and matching the synonyms. But still a good score can be
generated even if the context of the sentence is completely
the opposite.

In [11] a new evaluation metric as BERT score was
suggested in which system summary was related with
reference summary through a Deep Neural Network. Con-
textually sentences of both summaries were compared and
reported the correctness of summary based on the score.
BERT architecture was used to computer context vectors
of sentences. But still there are some factors on which
summary is not evaluated. Problem which is being discussed
can have more frequency in extractive summary but also
exist in abstractive summary. If there is a sentence at the
start of documents and other is from the last of documents
which are out of context from each other and both have
been selected for the summary. The quality of summary will
drastically decrease due to this problem and it will become
a bad summary in human judgement. So this factor should
also be an important factor while evaluating the summary.
From the contextual measure given in [11] and the problem
we discussed we can derive two concepts for evaluation.

Not only strong correlation between the system generated
summary and reference summary should be focused but also
we must focus that how much is the diversity of two consec-
utive sentences in a summary. The similarity of contextual
vectors of both the summaries should be rewarded positive
while the difference of contextual vectors(disconnection
rate) within the summary should be reinforced negatively.
Evaluation score is directly proportional to the similarity
of contextual vectors of reference summary and system
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FIGURE 7. Learning curve loss vs epochs.

summary. Also evaluation score has inverse relation with
the disconnection rate within the summary. We name this
evaluation metric as Contextual Awared RoBERTa Score.
Given a reference text x, its n tokens represented as x =

⟨x1, x2, x3, x4, x5 . . . .xn⟩ and a computer generated text as x̄
and its m token represented as x̄ = ⟨x̂1, x̂2, x̂3, x̂4, x̂5 . . . .x̂m⟩,
CA RoBERTa Score can be expressed as:

CARobERTaScore ∝ similarity(x, x̂)

Given computer generated summary as x̄ and its o tok-
enized sentences represented as x̄ = ⟨ŝ1, ŝ2, ŝ3, ŝ4, ŝ5 . . . .ŝo⟩

CARobERTaScore ∝ −DR(ŝi, ˆsi+1)

where similarity function has been defined below and
disconnection rate(DR) is the measure of disconnection
between context of consecutive sentences within a system
summary.

DR(x̂) =

o−1∑
j=1

d(ŝj, ŝj+1)
o− 1

(4)

In above equation d is Euclidean Distance between
consecutive sentences of system summary. Let each sentence
embedding is ŝ H⇒ V [t] t dimensional vector.

d
(
ŝp, ŝp+1

)
=

√√√√ t∑
i=1

(
ŝpi − ŝp+1

i

)2
where p is the position of sentences in system summary. Its
value will start from zero to m-1 as given in upper equations.

similarity(x, x̂) =

m∑
j=1

n∑
i=1

cos(embd(xi), embd(x̂j))
m+ n

(5)

and

COS(x, x̂) =
x.x̂

|x|
∣∣x̂∣∣

For finding the similarity of x and x̂ we find the cosine
similarity of embeddings of each pair of words and normalize
by total pairs.

In the above equation, the embd is the function of finding
RoBERTa embeddings of a token. In this type of summary

TABLE 2. Some summaries generated.

evaluation, we don’t need to deal with the stem words or
to check synonyms because the context awared embeddings
already contains these information. The embedding of a word
and its synonymwill most likely to be very close to each other
and similarity measure will be high for those words.

So the overall measure of summary evaluation by Context
Awared RoBERTa Score will be the normalized similarity
measure divided by the disconnection rate.

CARobERTaScore = α × similarity(x, x̂) − β × DR(x̂)

(6)

where α and β are the two parameters for assigning weight
to similarity index. There is trade-off between the two factors
and 0.33 and 0.67 value is suitable. Average CA RoBERTa
score 20.61 was measured at the examples of test-set. Studies
have proved that this evaluation metric has strong correlation
with the human judgements. It is also robust and is language
independent. Further studies can be conducted to find the
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TABLE 3. Comparison of results.

optimum value of α and β, but these values can be best
modeled by getting inputs from human experts.

VI. RESULTS
For better generalization of model, we need a huge amount of
data but 50 training examples are not sufficient. Before this
work we had only one labelled dataset of Urdu abstractive
summary. We prepared dataset of more than nineteen
thousand labelled examples. Experimentation was done on
GPU enabled machine. Leaning curve is given in Fig. 7.

Results have been reported in ROUGEPrecisionscore
because we can compare the results with state of the art
methods and discuss those. For Urdu language the whole
pipeline of abstractive summarization has been implemented
by us. Built-in libraries and functions don’t support the Urdu
text due to the reasons already discussed. Results have been
reported by implementing our own functions for calculation
of precision, recall and comparisons. The results have been
reported on average ROUGE-1 score of examples of test
score. State of the art ROUGE-1 score of [120] is 39.92 while
our is 27.18. Figure 3 represents the difference of our and state
of the art model in terms of ROUGE-1 score.

The results of summary have been reported by using
transformers with positional vectors and contextual embed-
ded vectors. Fig 8 shows the result when positional vector
embeddings are used and RoBERTa contextual embeddings
of Urdu language words.

The proposed evaluation metric introduces a novel
approach applicable to existing methodologies. Our experi-
mentation involved utilizing an English test dataset, where
system-generated summaries underwent evaluation using the
Context-Aware Roberta Score in comparison to ground truth
summaries. The Roberta Embeddings were extracted from
a pre-trained English language model. The introduction of
context flow verification in consecutive summary sentences
resulted in the Context-Aware Roberta Score consistently
being lower than the ROUGE-1 score across all models and
both the languages.

Table 3 shows the results of comparison of ROUGE-1,
ROUGE-2 and ROUGE-L score. Although ROUGE score
of Urdu is less than the English language but there is no
work done for the abstractive summarization of Urdu. This

FIGURE 8. Comparison of ROUGE-1 score.

is the very first work being done for the Urdu abstractive
summarization. The reason of having so much gap is due to
no availability of ready resources of Urdu language. Even
embeddings are being optimized and for every task to code
by ourselves. Even we can’t find ROUGE score by any built-
in function of any library. These are the baselines results,
and further research can be conducted for low resources
languages. ROUGE-2 score is usually less than ROUGE-1
score because in abstractive summary, two same words might
not probably exist together. It calculates the recall of both
words as dependent features of each other.

VII. CONCLUSION
There is significant difference between the results of our
model and of English language model. There needs a lot of
research to make the resources for low resource languages.
Many journals and conferences are targeting Asian and Low
Resource languages to make the life of these people better.
We have tried to contribute for making resources available
for Urdu language. We have prepared dataset of Urdu text
summarization. Its data can not be scrapped from web
resources, because a document and its summary is not given
of Urdu. So we have utilized our efforts to make its dataset.
We also proposed a pipeline for generating the abstractive
summary of Urdu language and achieved ROUGE-1 score of
23.27. There were also limitations of the evaluation metric
used for the generated summary. We proposed an evaluation
metric which incorporates the context of two consecutive
sentences of a summary. This evaluation metric has higher
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correlation between human judgement and the value of
proposed evaluation metric.

VIII. FUTURE WORK
In Urdu language, a significant research is being done.
Still Urdu lack ready resources. In every problem related
to Urdu language, a formatted and pre-processed data is
needed. We can enhance the dataset of summarization.
We can contribute to both dataset of abstractive and extractive
summarization. We can train a best set of embeddings and
a rich vocabulary. Diacritic marks are always given a least
priority in solving any problem. These marks play a vital
role in understanding the language. This open a research
dimension in NLP. Usually summary is 20 to 25 percent of
total text document. A dataset with summary length can be
made and a summarization model with optional length can
be trained.
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